
1.  Introduction
Observations suggest that geophysical activity in the volume of crust surrounding major faults may change in the 
years, days and hours before some large earthquakes (e.g., Cicerone et al., 2009; Kato & Ben-Zion, 2021). Labo-
ratory experiments indicate that a phase of accelerating slow slip precedes seismic slip, suggesting that physical 
processes evolve in the time leading to catastrophic failure (e.g., Dieterich, 1978; Ohnaka, 1996). However, some 
large earthquakes do not appear to produce detectable signals (e.g., Bakun et al., 2005; Borcherdt et al., 2006), 
casting doubt on the feasibility of forecasting the timing of large earthquakes. This lack of detection may arise 
in part from inadequate sensitivity or precision of the recording instruments or post-processing methods, rather 
than the absence of precursors. For example, detailed analysis of seismic waveforms recorded by dense arrays 
around the rupture zone of the 2019 Ridgecrest earthquake reveals previously undetected foreshocks (Meng & 
Fan, 2021). Thus, increasing the data quality produced more evidence of precursory activity. More generally, 
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reactivation. We model the reactivation of two healed rough faults in a variety of step over configurations, 
embedded in a host rock with varying amounts of damage subject to shear velocity loading parallel to the faults. 
Both the fault geometry and ratio of fault to host rock strength control the amount of off-fault deformation. 
Consistent with field observations, models with larger steps and more preexisting host rock damage produce 
higher amounts of off-fault deformation. We assess the size of the continuous regions of high velocities and 
strains to compare the value of the precursory information of each velocity and strain component. Comparing 
the three components of the velocity vector suggests that the fault-parallel velocity produces the largest and 
most temporally continuous regions of elevated velocity. The size of these regions increases toward failure, 
indicating the usefulness of tracking this component. Comparing the volumetric and shear components of the 
three-dimensional strain tensor suggests that during most of the interseismic period, the shear strain provides 
more information about approaching fault slip than the volumetric strain. However, in the days and months 
preceding fault reactivation, both the shear and volumetric strains provide similarly valuable information.

Plain Language Summary  Variations in geophysical properties preceding some large earthquakes 
suggest the possibility of using such signals to forecast the timing of large events. However, detectable 
precursors do not appear to precede some earthquakes. To improve crustal monitoring efforts, we use numerical 
models to simulate deformation preceding the reactivation of two faults in a variety of geometries. Contrary 
to expectations, similarly strong precursory deformation occurs outside of the zones of healed faults as within 
these zones. In agreement with previous work, decreasing the strength of the crust and increasing the geometric 
complexity of the fault network promotes off-fault deformation. By examining the three-dimensional velocity 
and strain components preceding fault reactivation, we find that the fault parallel velocity component, the 
shear strain, and the volumetric strain may produce the most systematic, and thus perhaps the most detectable, 
precursory information in the months and days preceding fault reactivation.
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crustal deformation associated with large earthquakes is multiscale and diverse, and involves both fracturing 
and frictional processes along and surrounding structures with wide ranges of geometrical and material hetero-
geneities (e.g., Ben-Zion, 2008). These factors complicate the ability of detecting systematic precursors to large 
earthquakes. Two key efforts may improve crustal monitoring, and the corresponding ability to detect precursors: 
(a) identifying the locations relative to the main faults that produce the strongest precursory activity, and (b) 
constraining the direction of ground motion or component of the strain tensor that may produce the strongest 
precursory signals. Here, we use three-dimensional discrete element method (DEM) simulations of growing fault 
networks to examine the evolving positions and styles of precursors.

2.  Background
2.1.  The Partitioning of On-Fault and Off-Fault Deformation

Examining how fault networks partition deformation on- and off-fault may provide insight into the location of 
potential precursors to fault slip. Faults are associated with zones of weakness relative to the host rock that can 
localize deformation, including preseismic damage and foreshocks (e.g., Ben-Zion & Zaliapin, 2020). Conse-
quently, one may expect that the strongest precursory deformation would occur near or within the principal slip 
zone. However, the volume of the crust surrounding the main faults, including both the damage zone and surround-
ing host rock, can host significant levels of seismic activity (e.g., Cheng et al., 2018; Wollin et al., 2018). Damage 
zones are characterized by lower seismic velocities, lower rigidity, and intense microfracturing compared to the 
host rock, and have thicknesses of 1–5 km perpendicular to the main fault plane (e.g., Allam & Ben-Zion, 2012; 
Ben-Zion et al., 2003; Cochran et al., 2009; Faulkner et al., 2006; Spudich & Olsen, 2001; Zigone et al., 2015). 
The ubiquity of such damage zones around large faults highlights the prevalence of deformation that occurs 
outside of the principal slip zone, that is, off-fault deformation.

Geophysical and field observations suggest that the amount of off-fault deformation can vary significantly, from 
zero to up to tens of percent of the total deformation (e.g., Herbert et al., 2014; Kimurah et al., 2004; Milliner 
et al., 2015, 2016; Nelson & Jones, 1987; Rockwell et al., 2002; Shelef & Oskin, 2010). The structural complexity 
of a fault system influences the partitioning of on- and off-fault deformation (e.g., DeLong et al., 2010; Lindsey 
et  al.,  2014; Milliner et  al.,  2015,  2016; Oskin et  al.,  2007; Scott et  al.,  2018; Teran et  al.,  2015; Wechsler 
et  al.,  2009). For example, an analysis of six large earthquakes found that structurally complex faults hosted 
less of the total slip of these earthquakes (50%–60%) than geometrically simpler faults (85%–95%) (Dolan & 
Haravitch, 2014). Thus, the crustal locations that host the most pronounced deformation preceding fault slip may 
not occur within the preexisting fault zone. Moreover, the likelihood of identifying such precursors within the 
fault zone may vary depending on the maturity of the fault zones. Simpler, more mature fault zones may tend to 
produce the strongest precursors within the fault zone, whereas more complex fault zones may tend to produce 
strong precursors both within and outside the fault zone.

2.2.  Styles of Precursory Deformation

In addition to identifying the locations that most likely produce the strongest precursors, it may also be useful to 
determine which components of the displacement and strain tensor produce the most valuable information about 
the timing of failure. If the uplift or subsidence of the surface provides more systematic information about immi-
nent fault slip than the horizontal components of ground motion, monitoring efforts should focus on measuring 
the vertical components. Similarly, if the volumetric strain provides more systematic precursory information than 
the shear strain, monitoring efforts may benefit from closely tracking the volumetric component of deformation. 
Observations of precursory geophysical activity suggest that dilation of the crust produces some of these signals, 
including perturbations in seismic wave properties documented in laboratory experiments (e.g., Chen et al., 1993; 
Hedayat et al., 2014; Shreedharan et al., 2020) and in the crust (e.g., Malagnini et al., 2019; Niu et al., 2008; 
Whitcomb et al., 1973). However, dilation alone cannot explain the spectrum of precursory activity. For exam-
ple, the ratio of the compressional to shear wave velocity decreases before some earthquakes, but then increases 
again shortly before the event (e.g., Dieterich, 1978). Dilation of the crust via fracture propagation and opening 
may produce the initial decrease in the velocity ratio, but an additional mechanism is required for the subsequent 
increase. One explanation for the recovery of the velocity ratio is the diffusion-dilatancy hypothesis: first dilation 
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reduces the velocity ratio, and then when the rate of water flow exceeds the dilative strain rate, the ratio begins to 
recover (Nur, 1972). An alternative explanation may involve the transition from early aseismic slip to coseismic 
slip (Dieterich, 1978).

2.3.  Step Over Development

Fault networks develop through the coalescence and linkage of individual fault segments. Early in fault devel-
opment, isolated fault segments may propagate and/or open, and with increasing displacement, the neighboring 
segments tend to link (Riedel, 1929). The distance between these segments depends on the thickness of the brittle 
portion of the crust (e.g., Jiao et al., 2021). Depending on the loading conditions and preexisting geometry of fault 
segments, the volume of crust between the tips of neighboring faults may develop contraction or extension (e.g., 
Cooke et al., 2013; Cunningham & Mann, 2007; Dooley & Schreurs, 2012; Lunn et al., 2008). Fault segments that 
produce contraction and extension are referred to as restraining and releasing steps, respectively (Mann, 2007). 
The initial spacing between fault segments in both the fault-parallel and fault-perpendicular directions influences 
the geometry of the releasing or restraining step that subsequently develops (Mann, 2007). Greater overlap in the 
fault-parallel direction promotes rhomboidal fault geometries, whereas greater underlap promotes spindle-shaped 
fault intersections. Larger separation distances between the faults, in the fault-perpendicular direction, also 
promotes rhomboidal fault geometries.

The systematic influence of the initial fault geometry on (a) the resulting fault network, (b) the stress field between 
the faults, and (c) the spatial distribution of the damage between the fault segments in step overs provides a unique 
opportunity to use these systems to represent endmembers of fault interaction. By varying the fault-perpendicular 
separation distance, we may observe how the style and location of precursory deformation vary in systems domi-
nated by extension and contraction, that is, in releasing and restraining step overs, respectively. In addition, 
because fault networks evolve from isolated smaller segments to connected, larger, through-going faults (e.g., 
Ben-Zion & Sammis, 2003; Manighetti et  al., 2007; Otsuki & Dilov, 2005), testing the influence of increas-
ing the separation distance enables systematic comparison of the influence of structural maturity on the style 
and location of precursors. Comparison of km-scale seismogenic fault networks indicates that the ratio of the 
maximum width of a step over to the segment length within crustal fault networks decreases with increasing 
maturity (Manighetti et al., 2021). Consequently, fault networks with smaller separation distance represent more 
structurally mature fault systems with greater localization than more immature systems that tend to have larger 
offsets between the fault segments. Moreover, despite the ubiquity of step overs and bends in the crust, many of 
the laboratory analyses that have recognized precursors to fault slip and failure identified these signals in systems 
with intact rock or sliding blocks with one preexisting, cohesionless fault surface (McBeck, Aiken et al., 2020; 
Shreedharan et al., 2020).

In the present study, we use three-dimensional discrete element method (DEM) simulations of growing fault 
networks with two underlapping faults in step over configurations to examine the evolving positions and styles of 
precursors. We systematically vary the fault-perpendicular distance between preexisting faults in the step overs, 
from releasing to restraining step overs, because fault zone complexity controls the magnitude of off-fault defor-
mation (e.g., Dolan & Haravitch, 2014), and thus perhaps the position of precursors relative to the main fault. 
This suite of models is not meant to simulate a particular crustal fault zone, but instead to represent various cases 
of potential fault development: from releasing to restraining steps, and coplanar faults.

The other key characteristic of a fault network that may influence the location and nature of precursory defor-
mation is the relative strength of the host rock to the fault. More off-fault deformation may occur around faults 
embedded in weaker material than stronger host rock (e.g., Milliner et al., 2015; Rockwell et al., 2002; Titus 
et al., 2011; Zinke et al., 2014). Consequently, we vary the amount of preexisting host rock damage, and thereby 
the relative strength of the host rock and main fault. Although damage can develop preferentially on one side of 
a fault (Berg & Skar, 2005; Dor et al., 2006), here we model more generic systems in which diffuse damage is 
distributed throughout the model in order to simulate fault development in a statistically uniform host rock. For 
this suite of models, we examine the evolving deformation field preceding motion along preexisting faults that 
have non-zero cohesion and stiffness, for example, healed faults. We compare the locations and styles of precur-
sory deformation in the three-dimensional displacement and strain fields generated in the model simulations.
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3.  Methods
3.1.  ESyS-Particle

We use the ESyS-Particle numerical framework to build the DEM models (Abe et al., 2004). ESyS-Particle uses 
indestructible spherical particles to simulate the deformation of rocks and other materials. Bonds may connect the 
particles. Both the particles and bonds have prescribed microparameters, such as friction coefficients, cohesion, 
and stiffness. The microparameters, and the packing of the particles and bonds, control the macroscopic mechan-
ical behavior of the model. ESyS-Particle benefits from particle packing algorithms that produce relatively low 
porosity (10%–20%) models with particle radii of 0.1–1 model units. ESyS-Particle does not have an inherent 
length scale (Abe et al., 2004, 2011; Place et al., 2002), and so the user decides the length scale that one model 
unit represents.

Bonds can break during deformation if the forces acting on them exceed a Coulomb criterion. The Coulomb 
criterion is derived from the prescribed microparameters (cohesion and friction) of the bonds. Unbonded particles 
experience frictional and elastic forces. Several processes contribute to off-fault damage production in crustal 
fault systems, including damage produced during earthquake propagation (e.g., Andrews, 2005; Rice et al., 2005; 
Xu et al., 2015). Because our DEM models are quasi-static, we cannot include the influence of dynamic rupture. 
Instead, we focus on the quasi-static brittle deformation that occurs due to long term fault propagation, slip, 
opening, and linkage.

3.2.  Model Construction

To assess the influence of fault geometry and preexisting host rock damage on the nature of precursors, we 
build simulations of step overs with varying geometries and host rock properties. The dimensions of the model 
are 80 km (along the x-axis), 40 km (y-axis), and 10 km thick (z-axis). The models contain two parallel faults 
10 km long that are separated by half a fault length (5 km) in the x-direction (Figure 1a). We vary the vertical 
spacing, y, between the faults to simulate two restraining step over configurations (y > 0), two releasing step over 
configurations (y < 0), and a coplanar system (y = 0). The faults extend from the front to the back of the model 
in the z-direction. These models are similar to those used in previous work (McBeck et al., 2021), except here we 
include two faults instead of one.

The faults have roughness parameters, including a set of Hurst exponents parallel and perpendicular to the fault 
strike, that match natural faults (McBeck et al., 2021). We create these faults by building mesh surfaces with 
the prescribed roughness parameters at the dimensions of the model and the desired location. We then label the 

Figure 1.  Fault configurations and amounts of damage. (a) Geometries of restraining and releasing step overs, and (b) particles and (c) bonds in coplanar (y = 0 km) 
simulations with varying amounts of damage. Geometries show an inset of the 80 × 40 × 10 km models. (b) Particles are colored by the type of material they simulate. 
The red particles represent the more damaged rock within the preexisting fault zone, and diffuse damage spread throughout the model. The gray particles represent the 
relatively more intact host rock. (c) To produce these different types of materials, we prescribe different cohesions and stiffnesses to three sets of bonds. The red bonds 
simulate the weakest material (on-fault and preexisting damage) and the blue bonds represent the strongest material (off-fault). The red bonds connect the damaged 
particles, and the blue bonds connect the intact particles. The gray bonds connect damaged and intact particle pairs.
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particles within 1 km of this surface as damaged, and the remaining particles as intact. We also vary the amount 
of diffuse preexisting damage included in the model with a similar method. We place varying numbers of seed 
particles throughout the model, n = 10–10,000, and then label particles near these seeds as damaged, the radius 
of the largest particle. Higher n produces systems with more damaged crust.

Thus, the models contain two types of particles. These two types correspond to the damaged material, including 
the preexisting fault damage zone and diffuse off-fault damage, and the more intact host rock in the simulations. 
In Figure 1b, the red particles show the more damaged rock within the preexisting fault zone, and diffuse damage 
spread throughout the model. The gray particles show the more intact host rock. To produce these different types 
of materials, we prescribe different cohesions and stiffnesses to three sets of bonds (Figure 1c). The three sets of 
bonds represent the (a) intact rock (blue bonds in Figure 1c), (b) damaged material (red bonds in Figure 1c), and 
(c) material with strength and stiffness between these two endmembers (gray bonds in Figure 1c). In Figure 1c, 
the red bonds represent the weakest, most damaged material (the preexisting healed faults and distributed damage) 
and the blue bonds represent the strongest material (off the preexisting faults and damage). The red bonds connect 
the damaged particles, and the blue bonds connect the intact particles. The gray bonds connect damaged and 
intact particle pairs. We carefully calibrate the microparameters of these three sets of bonds in order to identify a 
set of microparameters that produces the macroscopic mechanical behavior of relatively intact granite, and more 
damaged fault zone material (Text S1 in Supporting Information S1). To achieve the loading conditions of a shear 
zone, we apply a constant normal stress on the top (at y position zero) and bottom (at y position 40 km) walls, 
and then apply a constant shear velocity to these walls (Figure S2 in Supporting Information S1). We move the 
top wall to the right and the bottom wall to the left. The dextral shear sense of the loading conditions produces 
restraining and releasing step over configurations when y > 0 and y < 0, respectively. Text S1, Figure S1, and 
Figure S2 in Supporting Information S1 describe additional details of the model set up.

4.  Results
4.1.  Macroscopic Mechanical Evolution and Fracture Development

The evolving macroscopic stress conditions and fracture geometry are closely linked to each other in these simu-
lations (Figure 2). We examine this evolution in a model with an intermediate level of damage, n = 1,000, in a 
releasing step over geometry, y = −2 km. The relationship between fracture network growth and macroscopic 
stress of this model match this relationship in models with other fault geometries and levels of damage (e.g., 
Movies S1–S6 in Supporting Information S1). The applied shear velocity loading first increases the shear force 
acting on the top and bottom of the model, Fs, at a relatively constant rate. Fs is the sum of the shear forces acting 
on the top and bottom walls of the model. During this early stage of increasing Fs, between steps #1–8 in Figure 2, 
fractures develop along the preexisting faults, as well as throughout the system. As the change in Fs relative to the 
model timestep begins to decrease near step #9, fractures start to develop from the tips of the preexisting faults. 

Figure 2.  Characteristic fault network development for the model with intermediate damage, n = 1,000, and a releasing step over configuration with y = −2 km. (a) 
Macroscopic shear force acting on the top and bottom walls of the model, Fs (black), and the change in Fs between the snapshots of the model shown in (b) (red). (b) 
Fracture network of the models at the times indicated on (a) with blue dashed lines. The colors of the fractures indicate the timestep when the fracture developed (i.e., 
when the bond between two particles broke).
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Then, Fs decreases while the new faults propagate at oblique orientations from the preexisting faults, toward the 
upper left and lower right of the model, and toward the other preexisting fault within the center of the model. 
Toward the end of the simulation, Fs increases as the tips of the faults begin to interact with the model boundaries.

Next, we examine the fault geometries of the models with all of the tested levels of damage and fault configura-
tions (Figure 3). The quadrants of varying compressive stresses that develop near the fault tips control the result-
ing fault geometry. Under the applied right lateral shear velocity loading conditions, lower compressive stresses 
develop at the upper left and lower right tips of the faults. Depending on the fault configuration and amount of 
preexisting damage, these local stress conditions either promote or hinder linkage of the faults in the center of the 
model. In the releasing step over configurations, y < 0, fault development from the lower right tip of the leftmost 
fault, and upper left tip of the rightmost fault, allow the faults to hard link, that is, one fault segment connects to 
another segment. In the restraining step over configurations, y > 0, these local stress conditions do not produce 
direct linkage of the faults within the center of the model. Instead, the new fault segments in the center of the 
model grow away from the other neighboring fault tip. Although these faults do not hard link to each other, their 
interaction may produce soft linkage, in which nearby faults perturb the slip distributions on neighboring faults 
without directly linking with them. In subsequent sections, we examine the off-fault velocity and strain distribu-
tions to identify soft linkage.

With increasing preexisting damage, n, the fault networks appear more diffusely distributed, and thus less distin-
guishable from the surrounding relatively more intact host rock (Figure 3). For example, the new fault segments 
at the outer edges of the models appear to be wider in the models with n = 10,000 than in the models with less 
damage. The level of damage also controls the fault geometry within the center of the model. In models with less 
damage, n < 10,000, the faults between the coplanar preexisting faults (y = 0) do not appear to hard link by the 
end of the simulation. In contrast, in the models with more damage, the two preexisting faults hard link. The more 
pervasive host rock damage in this model facilitated fault linkage.

4.2.  Identifying Precursors in the Velocity Fields

To identify precursory signals of deformation in the simulations, we examine one-dimensional transects of the 
velocity field along both faults, similar to fault slip distributions measured in the field. The velocity of the 

Figure 3.  Fault geometry at the end of the simulation, before the faults begin to interact with the model boundaries, for 
models with low (a) n = 10, intermediate (b) n = 1,000, and high (c) n = 10,000 amounts of preexisting damage. The color of 
the fractures indicates the timestep when they developed.
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particles is equal to their displacement divided by the time step, and is thus representative of the local slip rate. 
Previous work has measured slip along neighboring faults to identify when such faults begin to perturb each 
others' slip distribution, and thus soft link (Peacock & Sanderson, 1991; Trudgill & Cartwright, 1994). To find 
additional evidence of soft linkage, such analyses may also sum the slip distributions from individual faults in a 
network because the cumulative slip distribution of two or more interacting, but unlinked, faults may produce an 
elliptical or bell-shaped slip distribution similar to the distribution measured along one fault (e.g., Mansfield & 
Cartwright, 2001). Thus, one characteristic that is indicative of fault interaction is the evolving cumulative slip 
distribution of multiple faults in a network.

4.2.1.  Extracting Cumulative Transects of the Velocity Field

To estimate the cumulative slip distribution along the faults, we first subdivide the model domain into a grid 
of cubes with side lengths of one km, the radius of the largest particle. We then calculate the three means of 
the three components of the velocity vector of all the particles in a given cube at each model timestep. This 
cube size ensures that the extracted grid of velocity measurements is not governed by the anomalous veloc-
ity of one or two particles, and instead allows each cube to represent several tens of particles. We then take a 
two-dimensional cross section of the three-dimensional grid of cubes at the center of the model, z = 5 km, which 
is one km wide in the z direction, and extends throughout the x-y plane (Figure 4a). We extract one-dimensional 
transects of this two-dimensional cross section at the two vertical (y-direction) positions of the faults, across the 
x-axis of the model, at each model timestep (Figure 4b). In the following analysis, we first focus on the magni-
tude  of  the  three-dimensional velocity vector, and later examine the individual components of the velocity vector. 
In all cases, we report the sum of the two transects along the y-positions of the faults, so that the resulting transect 
is the cumulative distribution across both faults. We consider the absolute value of the velocity components in 
order to directly compare the right-lateral and upward motion in the top portion of the model, and left-lateral and 
downward motion in the bottom portion. To compare the evolution of the velocity distributions through time, we 
report the velocity magnitude, and each of the velocity components, at each x-position in the transect normalized 
by the maximum velocity of that timestep. Without this normalization, the higher velocities at the end of the 
simulation obscure the patterns of the lower velocities earlier in the simulation. This procedure thus provides 
a timeseries of normalized cumulative velocity magnitude (or individual velocity components) transects across 
both faults throughout the simulations.

Examining the timeseries of the velocity magnitude transects suggests that the models host distributed deforma-
tion outside the preexisting healed faults, both before and after the faults break and slip (Figure 5). Models with 
larger vertical spacing between the faults, y = 𝐴𝐴 ± 5 km, produce the most pervasive elevated diffuse deformation 
prior to slip along the preexisting faults. In the several thousand timesteps before the preexisting faults develop, 
the velocity magnitudes persist at elevated levels across a wider zone in models with y = 5 km than in models 
with closer spacing between the faults. Models with closer spacing host more localized zones of higher velocities. 
These results agree with crustal observations that find a positive correlation between the complexity of a fault 
network and the proportion of off-fault deformation (e.g., Dolan & Haravitch, 2014).

The amount of preexisting diffuse damage modifies these trends. In models with lower levels of damage, 
n < 10,000, regions with elevated velocity generally span across the simulation, from 20 to 60 km along the x-axis, 

Figure 4.  Extraction of the velocity field. (a) First, we take a 1 km wide two-dimensional slice of the velocity field at the 
center of the model at z = 5 km, throughout the x-y plane. (b) Then, we take one-dimensional transects that are 1 km wide of 
the velocity field along the y-position of the preexisting faults (green). To derive a cumulative representation of the velocity 
field along both faults (blue), we sum the velocity components and the velocity magnitude from the two transects at each 
x-position across the model width.
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particularly when y = 5 km (Figures 5a and 5b). In models with n = 10,000, this pattern weakens (Figure 5c). 
Although the region experiences relatively higher velocities, these velocities are further from the maximum 
achieved at each timestep than in the models with lower preexisting damage. Thus, the existence of diffuse preex-
isting damage suppresses the pattern of higher velocities across the width of the model before the preexisting 
faults break and develop.

When the faults have closer spacing, y = 2 km, the highest velocity magnitudes appear to occur within the regions 
that the preexisting faults ultimately occupy. When the faults are coplanar, and the models have lower amounts of 
preexisting damage, n < 10,000, the highest velocity magnitudes tend to occur between the two preexisting faults. 
However, when the models have higher damage, n = 10,000, such a region of elevated velocity magnitudes does 
not occur between the preexisting faults. Instead, regions with elevated velocity occur throughout the width of the 
model, and are not concentrated between the two faults.

Thus, both the initial fault configuration and the amount of preexisting damage control the velocity field surround-
ing the faults. Crustal systems with (a) weak faults relative to the surrounding host rock, (b) coplanar faults, and 

Figure 5.  Transects of the cumulative normalized velocity magnitude along the x-axis at the y-positions of the two faults throughout the simulation for models with 
low (a) n = 10, intermediate (b) n = 1,000, and high (c) n = 10,000 amounts of preexisting damage. The columns show the velocity transects from different fault 
configurations, from the restraining, y > 0, to releasing, y < 0, step overs. Light blue vertical lines show the extent of the preexisting healed faults along the x-axis. Pink 
dashed line indicates when the two preexisting faults develop. Solid red line indicates when the models experience the maximum shear stress, and thus when new faults 
grow from the tips of the preexisting faults.
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(c) steps with smaller separation distances may tend to produce precursory signals between the preexisting faults. 
However, in systems with relatively strong faults and/or more damaged host rock, the precursory signals may be 
more distributed across the network.

4.2.2.  Comparing the Deformation On-Fault and Off-Fault

Qualitative observations of the timeseries of the velocity transects (Figure 5) indicate that the volume of rock 
outside the preexisting faults can host high magnitudes of velocity, as well as regions within the extent of the 
preexisting faults. To more systematically compare the amount of precursory deformation on- and off-fault, we 
compare the mean velocity magnitudes that occur within and outside the regions where the preexisting faults 
eventually form (Figure 6). In order to focus on precursory signals, we focus on the simulation time before the 
formation of the preexisting faults. In the following analysis, we refer to the statistics extracted from the regions in 
which the preexisting faults form as on-fault, and the remaining regions as off-fault. However, we note that these 
preexisting faults have not yet developed during the simulation time we examine in this analysis. The on-fault 
regions are within one km of the preexisting fault surface, and thus include both on-fault and damage zone bonds.

One may expect that the highest precursory velocities would develop in the region that ultimately forms the faults, 
rather than the off-fault zone. However, this localization may only occur in a very short time interval immediately 
prior to the main faulting event. Comparing the difference between the normalized velocity magnitudes, vm, in 

Figure 6.  Differences in velocity magnitude within and outside the region that ultimately hosts the preexisting faults for all 
the fault configurations, and amounts of damage: (a) mean 𝐴𝐴 ± one standard deviation of the normalized velocity magnitude, vm, 
within (on-fault, circles), and outside the future fault zone (off-fault, triangles), (b) difference between the mean vm on- and 
off-fault divided by the on-fault vm reported as a percentage, and (c) proportion of the highest normalized velocity magnitudes 
(>0.75) identified on-fault to the total amount identified throughout the system, 𝐴𝐴 𝐴𝐴75 . The horizontal axis indicates the vertical 
spacing between the faults, the y gap. The colors of the lines indicate the different amounts of damage.
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the on-fault and off-fault zones indicates that the ranges of the mean 𝐴𝐴 ± one standard deviation generally overlap 
for these zones (Figure 6a). Similarly, the difference between vm in the on-fault and off-fault zones is generally 
<20% of the on-fault vm, although one model has a difference of near 60% (y = −2 km, n = 10,000) (Figure 6b). 
This difference arises because the on-fault vm is significantly lower than the off-fault vm when n = 10,000 and 
y = −2 km. Contrary to the expectation of higher precursory velocities on-fault than off-fault, several models 
experience higher mean off-fault velocities than mean on-fault velocities, producing negative values in Figure 6b.

Increasing amounts of preexisting diffuse damage outside of the fault zones promote off-fault deformation. In 
particular, only one of the models with n = 10 has a higher mean off-fault velocity than on-fault velocity, whereas 
four of the models with n = 10,000 have higher mean off-fault velocities. Greater preexisting damage away from 
the preexisting faults produces stronger signals of precursory deformation off-fault. This result agrees with anal-
yses of crustal fault systems that find that the proportion of off-fault deformation increases as the strength of the 
host rock decreases (e.g., Zinke et al., 2014).

To further quantify the partitioning of precursory signals on-fault and off-fault, we examine which regions expe-
rience the highest normalized velocity magnitudes (>0.75) (Figure 6c). We report the proportion, 𝐴𝐴 𝐴𝐴75 , of the fault 
length that experiences >0.75 normalized velocity magnitude, relative to the proportion of the total length that 
experiences magnitudes greater than this threshold. Increasing amounts of damage increases the variability of 
this proportion, 𝐴𝐴 𝐴𝐴75 . For models with n = 10,000 and y = −2 to 2 km, for example, the range of 𝐴𝐴 𝐴𝐴75 is close to 
the maximum possible range, from zero to one. This range indicates that the strongest precursory signals may 
occur either entirely within (y = 2) or outside (y = −2) the preexisting fault zone, depending on whether the fault 
configuration is a releasing or restraining step over.

At lower amounts of damage, the range of 𝐴𝐴 𝐴𝐴75 is more consistent across the different fault geometries. The average 
𝐴𝐴 𝐴𝐴75 across the different fault geometries is 0.56 and 0.54, for n = 10 and n = 1,000, respectively. Thus, the strong-

est precursory signals of deformation are similarly likely to be found within and outside of the regions that host 
the preexisting faults. In contrast to the expectation that the strongest precursory movement should occur within 
the eventual fault zone, the models reveal a similar likelihood of identification outside the future fault zone. Vary-
ing the threshold used to identify the proportion of high velocity magnitudes on-fault from 0.70 to 0.95 does not 
change this conclusion (Figure S3 in Supporting Information S1). Examining how 𝐴𝐴 𝐴𝐴75 varies through time does 
not reveal systematic changes toward failure (Figure S4 in Supporting Information S1). This proportion increases 
toward failure in some models, and decreases or remains at similar values in others. Thus, contrary to the idea that 
deformation progressively localizes toward the preexisting fault, the models indicate that in systems with several 
individual fault segments, precursory deformation remains spread pervasively throughout the fault network and 
surrounding crustal volume, and does not systematically localize toward fault reactivation.

4.2.3.  Examining the Size and Temporal Continuity of Regions of Elevated Deformation

To assess which velocity component may host the most valuable precursory signals, we now examine the size of 
the continuous regions of elevated velocities in the timeseries of transects, and how these sizes differ between the 
velocity components (Figures 7 and 8). The size of the continuous regions with higher velocities, in space and 
time, may suggest which velocity component provides the most detectable signals. For example, if a fault system 
hosts elevated velocity at one particular location along the fault strike at a particular time, and then hosts similarly 
high velocity at the same location at later times, this reoccurring elevated velocity may be easier to detect than if 
such elevated velocities change their positions. When higher velocities persist in the same position, the size of the 
continuous region of higher velocities will be larger than if the higher velocities shift positions throughout time.

The imposed right-lateral shear loading parallel to the x-axis suggests that the models may produce larger contin-
uous regions of the x-component of the velocity vector, vx, than other two components, vy and vz. However, fault 
networks with step overs also experience uplift and subsidence, and fault perpendicular motion (e.g., McClay & 
Bonora, 2001). These types of deformation could produce relatively larger continuous motion with elevated vz 
(uplift/subsidence), and vy (fault perpendicular motion).

To compare the sizes of regions with continuous precursory deformation, we create a binary two-dimensional 
map of the velocity timeseries for each velocity component in which normalized velocities >0.75 are labeled 
one, and velocities <0.75 are labeled zero (Figure 7). We only extract this map from the model time before the 
preexisting faults slip, in order to focus on precursory signals. We identify the individual connected clusters of the 
binary space-time maps using 8-fold connectivity, the most conservative type of connectivity in two dimensions. 
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This connectivity requires that both the edges and the corners of pixels must be touching in order to be identified 
as connected. The identified clusters have one dimension in the model time and another dimension in the model 
length-scale (km). To compare the ability of each component to provide valuable precursory information, we 
measure the area and length along the time-axis of the clusters. Larger areas indicate velocity components with 
larger continuous regions of elevated velocities, in both space and time. Longer time spans indicate velocity 
components with more persistent locations of elevated velocities, in only the time dimension. Identifying the 
velocity component with the largest area of continuous higher velocities, and the longest time span, may suggest 
which velocity component can provide the most detectable precursory activity. In some cases, the cluster with the 
largest area may also have the longest timespan (e.g., Figure 7), however, this condition is not required.

To compare the properties of continuous regions of higher velocity magnitudes, we report the difference between 
the property (area 𝐴𝐴 ∆𝐴𝐴 , or timespan 𝐴𝐴 ∆𝑡𝑡 ) of the high magnitudes of the vx and vy, or the vx and vz divided by the 
maximum of vx and the other strain component. The imposed shear displacement loading parallel to the x-axis 
suggests that vx may form larger areas and timespans than the other components. Thus, we report the difference 
in the property as vx – vy or vx – vz. Positive values indicate that vx forms larger areas or timespans than either vy or 
vz for a given model. We first focus on results using a threshold of 0.75 to extract the continuous regions of high 
velocity, and describe the results using different thresholds in Supporting Information S1 (Figure S5 and S6).

Comparing the maximum areas of the continuous regions of higher velocities (>0.75) for each velocity compo-
nent indicates that the fault configuration influences which velocity component has the largest area (Figure 8). 
In models with larger steps, vx has larger maximum areas than the other components, producing positive 𝐴𝐴 ∆𝐴𝐴 . 
The broad regions of elevated velocity that extend across the model width (e.g., Figure 5) produce the high areas 

Figure 7.  Method of identifying continuous regions of higher velocities for the model with y = 5 km and n = 10,000, and 
each velocity component: vx (a and d), vy (b and e), and vz (c and f). We first use the normalized velocity transect timeseries 
(a–c) to produce a binary field in which ones represent where the normalized velocity components are >0.75 (d–f). Then, we 
identify the connected components in this field using 8-fold connectivity. We next identify the cluster of high velocities that 
has the largest area (blue circles), and the longest length in the time dimension (green line). In this example, the largest cluster 
also has the longest time span, but this result is not required, that is, the cluster with the largest area may not be the cluster 
with the longest timespan.
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(Figure 8). In models with coplanar faults and smaller steps, the maximum areas are similar for the three compo-
nents, producing lower positive 𝐴𝐴 ∆𝐴𝐴 , and sometimes negative 𝐴𝐴 ∆𝐴𝐴 .

The maximum timespans of the continuous regions of elevated velocities generally indicate longer timespans for 
vx than the other components (Figure 9), producing positive 𝐴𝐴 ∆𝑡𝑡 . However, for some models, the three velocity 
components form regions of continuous elevated velocity that span similar lengths of time, producing low posi-
tive and sometimes negative 𝐴𝐴 ∆𝑡𝑡 . The normalized difference between the timespans of vx and vz is negative or near 
zero for about half of the models, indicating the similar continuity of these velocity components. The normalized 
difference between the timespans of vx and vy is near zero for four of the fifteen models. Although vx often forms 
longer timespans, some models experience similar or slightly longer timespans for the other components, and 
particularly vz.

In summary, higher amounts of preexisting diffuse damage tend to favor precursory deformation in the y and 
z-directions, as uplift and subsidence, and fault perpendicular motion. Lower amounts of damage produce regions 
of elevated velocity parallel to the faults that are larger in area and longer in time than the other velocity compo-
nents. Thus, in systems with relatively weak faults, with lower uniaxial compressive strength and Young's modu-
lus, crustal monitoring efforts may focus on the deformation component that is parallel to the faults, but in general 
it is useful to analyze the other components of deformation as well.

The previous analyses quantified the geometric properties of the continuous regions of elevated velocity through-
out the entire simulation time preceding slip on the healed faults. However, these geometric properties could 
evolve in the time leading to slip. Thus, we now compare the maximum areas and timespans of the velocity 
components at different time intervals leading to fault reactivation (Figure 10). We calculate the areas and time-
spans for each velocity component in four time steps from when the applied shear velocity loading starts to 
when the faults slip, at 0%–25%, 25%–50%, 50%–75%, and 75%–100% of the timestep when the faults slip. We 

Figure 8.  Identifying the dominant velocity component using the maximum area of continuous regions of higher velocity 
(>0.75 of the normalized velocity) from timeseries of models with different levels of damage: n = 10 (a and d), n = 1,000 
(b and e), and n = 10,000 (c and f). (a–c) Maximum area of the continuous regions. Black, blue, and red lines indicate the 
areas for the regions of the vx, vy, and vz, respectively. (d–f) Difference between the areas of vx and the other two components, 

𝐴𝐴 ∆𝐴𝐴 . Red and blue lines indicate the difference between vx and vz, and vx and vy, respectively. The horizontal axis indicates the 
step over distance between the faults, the y gap. For the models with larger step over distances, vx forms larger continuous 
regions of higher velocities in the model time before the preexisting faults slip than the other two components. For models 
with coplanar faults and smaller step over distances, the three velocity components form similarly large continuous regions, 
producing low positive or negative 𝐴𝐴 ∆𝐴𝐴 .
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compare the areas and timespans of vx to the other two components using the difference between vx and the 
other component for the  areas, 𝐴𝐴 ∆𝐴𝐴 , and timespans, 𝐴𝐴 ∆𝑡𝑡 (e.g., Figure S6 in Supporting Information S1). More 
positive values indicate that vx forms larger or longer continuous regions of elevated velocity than the other two 
components.

Figure 9.  Identifying the dominant velocity component using the maximum timespan of continuous regions of higher 
velocity (>0.75 of the normalized velocity) from timeseries of models with different levels of damage: n = 10 (a and d), 
n = 1,000 (b and e), and n = 10,000 (c and f). (a–c) Maximum timespan of the continuous regions. Black, blue, and red lines 
indicate the areas for the regions of the vx, vy, and vz, respectively. (d–f) Difference between the timespan of vx and the other 
two components, 𝐴𝐴 ∆𝑡𝑡 . Red and blue lines indicate the difference between vx and vz, and vx and vy, respectively. The horizontal 
axis indicates the step over distance between the faults, the y gap.

Figure 10.  Temporal evolution of geometric properties of the velocity components for models with preexisting diffuse damage n = 10 (a and d), n = 1,000 (b and e), 
and n = 10,000 (c and f) and all of the fault configurations (colors) as the difference between the geometric property (top row, area, 𝐴𝐴 ∆𝐴𝐴 , or bottom row, timespan, 𝐴𝐴 ∆𝑡𝑡 ) of 
the high magnitudes (>0.75) of the vx and vy (circles and solid lines), or vx and vz (triangles and dashed lines) divided by the maximum of that property. Thus, positive 
values indicate when the timespan or area of vx is larger than the other velocity component.
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Examining the trends in 𝐴𝐴 ∆𝐴𝐴 indicates that 𝐴𝐴 ∆𝐴𝐴 increases toward fault reactivation (Figures 10a–10c) as vx forms 
increasingly larger areas of elevated deformation compared to the other two components. The difference in the 
timespans of the velocity components do not evolve systematically toward failure (Figures 10d–10f). Thus, the 
velocity magnitude does not systematically localize to the preexisting fault (Figure S4 in Supporting Informa-
tion S1), and the timespans of the velocity components do not increase toward failure (Figures 4d–4f); however, 
the regions with elevated vx increase in area as the system approaches the reactivation of the preexisting faults 
(Figures 10a–10c).

4.3.  Identifying Precursors in the Strain Fields

Laboratory observations indicate that low porosity crystalline rocks dilate preceding macroscopic failure under 
triaxial compression (Brace, 1978). Similarly, machine-learning analyses indicate that the dilative component 
of the strain field provides more valuable information about the proximity of failure than the contractive or 
shear strain components in triaxial compression experiments (e.g., McBeck, Aiken et al., 2020). To constrain the 
ability of these strain components to provide information about the proximity of failure in shear zones with step 
overs, we examine the timeseries of transects of these components derived with a similar method as the velocity 
transects (e.g., Figure 5). However, instead of extracting the strain components from the two-dimensional slice 
of the velocities, we extract a three-dimensional volume of the velocity components so that we may calculate the 
three-dimensional strain tensor throughout the system. This three-dimensional volume spans the area of the x-y 
plane that the two-dimensional slices include, and also extends across the full thickness of the model along the 
z-axis (e.g., Figure 4).

We examine the first invariant of the strain tensor, 𝐴𝐴 𝐴𝐴1 , and the second invariant of the deviatoric strain tensor, 𝐴𝐴 𝐴𝐴2 : 

𝐼𝐼1 = 𝜀𝜀𝑥𝑥𝑥𝑥 + 𝜀𝜀𝑦𝑦𝑦𝑦 + 𝜀𝜀𝑧𝑧𝑧𝑧� (1)

𝐽𝐽2 =
1

6

[

(𝜀𝜀𝑥𝑥𝑥𝑥 − 𝜀𝜀𝑦𝑦𝑦𝑦)
2
+ (𝜀𝜀𝑦𝑦𝑦𝑦 − 𝜀𝜀𝑧𝑧𝑧𝑧)

2
+ (𝜀𝜀𝑧𝑧𝑧𝑧 − 𝜀𝜀𝑥𝑥𝑥𝑥)

2
]

+ 𝜀𝜀
2

𝑥𝑥𝑥𝑥 + 𝜀𝜀
2

𝑦𝑦𝑦𝑦 + 𝜀𝜀
2

𝑧𝑧𝑧𝑧� (2)

The value of 𝐴𝐴 𝐴𝐴1 quantifies the volumetric strain, while 𝐴𝐴 𝐴𝐴2 quantifies the deviatoric or shear strain. For example, 
the von Mises yield criterion uses 𝐴𝐴 𝐴𝐴2 to determine the stress conditions at which a material will fail. We sample 
the 𝐴𝐴 𝐴𝐴1 and 𝐴𝐴 𝐴𝐴2 fields at the same positions of the one-dimensional transects that we used to sample the velocity 
components, at z = 5 km and at the y-position of both faults (e.g., Figure 4). From the resulting timeseries of strain 
transects, we normalize the absolute value of the strains by the maximum strain at each timestep. First, we exam-
ine the timeseries of the contractive and dilative components of 𝐴𝐴 𝐴𝐴1 , that is, the negative and positive values of 𝐴𝐴 𝐴𝐴1 , 
as well as the absolute values of 𝐴𝐴 𝐴𝐴1 and 𝐴𝐴 𝐴𝐴2 (Figure 11). At the positions in the timeseries of contraction (negative 

𝐴𝐴 𝐴𝐴1 ) that do not host contraction, where 𝐴𝐴 𝐴𝐴1 is positive, we report these values of contraction as zero (Figure 11). 
Thus, only the regions that host contraction have non-zero values in the first column of Figure 11. This approach 
is also used for the dilation timeseries, so the plots of contraction and dilation are approximately inverse images 
of each other.

The patterns of the shear strain, volumetric strain, and dilation fields after the peak macroscopic shear stress 
confirm our earlier qualitative observations of fracture network development, and the corresponding influence of 
preexisting damage on this development for models with coplanar faults, y = 0 (Figure 3). The fracture networks 
shown in Figure 3 suggest that the faults do not link when the models have damage n < 10,000, and do link when 
n = 10,000. The timeseries of the strain fields similarly suggest linkage of the faults only when n = 10,000, and 
not with lower levels of damage (Figure 11). In particular, after the peak macroscopic shear stress, and thus the 
development of the new faults, higher magnitudes of volumetric strain, dilation, and shear strain concentrate 
within the region of the preexisting faults (Figure 11, Figure S7 and Figure S8 in Supporting Information S1). In 
the models with n = 10,000, higher magnitudes of this strain span the preexisting faults, and the region between 
them. In models with lower amounts of damage, n = 10 and 1,000, in contrast, higher magnitudes of strain do not 
develop between the preexisting faults.

Next, we compare the areas and timespans of the continuous regions with the highest volumetric and shear strain 
magnitudes, following the same method as the velocities (e.g., Figure 7). We only compare the volumetric strain 
and the shear strain, and not the dilation and contraction. Direct comparison of the areas of high magnitudes of 
strain in the dilation and shear strain field, for example, is hindered by the fact that the dilation timeseries only 
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covers a small portion of the total shear strain timeseries. Because both contraction and dilation occur within the 
model with similar proportions, the maximum possible area of a continuous region of higher shear strain is larger 
than that possible area of the dilation.

We first calculate the maximum areas of the continuous regions of normalized shear strain that is greater than 
0.75, 𝐴𝐴 𝐴𝐴

𝐽𝐽2

75
 , and the normalized volumetric strain that is greater than 0.75, 𝐴𝐴 𝐴𝐴

𝐼𝐼1

75
 . Similarly, we calculate the longest 

timespans of these continuous regions of the shear strain, 𝐴𝐴 𝐴𝐴
𝐽𝐽2

75
 , and volumetric strain, 𝐴𝐴 𝐴𝐴

𝐼𝐼1

75
 . We report the difference 

Figure 11.  Transects of the normalized absolute value of the contraction, 𝐴𝐴 𝐴𝐴1 < 0 , dilation, 𝐴𝐴 𝐴𝐴1 > 0 , volumetric strain, 𝐴𝐴 𝐴𝐴1 , and shear strain, 𝐴𝐴 𝐴𝐴2 , along the x-axis at the 
y-position of the preexisting faults throughout the simulation for models with low, n = 10 (a), intermediate, n = 1,000 (b), and higher, n = 10,000 (c), amounts of 
preexisting diffuse damage, and y = 0 km. Light blue vertical lines show the extent of the faults along the x-axis. Pink dashed line indicates when the two preexisting 
faults develop. Solid red line indicates when the models experience the maximum shear stress, and thus when new faults grow from the tips of the preexisting faults. 
The highest magnitudes of the dilation and contraction appear randomly distributed throughout the model preceding fault development. In contrast, the volumetric and 
shear strain fields develop patterns more similar to the velocity magnitude, consisting of elevated magnitudes at persistent locations throughout time.
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in the areas, 𝐴𝐴 ∆𝐴𝐴 = 𝐴𝐴
𝐽𝐽2

75
− 𝐴𝐴

𝐼𝐼1

75
 divided by the maximum of 𝐴𝐴 𝐴𝐴

𝐼𝐼1

75
 and 𝐴𝐴 𝐴𝐴

𝐽𝐽2

75
 . Similarly, we report the difference in the 

timespans, 𝐴𝐴 ∆𝑡𝑡 = 𝑡𝑡
𝐽𝐽2

75
− 𝑡𝑡

𝐼𝐼1

75
 divided by the maximum of 𝐴𝐴 𝐴𝐴

𝐼𝐼1

75
 and 𝐴𝐴 𝐴𝐴

𝐽𝐽2

75
 . Thus, when 𝐴𝐴 ∆𝐴𝐴 and 𝐴𝐴 ∆𝑡𝑡 are positive, the shear 

strain timeseries produce larger regions with longer timespans than the volumetric strain timeseries. Because 
precursory signals may evolve toward failure, we calculate 𝐴𝐴 ∆𝐴𝐴 and 𝐴𝐴 ∆𝑡𝑡 throughout the complete simulation time 
leading up to the reactivation of the preexisting faults (Figures 12a and 12b), and during the model time imme-
diately preceding failure (Figures 12c and 12d), when the model timestep is 75%–100% of the timestep when the 
faults slip.

Throughout the full simulation time preceding fault reactivation, the generally positive values of 𝐴𝐴 ∆𝐴𝐴 indicate that 
the continuous regions of higher shear strain tend to occupy larger areas than the volumetric strain (Figure 12a). 
Similarly, the majority of the models host continuous regions of high shear strain that span longer time intervals 
than the volumetric strain, producing positive 𝐴𝐴 ∆𝑡𝑡 (Figure 12b). Moreover, the positive values of 𝐴𝐴 ∆𝐴𝐴 and 𝐴𝐴 ∆𝑡𝑡 tend 
to be larger than the negative values of 𝐴𝐴 ∆𝐴𝐴 and 𝐴𝐴 ∆𝑡𝑡 . The sum of the positive 𝐴𝐴 ∆𝐴𝐴 across all of the models is 4.74, 
while the negative 𝐴𝐴 ∆𝐴𝐴 sum is −1.07. Similarly, the sum of the positive 𝐴𝐴 ∆𝑡𝑡 is 5.66, while the negative 𝐴𝐴 ∆𝑡𝑡 sum is 
−1.27. Thus, even when the volumetric strain occupies larger areas or longer timespans than the shear strain, the 

Figure 12.  Identifying the strain component that may provide the most valuable precursory information throughout the 
full simulation time before slip on the preexisting faults (a and b) and in the timesteps near failure, 75%–100% of the model 
time before fault slip (c and d). (a and c) Difference in the maximum areas of the continuous regions of higher normalized 
shear strain (>0.75), 𝐴𝐴 𝐴𝐴

𝐽𝐽2

75
 , and volumetric strain, 𝐴𝐴 𝐴𝐴

𝐼𝐼1

75
 , normalized by the maximum of 𝐴𝐴 𝐴𝐴

𝐽𝐽2

75
 and 𝐴𝐴 𝐴𝐴

𝐼𝐼1

75
 , 𝐴𝐴 ∆𝐴𝐴 . (b and d) Difference 

in the longest timespans of the continuous regions of higher normalized shear strain (>0.75), 𝐴𝐴 𝐴𝐴
𝐽𝐽2

75
 , and volumetric strain, 𝐴𝐴 𝐴𝐴

𝐼𝐼1

75
 , 

normalized by the maximum of 𝐴𝐴 𝐴𝐴
𝐽𝐽2

75
 and 𝐴𝐴 𝐴𝐴

𝐼𝐼1

75
 , 𝐴𝐴 ∆𝑡𝑡 . The positive values are divided by the geometric property of the volumetric 

strain, 𝐴𝐴 𝐴𝐴1 , area or time span, and the negative values are divided by the geometric property of the shear strain, 𝐴𝐴 𝐴𝐴2 . For example, 
positive 𝐴𝐴 ∆𝐴𝐴 =

(

𝐴𝐴
𝐽𝐽2

75
− 𝐴𝐴

𝐼𝐼1

75

)

∕𝐴𝐴
𝐽𝐽2

75
 , and negative 𝐴𝐴 ∆𝐴𝐴 =

(

𝐴𝐴
𝐽𝐽2

75
− 𝐴𝐴

𝐼𝐼1

75

)

∕𝐴𝐴
𝐼𝐼1

75
 . The red numbers to the right of each plot show the 

sum across all of the models with positive 𝐴𝐴 ∆𝐴𝐴 , and negative 𝐴𝐴 ∆𝐴𝐴 , (a and c), and positive 𝐴𝐴 ∆𝑡𝑡 , and negative 𝐴𝐴 ∆𝑡𝑡 (b and d).
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difference between the two components is smaller than when the shear strain occupies larger areas or timespans. 
The models that tend to produce negative 𝐴𝐴 ∆𝐴𝐴 and 𝐴𝐴 ∆𝑡𝑡 include restraining step overs. In summary, the shear strain 
fields tend to involve larger regions of elevated strain that span longer time intervals than the volumetric strain for 
the full simulation time leading to fault reactivation.

However, the relative dominance of the shear strain evolves toward failure (Figures 12c and 12d). Whereas the 
positive values of 𝐴𝐴 ∆𝐴𝐴 and 𝐴𝐴 ∆𝑡𝑡 tend to be larger than the negative values of 𝐴𝐴 ∆𝐴𝐴 and 𝐴𝐴 ∆𝑡𝑡 for the full simulation time 
(Figures 12a and 12b), the positive and negative values of 𝐴𝐴 ∆𝐴𝐴 and 𝐴𝐴 ∆𝑡𝑡 are more similar to each other immediately 
preceding failure. In particular, for the simulation time 75%–100% of the model timestep before fault reactivation, 
the sum of the positive 𝐴𝐴 ∆𝐴𝐴 across all of the models is 2.02, and the negative 𝐴𝐴 ∆𝐴𝐴 sum is −2.07. The sum of the 
positive 𝐴𝐴 ∆𝑡𝑡 is 2.00, and the negative 𝐴𝐴 ∆𝑡𝑡 sum is −2.12. Varying the threshold used to extract the regions of higher 
strain does not change these key conclusions (Figure S9 in Supporting Information S1).

5.  Discussion
To facilitate the identification of accelerating geophysical signals prior to fault slip, we examined the evolving 
three-dimensional deformation fields surrounding releasing and restraining step overs preceding slip along healed 
faults in discrete element method models. We assume that the locations and style of the precursors identified in 
the models may be similar to corresponding phenomena in kilometer-scale crustal fault networks. The properties 
of the precursory deformation identified in the models may be the most applicable to crustal scale systems with 
similar geometries to the numerical models: with releasing and restraining step overs including faults of similar 
lengths that are underlapping by half of a fault length, and separated in the fault perpendicular direction by up to 
half of the length of the faults.

5.1.  Locations of Precursors: Comparing the Magnitude of On-Fault and Off-Fault Deformation

The models indicate that both the initial fault configuration and amount of preexisting host rock damage influence 
where the strongest deformation occurs prior to slip on healed faults. At the lowest amounts of damage, models 
with larger steps, of one fault half-length between the faults, produce the widest extent of elevated deformation 
(i.e., normalized particle velocity magnitude >0.70–0.95) across the model prior to slip (e.g., Figure 5). Models 
with coplanar faults produce more localized regions of elevated deformation, in general between the healed faults.

These results agree with geodetic and field observations that indicate that the structural maturity of a fault system 
influences the amount of off-fault deformation. For example, structurally immature faults with more complex 
geometries hosted only about 50%–60% of the total slip of six Mw 𝐴𝐴 ≥ 7.1 strike-slip earthquakes, whereas more 
mature faults with more planar geometries hosted 85%–95% of the slip (Dolan & Haravitch, 2014). Similarly, 
COSI-Corr correlation of aerial photographs before and after the 1992 Mw 7.3 Landers earthquake suggest that 
46% of the total surface deformation occurred off-fault, and that the magnitude and width of the distributed 
deformation was the largest in parts of the fault network with more complex fault geometries, such as step overs 
and bends (Milliner et al., 2015).

Thus, several geophysical observations and our numerical models suggest that as fault networks evolve from more 
complex geometries toward more structurally simple, coplanar systems, they tend to host an increasing propor-
tion of the total deformation on-fault (e.g., Figure 13a). This evolution may occur because fault networks evolve 
to optimize the total energy expended in the system (e.g., Cooke & Madden, 2014). As faults grow and slip, the 
amount of energy consumed in frictional work increases (e.g., Del Castello & Cooke, 2007; McBeck et al., 2018). 
If this growth decreases the internal work done in diffuse, off-fault deformation by a greater magnitude than the 
increase in frictional work, the total energy expended in the system may decrease, producing a more efficient 
system. Thus, the observed progression from complex to simple fault geometries, paired with the reduction of 
off-fault deformation, may occur because fault networks evolve toward energetic efficiency.

Increasing the amount of preexisting host rock diffuse damage changes the observed location of precursors, and 
the corresponding link between the fault configuration and the extent of deformation. For the coplanar models, 
increasing the amount of damage from n  =  1,000 to n  =  10,000 removes the persistent pattern of elevated 
deformation between the two faults. Instead of remaining localized between the coplanar faults, the regions that 
host the most deformation vary through time. For models with the largest tested steps, increasing the amount of 
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diffuse damage from n = 1,000 to n = 10,000 only weakens the pattern of elevated deformation across the width 
of the model, but does not remove it. The observed elevated deformation outside of the regions that host the 
healed faults produces higher mean particle velocity magnitudes in this region, rather than inside the future fault 
zone (Figure 6). Similarly, the highest velocity magnitudes of a given model timestep, >0.75 of the normalized 
velocity, occur off-fault and on-fault with similar frequency in several models. The models reveal that the pres-
ence of distributed damage, or decreasing the difference in strength between the host rock and the healed fault 
zone, produces stronger signals of precursory off-fault deformation (Figure 6). The evolution of the proportion 
of off-fault deformation does not evolve systematically toward fault reactivation across all of the models: in some 
models, the proportion of off-fault deformation decreases toward fault reactivation, and in others it increases 
(Figure S4 in Supporting Information S1).

This link between the amount of host rock damage and off-fault deformation agrees with field observations that 
find a correlation between the type of near-surface materials and amount of off-fault deformation (e.g., Milliner 
et al., 2015; Rockwell et al., 2002; Zinke et al., 2014). For example, observations of linear features offset in the 
Mw 7.4 August and Mw 7.1 November 1999 North Anatolian fault earthquakes indicate that off-fault deformation 
ranged from zero to 40% of the total slip, and that significant distributed off-fault deformation occurred in areas 
of alluvial fill (Rockwell et al., 2002). Similarly, COSI-Corr correlation of satellite imagery suggests that on 
average 45% of the surface displacement occurred off-fault in the 2013 Mw 7.7 Balochistan, Pakistan earthquake, 
and that more off-fault deformation occurred in younger and/or thicker sediments than bedrock and older sedi-
ments (Zinke et al., 2014). In addition, observations of the surface displacement due to the 1,992 Mw 7.3 Landers 
earthquake indicate larger proportions of off-fault deformation in areas dominated by younger, alluvial deposits, 
than areas that include a mixture of these sediments and more intact bedrock (Milliner et al., 2015). However, the 
proportion of off-fault deformation in areas dominated by more intact bedrock yield similar magnitudes as  the 
areas dominated by sediment (Milliner et al., 2015). This unexpected result may occur due to the influence of 
fault geometry on the proportion of off-fault deformation. These observations suggest that both the complexity 
of the fault geometry and the strength of the host rock relative to the fault core control the magnitude of off-fault 

Figure 13.  (a) Sketch of the evolution of structural maturity and off-fault deformation in a step over. Early in step over 
development, a broad region of elevated off-fault deformation may develop between adjacent fault segments (e.g., Cooke 
et al., 2013). With increasing loading, linking fault segments propagate between the adjacent segments. With further 
displacement, the fault network may localize as some fault segments become inactive and the network evolves to optimize 
the overall efficiency of the system. (b) The varying proportions of shear and dilation throughout the seismic cycle. In the 
interseismic period, the strain field is dominated by shear. During the precursory and coseismic phases, higher magnitudes of 
dilation may develop to enable the slip along rough surfaces.
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deformation. More complex fault geometries and weaker host rock promote more off-fault deformation than more 
planar fault geometries and stronger host rock. These observations agree with the results from our numerical 
models, which find greater magnitudes of off-fault deformation in models with larger steps, and in models with 
higher levels of diffuse damage.

These crustal observations focused on the deformation that occurred shortly before and after large earthquakes, 
rather than the deformation leading to the main event. In the models presented here, we are able to examine the 
deformation field preceding slip on the healed faults with fine temporal resolution. We find similar relationships 
between the relative proportion of off-fault deformation and fault complexity, and off-fault deformation and host 
rock strength, in the time span leading to slip on the healed faults as these relationships observed before and after 
crustal earthquakes. The similarity of these results suggest that these models of quasistatic fault development 
adequately simulate the processes that produce the observed partitioning of deformation on- and off-fault in the 
crust, similar to other discrete element method models (e.g., Blank & Morgan, 2019).

Due to the difference between the host rock strength and fault zone material, one may expect the strongest precur-
sors to occur within the region that hosts the healed preexisting faults. Contrary to this expectation, the models 
indicate a similar likelihood of identification outside and within the future active fault zone (Figure 6; Figure S4 
in Supporting Information S1). Crustal monitoring efforts may thus benefit from instrumenting regions of the 
crust not only near faults, but also at some distance from preexisting faults. In particular, fault systems with larger 
steps, of half of a fault length, and systems with more damaged crust, may produce regions with relatively strong 
precursors both within and outside the preexisting healed faults. The models suggest that these signals can occur 
up to one fault length outside the healed faults.

The locations of the identified precursory deformation may also shed light on the ability of earthquakes to rupture 
across step overs. Restraining, or contractive, step overs appear to arrest earthquake rupture at a smaller step 
distance than releasing, or dilative, step overs (e.g., Harris & Day, 1993; Wesnousky, 2006). The presence of 
off-fault damage between the steps may assist the ability of earthquakes to propagate across them. The weaker 
material, with lower uniaxial compressive strength and stiffness, may allow earthquake rupture to propagate 
through such weak barriers rather than through stronger material. Our numerical models show that the faults 
propagate toward each other and hard link when they are in a releasing step, but not in a restraining step (Figure 3). 
Recent numerical models that include dynamic rupture show that off-fault damage promotes earthquake trigger-
ing on faults in releasing step overs (Okubo et al., 2020). Although our simulations do not model earthquake 
rupture and coseismic deformation, they provide additional explanation of why ruptures can propagate across 
larger dilative steps than contractive steps, in particular, because diffuse off-fault deformation can influence the 
dynamics of earthquake rupture (e.g., Finzi & Langer, 2012; Lyakhovsky et al., 2001).

5.2.  Style of Precursory Deformation

The models provide information about both the location of precursory deformation and the style of this deforma-
tion. The fault parallel velocity component, vx, tends to form larger areas and longer timespans than the other two 
components (Figures 8 and 9). Moreover, the difference in the area of vx and the other two components increases 
toward failure (Figure 10), suggesting the importance of tracking vx in the crust over time. This result may occur 
because the wavelength of the imposed fault parallel loading is larger than the wavelengths of the other velocity 
components. The dominance of vx depends on the level of preexisting damage. More damage produces larger 
and more temporally continuous regions of elevated vy and vz (Figure 9), suggesting that monitoring efforts may 
benefit from using all three components of motion in regions with relatively damaged host rock.

The shear strain fields tend to form larger and more temporally continuous regions of elevated strain than the 
volumetric fields throughout the full simulation time (Figure 12). However, in the simulation time immediately 
preceding fault reactivation, the areas and timespans of the strain components are similar to each other. The 
dominance of the continuity of the shear strain fields throughout the complete model time suggests that this strain 
component may provide more valuable precursory information than the volumetric strain throughout the inter-
seismic period. However, in the days to months preceding fault reactivation, both strain components may provide 
similarly useful signals. Figure 13b shows the key components of this evolution.

Laboratory observations indicate that rocks dilate preceding macroscopic failure during triaxial compression 
(Brace, 1978; McBeck, Ben-Zion et al., 2021). Similarly, machine learning analyses suggest that dilation provides 
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more useful information about the proximity of macroscopic failure than shear strain in triaxial compression 
experiments (McBeck, Aiken et al., 2020). The strain components may provide slightly different predictive ability 
in these step over models and triaxial compression experiments because of the different loading conditions, and 
the difference in the desired prediction. The present models examine the velocity and strain fields preceding slip 
on the preexisting healed faults, and not the macroscopic failure of the system, when the macroscopic shear stress 
on the boundaries begins to decrease. In the laboratory experiments, in contrast, we used the local strain fields 
to predict the stress distance to macroscopic failure, when the rock core experiences a catastrophic stress drop 
(McBeck, Aiken et al., 2020). Moreover, the strain component that is most useful in predicting the timing of fault 
reactivation (the present work) and the timing of macroscopic failure in rocks without preexisting, system-scale 
faults (McBeck, Aiken et al., 2020) may differ. In rocks without preexisting weak zones, the fractures that prop-
agate and coalesce to form faults may have rougher surfaces than systems with healed fault zones, such as these 
models. These rougher faults may then require more dilation in order for the surface to shear than smoother faults. 
The increasing dominance of volumetric strain toward fault reactivation in the simulations (Figure 12) further 
suggests the importance of fault opening preceding slip.  In addition, the applied loading of the DEM models 
was dominated by the imposed right-lateral shear displacement. The imposed normal stresses produced smaller 
changes in the position of the boundaries than the shear displacement, implying that the influence of the shear 
displacement loading was stronger than the normal stress loading. Similarly, if the faults in the DEM models 
were not oriented parallel to the shear displacement loading, the predictive ability of the volumetric strain may 
be larger than the shear strain. If the faults were oriented at an oblique angle to the loading direction, a higher 
magnitude of dilation may be required for reactivation. Future work should examine the influence of the preex-
isting fault orientation relative to the loading direction on the relative magnitudes of the dilative and shear strain.

The evolving importance of the dilative strain in our simulations agrees with a global model of plate motions 
and strain rates along plate boundaries, neglecting transient changes (Kreemer et al., 2014). These interseismic 
plate velocities indicate that 28% of the plate boundaries host extensional deformation, while the remaining 72% 
host contraction. Near the San Andreas Fault System, the interseismic deformation is dominated by strike-slip 
motion, rather than contraction or extension (Wdowinski et al., 2001). In both the geodetic data and the numeri-
cal models presented here, the shear strain dominates deformation during the interseismic period leading to fault 
slip. However, recent evidence suggests that dilation accompanied slip during the Ridgecrest earthquake (e.g., 
Barnhart et al., 2020). Thus, shear strain may dominate deformation during the interseismic period, but both 
dilation and shear may occur during coseismic slip, consistent with our numerical models.

6.  Conclusions
The numerical simulations suggest a similar likelihood of identification of precursors to fault slip both within and 
outside the fault zone, in contrast to the idea that precursors predominantly occur within the future fault zone. 
The fault configuration and amount of preexisting host rock damage control the ratio of on-fault and off-fault 
deformation, and thus the spatial distribution of precursors. Fault networks with larger steps and more distributed 
deformation produce relatively more off-fault deformation. This result agrees with observations of crustal fault 
networks (e.g., Milliner et al., 2015). The positive correlation between fault network complexity and off-fault 
damage observed in these numerical models and in crustal fault networks (e.g., Zinke et al., 2014) supports the 
idea that fault networks evolve in order to optimize the total mechanical efficiency of the system (e.g., Cooke & 
Madden, 2014).

Comparing the size of continuous regions of higher strains and velocity, in both time and space, facilitate the 
identification of the strain and velocity components that provide the most valuable precursory information. The 
results suggest that tracking the fault parallel velocity, vx, may provide the most systematic information in fault 
networks dominated by fault-parallel shear loading. The fault parallel component generally produces larger and 
more temporally continuous regions of elevated deformation in the time before slip on the healed faults than 
the other components. Moreover, the difference between the area of this component and the other components 
increases toward failure, highlighting the value of tracking this component through time.

Examining the volumetric and shear strain fields indicates that the shear strain tends to host larger and more 
temporally continuous regions of elevated strain than the volumetric strain throughout the full simulation time, 
suggesting that the shear strain may be a more reliable indicator of approaching fault reactivation in these systems. 
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However, during the simulation time immediately preceding fault reactivation, the volumetric and shear strain 
fields produce similarly large and temporally continuous regions of elevated strain. Thus, in the days to months 
preceding fault reactivation, both the volumetric and shear strain may provide valuable precursory signals. This 
result agrees with observations of varying seismic wave properties preceding some large earthquakes (e.g., 
Malagnini et al., 2019), laboratory observations of the dilation of rocks under triaxial compression preceding 
macroscopic failure (Brace, 1978), machine learning analyses of the triaxial compression deformation of rock 
cores (McBeck, Aiken et al., 2020), statistical analyses of the partitioning of the strain components during triaxial 
compression (McBeck, Ben-Zion et al., 2020), and crustal observations of shear and dilative strain in interseismic 
(Kreemer et al., 2014) and seismic periods (Barnhart et al., 2020).

Data Availability Statement
The codes to build and run the models are available on Figshare (https://figshare.com/articles/software/
DEM_models_of_shear_zones_with_rough_faults/18602327).
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