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Abstract

Background: Like any research discipline, software engineering research must be of a certain quality to be valuable. High quality research in software engineering ensures that knowledge is accumulated and helpful advice is given to the industry. One way of assessing research quality is to conduct systematic reviews of the published research literature.

Objective: The purpose of this work was to assess the quality of published experiments in software engineering with respect to the validity of inference and the quality of reporting. More specifically, the aim was to investigate the level of statistical power, the analysis of effect size, the handling of selection bias in quasi-experiments, and the completeness and consistency of the reporting of information regarding subjects, experimental settings, design, analysis, and validity. Furthermore, the work aimed at providing suggestions for improvements, using the potential deficiencies detected as a basis.

Method: The quality was assessed by conducting a systematic review of the 113 experiments published in nine major software engineering journals and three conference proceedings in the decade 1993-2002.

Results: The review revealed that software engineering experiments were generally designed with unacceptably low power and that inadequate attention was paid to issues of statistical power. Effect sizes were sparsely reported and not interpreted with respect to their practical importance for the particular context. There seemed to be little awareness of the importance of controlling for selection bias in quasi-experiments. Moreover, the review revealed a need for more complete and standardized reporting of information, which is crucial for understanding software engineering experiments and judging their results.

Implications: The consequence of low power is that the actual effects of software engineering technologies will not be detected to an acceptable extent. The lack of reporting of effect sizes and the improper interpretation of effect sizes result in ignorance of the practical importance, and thereby the relevance to industry, of experimental results. The lack of control for selection bias in quasi-experiments may make these experiments less credible than randomized experiments. This is an unsatisfactory situation, because quasi-experiments serve an important role in investigating cause-effect relationships in software
engineering, for example, in industrial settings. Finally, the incomplete and unstandardized reporting makes it difficult for the reader to understand an experiment and judge its results.

**Conclusions**: Insufficient quality was revealed in the reviewed experiments. This has implications for inferences drawn from the experiments and might in turn lead to the accumulation of erroneous information and the offering of misleading advice to the industry. Ways to improve this situation are suggested.
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1 Introduction

An indication of the maturity of a research discipline is the quality of the methods used. One broad category of research methods is the experiment, which is the classical scientific way of identifying cause-effect relationships. This thesis investigates the quality of published software engineering experiments. In this respect, the thesis work differs from traditional PhD work within software engineering, which usually investigates software engineering topics. This introductory chapter further motivates this research perspective.

1.1 Empirical research in software engineering

Software engineering deals with the systematic development, evaluation, and maintenance of software. It is multidisciplinary, in that it embraces technology, human behaviour, and issues of economics (in terms of cost and effectiveness), and language (in terms of syntax and semantics). Given this complexity, it is far from trivial to determine what works and what does not. For example, which software engineering methods, techniques, languages, or tools are most effective for whom in which situation? Or, which software engineering skills are most helpful for performing different types of software engineering tasks?

If such questions are phrased as research questions and evaluated in a research study or in a family of research studies, they can be answered scientifically. If research does not investigate such problems, decisions might be based on who, among the software engineering methods’ proponents, shouts the loudest.
People tend to interpret the term research differently. Hence, many activities that claim to be research are, in fact, not. For example, building a system is development, not research, if no research questions are investigated in the process. In 1992, Basili [6] presented four research paradigms that help to distinguish research activities from development activities. The paradigm applied in this thesis is that of empirical methods, according to which research questions are those that can be answered by “objective observations” [11] and that are investigated by such methods as experiments, surveys, case-studies, and action research [113]. Central to the use of empirical methods is the importance of experience for the formation of concepts and the acquisition of knowledge [115].

It is important to apply empirical methods in software engineering research for two main reasons: (1) software engineering deals with human performance, and (2) software engineering is an applied discipline. Regarding the human aspect, empirical methods have traditionally been used in social science and psychology, where the concern is human behaviour. Also, it is argued by Wohlin et al. [126] that software engineering is very much governed by human behaviour in that people develop, evaluate and maintain software and it is conjectured by Endres and Rombach [38] p. 269 that “Human-based methods can only be studied empirically.” Regarding the applied aspect, if they are to investigate the practical challenges that the IT industry faces, research methods should be based on observations and not on mathematical or theoretical proofs. Hence, software engineering work is best studied by empirical methods.

It is not just single empirical studies that are valuable. In turn, published empirical research can be used in secondary analyses for the purpose of research synthesis, which summarizes or combines the findings of different studies on a topic or a research question [34]. Such research synthesis is one important element in evidence-based research, which aims at making scientifically gathered empirical evidence available to practitioners. Evidence-based software engineering is presented by Dybå, Jørgensen, and Kitchenham, in [37, 59, 64].

The extent of published empirical studies in software engineering has been assessed by Tichy et al. [121], Zelkowitz and Wallace [128], and Glass et al. [43]. Even though these assessments had different perspectives and collected different types of data, their conclusions were fairly similar: in sum, there is very little use of empirical methods to assess the validity of claims. Whereas Tichy et al., and Zelkowitch and Wallace, claim that the practice should be improved, Glass et al. did not criticise current practice, but wonder whether the research community might not benefit from a greater extent of empirical work.
However, the worth of empirical methods in software engineering is emphasized by many researchers [6-8, 39, 73, 113, 120] and *empirical software engineering* (ESE) has become a working concept. In addition, as noted by Sjøberg *et al.* [113], the focus on ESE is reflected in such forums as the Journal of Empirical Software Engineering (EMSE, from 1996), the IEEE International Symposium on Software Metrics (METRICS, from 1993), Empirical Assessment & Evaluation in Software Engineering (EASE, from 1997), and the IEEE International Symposium on Empirical Software Engineering (ISESE, from 2002). From 2007, ISESE and METRICS will be merged into one conference called the International Symposium on Empirical Software Engineering and Measurement (ESEM). Furthermore, in 2000, Perry *et al.* [88] published a roadmap for empirical studies, in 2002, Kitchenham *et al.* [66] provided guidelines for empirical research, in 2003, Endres and Rombach summarized empirical evidence [38], and the future of empirical methods in software engineering research is discussed in a recent article by Sjøberg *et al.* [113]. Furthermore, contributions from the workshop on critical assessments and future directions for ESE issues in 2006 are edited by Basili *et al.*[5] and published and a book on advanced empirical software engineering issues, edited by Shull *et. al* [109] is forthcoming.

### 1.2 The role of the software engineering experiment

The role of the experiment in software engineering research is to compare different software engineering technologies, methods, etc. with respect to, for example, effectiveness, usefulness, or costs by letting software engineers conduct one or more software engineering tasks. Whereas other empirical methods aim at observing and explaining, the experiment tests hypotheses and can be used as a decision tool. Hence, it plays an important role in answering key questions for practitioners in the IT industry, for example, what works best for a specific development task, method A or Method B? However, the experiment must not be viewed in isolation. As Endres and Romback write: “Learning is best accelerated by a combination of controlled experiments and case-studies”, [38] p. 270.

The first experiment in software engineering was reported by Grant in 1967 [44] and up to 1993, only 17 experiments in software engineering were published according to Zendler [129]. The review described in this thesis found 114 published software engineering experiments from 1993-2002. Hence, there was a formidable increase in experimentation in the period 1993-2002 compared with the first two and a half decades in
the history of software engineering experimentation. Furthermore, an assessment by Segal et al. [103] of publications in the Journal of Empirical Software Engineering from 1997-2003 revealed a dominance of experiments over other empirical methods. In addition, in recent years, guidelines and text books on experimentation suited for software engineering have been published by Kitchenham et al. [66], Juristo and Moreno [57], and Wohlin et al. [126], as well as additional literature on methods listed in Section 2. Thus, the experiment is receiving increasing attention in software engineering research.

1.3 Assessment of experimental quality

The analysis of experimental results consists of making interpretations of, and drawing conclusions from, quantitative data, often by using statistical methods. Experimental quality can be formally expressed in terms of the validity of such inferences. In this thesis, quality is measured in terms of three factors: the validity of inference, and the completeness and consistency of the reporting of experimental information.

Four main types of validity are described by Shadish et al. [106]: statistical conclusion validity, internal validity, construct validity and external validity; see Table 1.

<table>
<thead>
<tr>
<th>Validity Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistical conclusion validity</td>
<td>The validity of inferences about the correlation (covariation) between treatment and outcome.</td>
</tr>
<tr>
<td>Internal validity</td>
<td>The validity of inferences about whether an observed covariation between A (the presumed treatment) and B (the presumed outcome) indicates a causal relationship from A to B as those variables were manipulated or measured.</td>
</tr>
<tr>
<td>Construct validity</td>
<td>The degree to which inferences are warranted from the observed persons, settings, and cause and effect operations included in a study to the constructs that these instances might represent.</td>
</tr>
<tr>
<td>External validity</td>
<td>The validity of inference about whether the cause-effect relationship holds over variation in persons, settings, treatment variables, and measurement variables.</td>
</tr>
</tbody>
</table>

These types of validity seek to cover decisions that the researcher must face when making inferences from the data:

- Is there a relationship between the variables? (statistical conclusion validity)
- Does the relationship indicate a causal relationship? (internal validity)
• How good is the relationship between the abstract constructs and the sampling particulars? (construct validity)
• How can we generalize from the results? (external validity)

Validity cannot be measured directly, but the experiment can be checked against possible *threats to validity* [106]. In order to enable valid inferences, and thereby conclusions that can be relied upon, the experiment must therefore be designed and analyzed to avoid or control such threats to validity. Only then can the experiments help to provide a foundation for theory building in software engineering and provide practical guidance to the industry, which is the ultimate goal of all research in software engineering.

The importance of quality of reporting is emphasized by Endres and Rombach [38], p. 272: “Empirical results are transferable only if abstracted and packaged with context”. It is important to report (1) information that enables the experiment to be replicated, and (2) information that enables the reader to understand and judge the experiment and inferences made.

Conducting experiments is a complex task, which might explain why reports from other research areas show a lack of validity in experimentation and sparse reporting of important experimental information, for example, information systems [4, 95], medicine [3, 20, 32, 47], and social science [22, 25, 60, 61, 84, 102, 106, 118]. Because ESE is a younger research discipline than these other research areas, it probably suffers from similar problems regarding quality. However, we cannot assume that the same problems are present in ESE without verifying their existence. Moreover, the feature of quality challenges might be domain-specific and discussions of directions for improvements must be suited to the specific research problems present within the area in question. Hence, there is a need to assess the quality of experimentation in ESE, to understand the cause of possible insufficiencies, and to provide guidelines to improve the quality of experiments. This is the rationale for the research work described in this thesis, which is a systematic review of software engineering experiments published in the decade 1993-2002.
1.4 Thesis structure

The thesis is organized as follows:

Summary. This part introduces the thesis papers. Section 2 describes the background to the research problem and gives an overview of related literature. Section 3 presents the research questions. Section 4 describes the research method applied. Section 5 summarizes the result of the research. Section 6 summarizes the answers to the research questions, discusses implications of the results, provides recommendations for improvements, presents limitations of the thesis work, and offers directions for future research. Section 7 concludes. Appendix A presents the underlying data-material for this review. Appendix B presents a preliminary review of experiments published in 2007. Then, references for the summary are listed.

Papers. This part includes the four papers of this thesis. The papers assess distinct aspects of the quality of the reviewed controlled experiments and provide recommendations for improvements.

Paper 1: A survey of controlled experiments in software engineering

Dag I.K. Sjøberg, Jo E. Hannay, Ove Hansen, Vigdis By Kampenes, Amelia Karahasanovic, Nils-Kristian Liborg, and Anette C. Rekdal


Paper 1 summarizes the characteristics of the experiments surveyed, such as topics investigated, tasks performed, the nature of the participants, the type of application systems used, and the experimental environment. Dag Sjoberg provided the idea for this work and initiated it. My contribution was to participate in defining inclusion and exclusion criteria for the selection of articles, hereunder the definition of controlled experiments in software engineering, and to participate in reading and judging articles in the later selection phase. I also participated in the collection of the entire dataset and was responsible for collecting the data on tasks, and internal and external validity. Dag Sjøberg took the lead in the analysis and the writing of the overall article, but I was responsible for several parts of the work.
**Abstract:** The classical method for identifying cause-effect relationships is to conduct controlled experiments. This paper reports on how controlled experiments in software engineering are conducted at present and the extent to which relevant information is reported. Among the 5,453 scientific articles published in 12 leading software engineering journals and conferences in the decade from 1993 to 2002, 103 articles (1.9 percent) reported controlled experiments in which individuals or teams performed one or more software engineering tasks. This survey characterizes quantitatively the topics of the experiments and their subjects (number of subjects, students versus professionals, recruitment, and rewards for participation), tasks (type of task, duration, and type and size of application), and environments (location, development tools). Furthermore, the survey reports on how internal and external validity is addressed and the extent to which experiments are replicated. The gathered data reflects the relevance of software engineering experiments to industrial practice and the scientific maturity of software engineering research.

**Paper 2: A systematic review of statistical power in software engineering experiments**

Tore Dybå, Vigdis By Kampenes, and Dag I.K. Sjøberg


Paper 2 assesses the statistical power level in the experiments and gives recommendations for improvements. Tore Dybå provided the idea for this work and initiated it. All three authors participated in planning the review. I performed an independent review of all the articles identifying primary tests for each experiment. Tore Dybå did the same work and all three authors met to discuss the differences in our findings and agreed on a final set of primary tests. Tore Dybå took the lead in the analysis and writing of the article, with the two authors contributing.

**Abstract.** Statistical power is an inherent part of empirical studies that employ significance testing and is essential for the planning of studies, for the interpretation of study results, and for the validity of study conclusions. This paper reports a quantitative assessment of the statistical power of empirical software engineering research, using as a basis the 103 papers on controlled experiments (of a total of 5453 papers) published in nine major software engineering journals and three conference proceedings in the
decade 1993-2002. The results show that the statistical power of software engineering experiments falls substantially below accepted norms as well as the levels found in the related discipline of information systems research. Given this study’s findings, additional attention must be directed to the adequacy of sample sizes and research designs to ensure acceptable levels of statistical power. Furthermore, the current reporting of significance tests should be improved by reporting effect sizes and confidence intervals.

Paper 3: A systematic review of effect size in software engineering experiments

Vigdis By Kampenes, Tore Dybå, Jo E. Hannay and Dag I.K. Sjøberg


Paper 3 describes the extent to which effect sizes are reported, how effect sizes have been interpreted, and the values detected in the experiments. I provided the idea for this work and initiated it. I also did the review of the experiments regarding the information about effect sizes and performed the computation of effect sizes, when these were not reported. I took the lead in the analysis and writing of the article, with the three authors contributing.

Abstract. An effect size quantifies the effects of an experimental treatment. Conclusions drawn from the results of tests of hypotheses might be erroneous if effect sizes are not judged in addition to statistical significance. This paper reports a systematic review of 92 controlled experiments published in 12 major software engineering journals and conference proceedings in the decade 1993-2002. The review investigates the practice of effect size reporting, summarizes standardized effect sizes detected in the experiments, discusses the results, and provides recommendations for improvements. Standardized and/or unstandardized effect sizes were reported in 29% of the experiments. Interpretations of the effect sizes in terms of practical importance were not discussed beyond references to standard conventions. The standardized effect sizes computed from the reviewed experiments were equal to observations in psychology studies and slightly larger than standard conventions in behavioural science.
Paper 4: A systematic review of quasi-experiments in software engineering

Vigdis By Kampenes, Tore Dybå, Jo E. Hannay and Dag I.K. Sjøberg

Paper 4 reports on the types of quasi-experiment performed, the extent to which they are performed, and the extent to which they are designed and analysed to handle threats to selection bias. I provided the idea for the work and initiated it. I also did the review of the experiments. In addition, Jo Hannay reviewed parts of the material. I took the lead in the analysis and writing of the article, with the three authors contributing.

Abstract. Experiments in which study units are assigned to experimental groups nonrandomly are called quasi-experiments. They allow investigations of cause-effect relations in settings in which randomization is inappropriate, impractical, or too costly. The procedure by which the nonrandom assignments are made might result in selection bias, that is, pre-experimental differences between the groups that could influence the results. By detecting the cause of the selection bias, and designing and analyzing the experiments accordingly, the effect of the bias may be reduced or eliminated. To investigate how quasi-experiments are performed in software engineering (SE), we conducted a systematic review of the experiments published in nine major SE journals and three conference proceedings in the decade 1993-2002. Among the 114 experiments detected, 35% were quasi-experiments. In addition to field experiments, we found several applications for quasi-experiments in SE. However, there seems to be little awareness of the precise nature of quasi-experiments and the potential for selection bias in them. The term “quasi-experiment” was used in only 10% of the articles reporting quasi-experiments; only half of the quasi-experiments measured a pretest score to control for selection bias, and only 8% reported a threat of selection bias. On average, larger effect sizes were seen in randomized than in quasi-experiments, which might be due to selection bias in the quasi-experiments. We conclude that quasi-experimentation is useful in many settings in SE, but their design and analysis must be improved (in ways described in this paper), to ensure that inferences made from this kind of experiment are valid.
2 Background

This chapter categorizes the literature on the methodology for experimentation in ESE and places the thesis in context. Then, the topics for the assessment of the quality of experiments are described and the challenges that motivated this work are highlighted.

2.1 Types of existing guidelines on experimentation in ESE

Currently, there are 34 scientific articles and three books dedicated to experimental methodology in ESE; see Table 2. The literature includes textbooks, guidelines, assessments, and position papers, all of which have the common feature of offering guidance regarding experimentation, either explicitly or in terms of recommendations based on assessments or experiences. Excluded from this overview is literature that focuses on methods of investigating specific software engineering topics, such as estimation, programming, or defect detection.

In Table 2, this literature is categorized according to (1) whether the guidance is based on a review of the literature or uses empirical data to provide examples only and (2) whether the text focuses on experiments or concerns empirical research in general.

For the majority of the literature, the text is not based on a systematic review. These are guidelines, text books, and position papers that either discuss future directions of experimentation and/or empirical research methods, or address experimental methodology, for example, replications, meta-analysis, or the assessment of statistical power. Twenty-two percent of the texts categorized are literature reviews of published experiments. The majority of these reviews assess the extent to which various empirical research methods are used. Only two articles describe an assessment of experiments: Hannay et al. [46], which assesses the use of theory in experiments and Zendler [129], which builds a theory for software engineering practice on the basis of published experiments.

So, the table reveals that few assessments of experiments are performed, even if there are many experimental method issues addressed in the literature. In this respect, this thesis work fills a gap in the ESE literature on the methodology of experimentation.

Note that argumentation can be based on reviews made by others. The overview shown in Table 2 has not taken this aspect into consideration, because it was difficult to categorize the literature accordingly. There were several ways in which studies based their arguments on evidence drawn from reviews made by others: either directly through references to
software engineering reviews or reviews in other research fields, or indirectly through references to related guidelines that in turn referred to reviews. In addition, there were various degrees to which studies based their arguments on results from other reviews. Nevertheless, Table 2 illustrates that there is a need for more quantitative assessments on which the literature can be based, either directly or indirectly.

2.2 Quality of design and analysis of experiments

The basics of the design and analysis of experiments are well established and documented; see, for example, [23, 85]. The general fundamentals of statistics are described in textbooks, such as [10] and separate books are often dedicated to specific statistical methods; see, for example, [24]. However, the appropriate use of the theoretical basis for experimentation is limited by constraints that often occur in practice and that create threats to validity.

The reviewed experiments are investigated according to the following threats to validity, which are due to deficiencies in the design and analysis of the experiment: insufficient statistical power, lack of analysis of effect size, and potential systematic bias in quasi-experiments.

2.2.1 Statistical power

Statistical power is defined as the probability that a statistical test will correctly reject the null hypothesis [29]. A test without sufficient statistical power will not be able to provide the researcher with enough information to draw conclusions regarding the acceptance or rejection of the null hypothesis. Hence, a lack of statistical power is a threat to the validity of conclusions drawn from statistical data.

Knowledge of statistical power can influence each of the planning, execution, and results of empirical research. If the power of statistical tests is weak, the probability of finding significant effects is small, and it is then likely that the outcomes of the study will be insignificant. Furthermore, if the study fails to provide information about the statistical power of its tests, it is not possible to determine whether the insignificant results were due to insufficient power or the phenomenon under investigation actually did not exist. This will inevitably lead to misinterpretation of the outcomes of the study.

Thus, failure to provide an adequate level of statistical power has implications for both the execution and outcome of research: “If resources are limited and preclude attaining a
<table>
<thead>
<tr>
<th>Extent of use of empirical studies</th>
<th>Experimental methodology (Details on specific experimental issues)</th>
<th>Empirical research including experiments (High-level overviews and discussions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Literature reviews/surveys</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Shaw 2003 [108] – Reporting advice for software engineering research</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Glass 2002 et al. [43] – Several issues in software engineering research</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Zelkowitz &amp; Wallace 1997 [128] - Extent of experimental validation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tichy et al. 1995, [121] - Extent of exp. evaluation in computer science</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Empirical studies used as examples/illustrations</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kitchenham et al. 2004 [65] – Human factors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sjøberg et al. 2002 [114] – Realism</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Miller 2000 [77] – Meta-analysis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Basili et al. 1999 [9] – Families of experiments</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wohlin 1999 [126] – Text book on experimentation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Singer 1999 [112] – Reporting experimental results</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Miller et al. 1997 [80] – Statistical power</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pfleeger 1994/95 [89-93] - Design and analysis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fenton &amp; Pfleeger 1994 [40] - Design and analysis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moher &amp; Schneider 1982 [83] – Methodology and exp. research</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moher &amp; Schneider 1981 [82] – Human factors</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Authors, year of publication, reference, and keyword for the contents of the literature.
† Two of the contributions were literature reviews of empirical research.
satisfactory level of statistical power, the research is probably not worth the time, effort, and cost of inferential statistics.” [4] (p. 96).

The fundamental approach to statistical power analysis was established by Jacob Cohen, who first addressed the issue in 1962 in a description of a review of a volume of the *Journal of Abnormal and Social Psychology* [27]. The result from the review demonstrated the neglect of power issues and motivated Cohen to write his book on statistical power in 1969 [28]. He writes:

> What behavioral scientist would view with equanimity the question of the probability that his investigation would lead to statistically significant result, i.e., its power? And it was clear to me that most behavioral scientists not only could not answer this and related questions, but were even unaware that such questions were answerable.

Cohen 1969 [28] (preface)

His book has become a standard reference on statistical power, in large part because of his definitions of small, medium, and large effect sizes, which make power calculations possible when little or no knowledge about the effect size is available. His book was later supplemented by other books [68, 71] and guidelines [3, 124] on statistical power.

Cohen’s work has prompted researchers in other disciplines to assess the statistical power of their literature. This is seen in social and abnormal psychology [25, 102], applied psychology [22, 84], education [15], communication [21], behavioural accounting [12], marketing [100], management [19, 41, 74, 84], international business [16], and information systems [4, 95]. All these assessments reported overall insufficient power in the experiments, even if some of the assessments found sufficient power for the detection of large effect sizes.

In ESE, in 1981, Moher *et al.* [82] were the first to describe how to perform power analysis. Moher *et al.* [83] also mention power indirectly through discussions about sample size in 1982. Then power does not seem to be addressed until Miller *et al.* [80] published an article in 1997 about the little used and misunderstood concepts of statistical power. Following this publication, power has been addressed frequently. In their textbook on experimentation published in 1999, Wohlin *et al.* [126] describe the concept of power and list lack of power as a threat to statistical conclusion validity. In 2000, Miller [77] emphasised the importance of reporting the power of the experiment when including non-significant results in meta-analysis. Kitchenham *et al.* [66] published guidelines in 2002
that recommend calculating the minimum sample size required to achieve the expected power. In 2003, Juristo and Moreno [57] described the concept of power and how to determine sample size in their textbook on experimentation. Miller mentions power analysis in relation to statistical significance testing in 2004 [78] as well as in relation to the replication of experiments in 2005 [79]. Increased statistical power is part of the vision for future empirical research presented by Sjøberg et al. in 2007 [113].

The only assessment of statistical power analysis in software engineering experiments was made by Miller et al. [80]. The message was that there is inadequate reporting of, and attention paid to, statistical power in the ESE literature, which leads to potentially flawed research designs and questionable validity of results:

*Any researcher not undertaking a power analysis of their experiment has no idea of the role that luck or fate is playing with their work and consequently neither does the Software Engineering community.*

*Miller [80] p. 286.*

Although Miller et al. [80] made an important contribution in directing attention to the concept of statistical power in ESE research and how it can be incorporated within the experimental design process, they based their arguments on an informal review of the literature. In order to verify whether this result was representative for software engineering experiments in general, it would be necessary to conduct more formal investigations, similar to that of other disciplines, of the state-of-the-practice in ESE research with respect to statistical power. This was the rationale for the thesis work on the assessment of statistical power in software engineering experiments as described in Paper 2.

**2.2.2 Effect size**

An effect size tells us the degree to which the phenomenon under investigation is present in the population. It is the magnitude of the relationship between treatment variables and outcome variables. There are several types of effect size measures, for example, correlations, odds ratios, and differences between means.

If effect size is not judged as part of the experimental results, incorrect or imprecise conclusions might be drawn. Whereas *p*-values reveal whether a finding is statistically significant, effect size indicates practical significance, importance, or meaningfulness.
Interpreting effect sizes is thus critical, because it is possible for a finding to be statistically significant but not meaningful, and vice versa [31, 71].

Shadish et al. [106] describe the inaccurate estimation of effect size as a threat to statistical conclusion validity. They also recommend reporting effect size as part of the results from statistical tests; hence, a lack of reporting of effect size can also be regarded as a threat to statistical conclusion validity.

In addition to being meaningful for the analysis and reporting of experimental results, previously published effect sizes can be used in meta-analyses [50], in statistical power analyses [29, 71], and for purposes of comparison. Such use requires the reporting of either effect sizes, or sufficient data to enable effect sizes to be estimated.

The first approach to determining the magnitude of the effect was published seven decades ago for a study of agricultural treatments [26], but effect size as a concept was first introduced by Cohen in 1969 [28] in his work on power analysis. His definitions of effect size values have become standard, not only for power analysis, but also as reference values when reporting effect sizes as part of experimental results. In 1976, Glass [42] introduced the concept of meta-analysis, as a method of combining the results of studies that used different scales of measurement by applying effect size measures. He proposed two types of measure, which have become de facto standards: the standardized mean difference effect size and the product-moment correlation coefficient.

So, initially, there were two main applications for effect size measures: power analysis and meta-analysis. Then authors started recommending effect size analysis to substitute or supplement the null hypothesis testing procedure [30, 35, 53, 61, 119]. Now, there exist textbooks on effect size estimation for reporting experimental results [45, 67, 96] and a number of papers that suggest new or adjusted measures of effect size [13, 86, 87, 97, 98].

In psychology research, assessments have revealed an unacceptable low reporting of effect size in published articles [60, 118]. Several journals in social science now require that effect sizes be reported [122], and recommendations for the reporting of effect sizes are included in publishing guidelines for research in medicine [3] and psychology [124], from which the following quotation is found:

*We must stress again that reporting and interpreting effect sizes in the context of previously reported effects is essential to good research. It enables readers to evaluate the stability of results across samples, designs, and analyses. Reporting effect sizes also informs power analyses and meta-analyses needed in future research.*

Wilkinson and the task Force on Statistical Inference [124], p.599.
There is one major limitation of the effect size measure: there is no unambiguous mapping from an effect size to a value of practical importance. Even small effects might have practical importance. For example, the optimization of a method for detecting defects that yields only a 1% increase in error detection would be of little practical importance for most types of software, but might be of great practical importance for safety-critical software, particularly if the added 1% belongs to the most critical type of errors. Hence, observed effect sizes must be judged in context [13, 35, 53, 61, 99, 101, 117, 122, 124]. This means that a contextual judgment of observed effect sizes must be made and a standardized interpretation avoided. Therefore, in addition to the reporting of effect sizes, a nuanced interpretation and discussion of them is important. Sechrest and Yeaton [101] offer approaches to deciding whether a given difference between groups is large/small, important/unimportant:

- A judgmental approach that combines intuitive judgments with the judgment of experts in the field.
- A normative approach, where the size of effect is compared with empirically based norms.
- A cost-benefit analysis that seeks to establish that the benefits outweigh the costs. Even a small effect may be worthwhile if the costs of producing it are relatively trivial. In software engineering, effort tends to be the major cost drivers, hence a cost-benefit analysis equals a cost-effectiveness analysis, where effect sizes are weighted by the efforts required to produce them.

As an alternative to assessing the standardized effect size for practical importance, Wilkison et al. [124] suggest that the unstandardized effect size should be reported when the unit of measurements are meaningful on a practical level, for example, the mean difference instead of the standardized mean difference. Unstandardized measures of effect size are not given much attention in the literature, but are included in the overview of effect size measures in [72].

In ESE, the magnitude of effect is first mentioned in relation to power considerations by Moher et al. in 1981 [82]. Then it is not addressed until 1995 by Pfleeger [90]. In the planning of the experiment, she recommends asking such questions as “How large a difference will be considered important?” Then, in 1997, Miller et al. [80] described the concept of measure of effect size and its role in power analyses. The earliest
recommendation that effect size be reported was made by Miller in the context of meta-
analyses in 2000:

*Although the significance test is obviously an important result from the experimental
procedure, it is by no means the full story. The effect size is equally important, without
it other researchers are in a poor position to estimate the importance of the results,
even if they are significant. Unfortunately few, if any, software engineering
experiments report effect size estimates, their incorporation into the results of
empirical studies would greatly aid other researchers.*

Miller [77], p.37

The reporting of effect size is also recommended by Kitchenham et al. in 2002 [66].
The authors also recommend distinguishing between statistical significance and practical
importance:

*…first see whether the result is real (statistical significant); then see whether it matters
(practical significance). For example, with a large enough dataset, it is possible to
confirm that a correlation as low as 0.1 is significantly different from 0. However, such
a low correlation is unlikely to be of any practical importance. In some cases, even if
the results are not statistical significant, they may have some practical importance.*

Kitchenham et al. [66], p. 731

The reporting of effect size is also recommended by Miller in 2004 [78] as a
supplement to significance testing and in 2005 [79] to compare studies and replications.
The most recent article that recommends the reporting of effect sizes is the article on the

So, the importance of effect size reporting and the role that effect size has in power
analyses and meta-analyses have been addressed earlier in ESE. However, there has been
no formal assessment of the extent to which effect sizes are used and, if reported, how they
are interpreted. Furthermore, unstandardized effect sizes are not mentioned in the ESE
literature and there exists no overview in our field of the standardized effect size values
observed. Further discussions of the use of effect size in software engineering experiments
will gain from knowledge of the state of practice. Hence, the aim of the systematic review
of effect size, as described in Paper 3, was to provide empirical evidence about the use of effect sizes and, on the basis of the findings, to suggest directions for improvement.

2.2.3 Quasi-experimentation

Randomization is the procedure of randomly assigning participants to experimental groups. Experiments in which study units are assigned to experimental groups nonrandomly are called *quasi-experiments* [33]. They allow the investigation of cause-effect relations in settings in which randomization is inappropriate, impractical, or too costly. For example, in software engineering, the costs of teaching the experimental subjects all the technologies (the different treatment conditions) so that they can apply them in a meaningful way may be prohibitive. Moreover, when the levels of participants’ skill constitute treatment conditions, or if different departments of companies constitute experimental groups, randomization cannot be used.

The nonrandom assignment procedure might result in *selection bias*, that is, a systematic difference between the experimental groups that could influence the results. For example, when projects are compared within a company, there is a chance that participants within projects are more alike than between projects, e.g., in terms of some types of skill that influence the performance in the experiment. Moreover, if the participants select experimental groups themselves, people with similar backgrounds might select the same group. Such differences between experimental groups might generate other differences of importance for the experimental outcome as well. Hence, selection bias is a threat to internal validity. By detecting the cause of the selection bias, and designing and analyzing the experiments accordingly, the effect of the bias may be reduced or eliminated.

The concept of *randomization* was introduced by Fisher in 1925 [18]. Its use is widespread, because it is the cornerstone that underlies the use of statistical methods. Statistical methods require that the observations are realizations of independently distributed random variables and randomization usually makes this assumption valid [85]. Randomization also prevents any systematic differences between the experimental groups before the experimental tasks are performed. Simple randomization does not guarantee equal experimental groups in a single experiment, but because differences are created only by chance, the various participant characteristics will be divided equally among the treatment conditions in the long run, over several experiments.

However, experimental practices revealed that it is not always possible to achieve ideal methodological circumstances. Moreover, there are experimental settings for which
randomization is possible, but not optimal for the purpose of the study. The need for valid inferences from such experiments motivated the work on the theory of \textit{quasi-experimentation}. This work was first presented by Campbell [17] in 1957 and by Campbell and Stanley [18] in 1963 and later developed by Cook and Campbell [33] and Shadish \textit{et al.} [106]. The theory provides the following: (1) alternative experimental designs for studying outcomes when a randomized experiment is not possible, (2) practical advice for implementing quasi-experimental designs, and (3) a conceptual framework for evaluating such research through validity assessments [104]. The theory claims that when properly designed and analysed, quasi-experiments can be good approximations to randomized experiments. Central to the theory is the use of various design elements to control for the potential selection bias that might be present due to the non-random assignment procedure.

Researchers have attempted to assess how elements from the quasi-experimental theory work in practice. This is not trivial because selection bias cannot be measured directly from experimental results. Findings in psychology suggest that by avoiding the self-selection of experimental groups as the assignment method and/or adjusting for pre-experimental differences by using pretest scores, selection bias can be eliminated completely [2], or at least to some extent [51, 52, 75, 105].

However, the quasi-experimental theory seems not to be implemented in practice to any large extent. Shadish \textit{et al.} [106] claim that the most frequently used quasi-experimental designs typically lead to causal conclusions that are ambiguous. Further, empirical results from research in medical science, psychology, and criminology show that randomized experiments and quasi-experiments have provided different results [20, 32, 51, 81, 105, 107, 116, 123, 125].

To improve the performance of nonrandomized experiments, publication guidelines in psychology recommend that researchers determine sources of bias in quasi-experiments, adjust for their effects, and describe how this has been done [124]. Moreover, the importance of conducting quasi-experiments properly has been recognized in fields of research other than psychology, such as environmental science [70], economics [76], and, recently, medical science [47-49].

In ESE, the handling of non-randomized experiments is first mentioned by Pfleeger in 1994 [90]; she recommends documenting the areas where lack of randomization may affect the validity of results in cases where complete randomization is not possible. The term \textit{quasi-experiment} was first used in the ESE literature by Wohlin \textit{et al.} in 1999 [126]. In the context of meta-analyses, Miller [77] recommends using randomization because of the
published observed differences in effect sizes reported in epidemiological trials. In their
guidelines in 2002, Kitchenham *et al.* [66] recommend identifying and controlling for bias
in non-randomized experiments. They also recommend using well-documented
experimental designs and consulting a statistician if it is not possible to implement such
designs. Then, in 2003, Laitenberger and Rombach [69] described the concept and conduct
of quasi-experiments and claimed that quasi-experiments represent a promising approach
to increasing the amount of empirical studies in the software engineering industry. In 2007,
Sjøberg *et al.* [113] recognised that quasi-experiments will play an important role in future
experimental research in ESE, because they offer opportunities to improve the rigour of
large-scale industrial studies.

So, the quasi-experiment is recognized as an important part of cause-effect
investigations by several researchers in different areas, including ESE. Assessments in
other areas of research show that quasi-experiments are poorly performed and that
randomized experiments and quasi-experiments sometimes provide different results. Such
assessments have not yet been conducted in ESE. In order to determine how the situation
can be improved, it is necessary to provide an overview of the state of practice.
Furthermore, a discussion of how to handle selection bias in software engineering quasi-
experiments requires an overview of the types of quasi-experiments being conducted. The
lack of any such overview inspired the work on quasi-experimentation that is described in
Paper 4.

### 2.3 Quality of reporting of experiments

When reporting experiments, it is important to prioritize what information to include.
Many reviews have documented deficiencies in reports of clinical trials in medical
research, which have resulted in detailed guidelines on what to report [3]. Research in
psychology has experienced similar problems and publication guidelines have been
developed [1, 124].

In ESE, the method literature presented in Table 2 gives implicit guidelines on what to
report through recommendations regarding what issues are important in experimentation.
Explicit guidelines on reporting are provided by the following works. In 1987, Basili *et al.*
[8] suggested a framework for experimentation that provides a structure for presenting
experiments. In 1999, Singer [112] provided an introduction to the American
Psychological Association (APA) style guidelines. In 1999, Wohlin *et al.* [126] described
the presentation and packaging of experiments and in 2002, Kitchenham provided guidelines for reporting [66]. In 2003, Juristo and Moreno [57] provided a guide to documenting experimentation. Simultaneously, Shaw [108] published advice on how to write good software engineering research papers. With respect to the replication of experiments, knowledge sharing through packages with raw data and text documentations was addressed by Shull and co-authors in two articles from 2002 and 2004 [110, 111]. These articles describe a solution to the problem of space when reporting experiments in journal articles. In 2005 Jedlitschka and Pfahl [55] reported a survey of the most prominent published proposals for reporting guidelines and suggest a unified standard for reporting of controlled experiments. These guidelines have been subject to an evaluation study [63] and an improved version will be provided [56].

Existing guidelines tend to be based on empirical data from other research areas or only on anecdotal evidence. In order to determine more specifically what kinds of guideline are needed the most, a systematic assessment of the reporting practices in ESE was required. Such an assessment is provided in this thesis for some experimental issues.
3 Research Questions

The quality of experiments in ESE has not been previously assessed systematically. Hence, a systematic review of published experiments in software engineering and recommendations for improvements based on the findings may be a helpful contribution to, the ideally, continuous process of increasing quality of ESE experiments. More specifically, this research had two main aims:

1. To provide a quality assessment. To that end, the extent to which software engineering experiments are designed, analysed, and reported to help enable valid inference from the results must be determined.
2. To provide recommendations for improvements. Appropriate ways to address the potential deficiencies found in the quality assessment must be determined.

The assessment of quality is limited to the following issues of design and analysis: statistical power level, effect size analysis, and quasi-experimentation. Statistical power analysis is performed in the design phase, but affects the analysis because the results must be viewed in relation to the planned power. Low power is a threat to statistical conclusion validity. Effect size analysis is performed in the analysis of results. However, it must be considered in the design phase in order to include the magnitude of effect in research questions or the formulation of hypotheses and procedures for gathering data. If effect sizes are not reported, statistical conclusion validity is threatened. Quasi-experimentation requires extra effort in the design and analysis phase in order to eliminate or reduce potential selection bias. Selection bias is a threat to internal validity.

Thus, the experiments are assessed according to aspects of statistical conclusion validity and internal validity. Concept validity and external validity are assessed only in terms of how they are reported in the articles.

The quality of reporting influences the reader’s ability to understand the experiment and validate the results.
The aim of assessing quality is refined into subgoals, captured by the following research questions:

RQ1  What is the statistical power level for the detection of small, medium, and large effect size values?
RQ2a) To what extent is effect size reported as part of the experimental results?
RQ2b) If effect size is reported, how is it interpreted?
RQ3a) To what extent is randomization used in the assignment procedure?
RQ3b) To what extent are quasi-experiments designed and analysed to control for selection bias?
RQ4  To what extent is information regarding the following attributes reported: subjects, experimental setting, experimental design, analysis, and validity?

RQ1 is answered in Paper 2, RQs 2a-b are answered in Paper 3, and RQs 3a-b are answered in Paper 4. RQ4 is addressed in all four papers, but especially emphasized in Paper 1.
4 Research Method

This section describes the execution of the systematic review. A systematic review is a rigorous and auditable method for evaluating and interpreting all available research relevant to a particular research question, topic area, or phenomenon of interest [62]. Using existing guidelines for medical researchers as a basis, Kitchenham [62] described the following procedures for performing systematic reviews:

1. Identification of the need for a review
2. Development of a review protocol
3. Identification of research
4. Selection of primary studies
5. Study quality assessment
6. Data extraction & monitoring
7. Data synthesis
8. Reporting the review

This review work started two years before these guidelines were available. Hence, these procedures have not been followed strictly, but have been used as guidance in the later phases of the work. Still, the research method of the thesis can be described in terms of the main steps described in the guidelines, as shown below.

4.1 Identification of the need for a review

The aim of this investigation was to make an empirical assessment of software engineering experiments and, on the basis of the findings, provide recommendations for improvements. The necessity of making valid inferences from the results provides the motivation for this work.

The chosen research method was a systematic review of published experiments over a decade, because published articles are the main source of information about experiments conducted world wide. By making the assessment a quantitative review of the literature, the state of practice of software engineering experimentation would be revealed. In addition, a thorough empirical foundation would be established, upon which further qualitative investigations of experimentation could be based, for example, elaborations of the reasons for the quantitative findings.
An investigation of related work on assessments of experimentation in software engineering revealed that the major difference between those assessments and this review work is that they describe the extent and characteristics of various types of empirical study, while this review provide an in-depth study of controlled experiments only; see Paper 1 for details.

4.2 Development of a review protocol

The first part of this review involved several people and was organised as a research project. This part comprised the selection of experiments, as well as the data gathering, analysis, and reporting of the experimental issues described in Paper 1. For this part, decisions regarding the planning and conducting the review were made in weekly meetings and substantiated in a document that took the form of a comprehensive version of the upcoming journal article. In addition, decisions were documented in meeting reports and separate database documentation. Elements in the planning process were

- research questions,
- procedures for selection of studies,
- operational definition of a controlled experiment,
- inclusion and exclusion criteria,
- data to be extracted,
- reporting strategies, and
- time schedule and distribution of tasks.

The second part of the systematic review comprised the investigation of statistical power, effect size, and quasi-experimentation, which are described in Papers 2-4. As the database of articles was already established, this part only comprised data extraction, analysis, and reporting, as well as the planning of these activities. No formal protocol documents were made for this part, because few people were involved. The researcher responsible documented definitions and organised the data collection.

4.3 Identification of research

This review included 113 experiments in software engineering that were found in 103 articles published in nine major journals and three conference proceedings in the decade from 1993 to 2002; see Table 3. We consider these included journals to be leaders in
software engineering research. Furthermore, ICSE is the principal conference in software engineering, and ISESE, Metrics, and EASE are major venues in empirical software engineering that report a relatively high proportion of controlled software engineering experiments. The conference Empirical Assessment & Evaluation in Software Engineering (EASE) is partially included, in that 10 selected articles from EASE appear in special issues of JSS, EMSE, and IST.


<table>
<thead>
<tr>
<th>Journal/Conference Proceeding</th>
<th>Number</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Journal of Systems and Software (JSS)</td>
<td>24</td>
<td>23.3</td>
</tr>
<tr>
<td>Empirical Software Engineering (EMSE)</td>
<td>22</td>
<td>21.4</td>
</tr>
<tr>
<td>IEEE Transactions on Software Engineering (TSE)</td>
<td>17</td>
<td>16.5</td>
</tr>
<tr>
<td>International Conference on Software Engineering (ICSE)</td>
<td>12</td>
<td>11.7</td>
</tr>
<tr>
<td>IEEE International Symposium on Software Metrics (METRICS)</td>
<td>10</td>
<td>9.7</td>
</tr>
<tr>
<td>Information and Software Technology (IST)</td>
<td>8</td>
<td>7.8</td>
</tr>
<tr>
<td>IEEE Software</td>
<td>4</td>
<td>3.9</td>
</tr>
<tr>
<td>IEEE International Symposium on Empirical Software Engineering (ISESE)</td>
<td>3</td>
<td>2.9</td>
</tr>
<tr>
<td>Software Maintenance and Evolution (SME)</td>
<td>2</td>
<td>1.9</td>
</tr>
<tr>
<td>ACM Transactions on Software Engineering Methodology (TOSEM)</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>Software: Practice and Experience (SP&amp;E)</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>IEEE Computer</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td><strong>TOTAL:</strong></td>
<td>103</td>
<td>100%</td>
</tr>
</tbody>
</table>

4.4 Selection of primary studies

In order to identify and extract article that described controlled experiments, one researcher systematically read the titles and abstracts of the 5,453 scientific articles published in the selected journals and conference proceedings for the period 1993-2002. Excluded from the search were editorials, prefaces, article summaries, interviews, news, reviews, correspondence, discussions, comments, reader’s letters, and summaries of tutorials, workshops, panels, and poster sessions. If it was unclear from the title or abstract whether a controlled experiment was described, the entire article was read by both the same researcher and another person in the project team. Note that identifying the relevant articles is not straightforward because the terminology in this area is confusing. For example, several authors claim that they describe experiments even though no treatment is applied in
the study. The following operational definition of a software engineering experiment was used in the review:

*Software engineering experiment: A randomized experiment or a quasi-experiment in which individuals or teams (the experimental units) conduct one or more software engineering tasks for the sake of comparing different populations, processes, methods, techniques, languages, or tools (the treatments).*

Inclusion criteria were as follows: the use of at least two treatment conditions, subjects, or teams as experimental units, and the performance of a software engineering task. In addition, the study had to be a cause-effect investigation, i.e., the use of a treatment had to precede the measure of an outcome.

Excluded from the review were several types of study that share certain characteristics with experiments, but do not apply the deliberate intervention essential to experiments. So, correlation studies, studies that are based solely on calculations using existing data (e.g., from data mining), and evaluations of simulated teams based on data for individuals were excluded. The last category falls outside the operational definition because the units are constructed after the run of the experiment. Studies that use projects or companies as treatment groups, in which data is collected at several levels (treatment defined, but no experimental unit defined) were also excluded. These were considered to be multiple case studies (even though the authors might refer to them as experiments). Also excluded were articles that, at the outset, would not provide sufficient data for our analyses (e.g., summaries of research programs). Moreover, usability experiments were not included because those are part of another discipline (human computer interaction). The list of included articles is provided in Appendix A.

### 4.5 Study quality assessment

Because the review aimed at assessing the quality of experiments, no experiment was excluded from the dataset on the grounds of a lack of quality. However, for investigations of statistical power and effect size, which were done on the level of statistical tests, seven experiments were excluded because we were unable to track which tests answered which hypothesis or research question.
4.6 Data extraction & monitoring

For the first part of the review (Paper 1), six researchers gathered data so that each aspect was covered by at least two persons. After the initial analysis, the results were compared and possible conflicts resolved by reviewing the articles collectively a third time or handing the article over to a third person.

For the investigation of statistical power (Paper 2), two researchers identified the primary statistical tests independently. A third researcher was then involved in reaching a consensus on which experiments and tests to include, using these two datasets as a basis.

Data for the effect size investigation (Paper 3) was extracted by one researcher, whereas a dual review was done for parts of the data extraction in the investigation of quasi-experimentation (Paper 4).

The data from the first part of the review was stored in a relational database (MS SQL Server 2000). Data extracted for the investigation of power, effect size, and assignment methods were stored in separate excel sheets.

The total data model is shown in Figure 1. Some data was specific to an article, some was specific to an experiment, and some information concerned the combination of article and experiment. For example, an article might describe several experiments and a single experiment might be described in several articles, typically with a different focus in each article. Moreover, some data was specific to a statistical test or a task and some experiments were not analysed by statistical testing. Four experiments were reported in more than one article. In these cases, for some parts of the review, the data from the most recently published article was used for reporting, as recommended in [62]. Which articles that are included in each part of the review is described in Appendix A, as well as article-categorizations for some assessments.

4.7 Data synthesis and reporting the review

The data synthesis was a descriptive, quantitative analysis. All results relevant to the investigation were tabulated and figures were used when appropriate. The reviews were reported in the four journal articles, which constitute the main part of this thesis.
Figure 1. The data model for the review
5 Results

This section describes the results of the review: the assessments of statistical power, effect size analyses, quasi-experimentation, and quality of reporting.

5.1 Assessment of statistical power

The assessment of statistical power answered research question 1:

\[ RQ \, 1: \quad \text{What is the statistical power level for the detection of small, medium and large effect size values?} \]

The investigation of statistical power is described in detail in Paper 2. This part of the review included the 92 experiments for which statistical testing was performed and the tests clearly described. For each primary statistical test in the experiment, the power was calculated on the basis of the type of statistical test and sample size. A significance level of 0.05 was used for all the tests and the power was calculated for small, medium, and large effect sizes as defined by Cohen [29]. By using this information, which is available in the planning phase of the experiment, the power calculated represents the pre-experimental power and hence shows how the experiment was designed with regard to power.

The result revealed an average power for detecting medium effect sizes in the software engineering experiments of 0.36, i.e., there was, on average, a probability of 0.36 that a null hypothesis would be rejected correctly; see Table 4. This power is far below the commonly accepted level of 0.8, which is also assumed to be the target level by most IS researchers [95].

Power increases with increasing effect size, provided that all other factors are kept constant. However, the average power for detecting large effect sizes, according to Cohen’s definition, was 0.63, which is also below the commonly acceptable level.

The power level of the tests would still have been acceptable if the effect sizes in ESE overall had been large. Unfortunately, this does not seem to be the case, judging from the results of the effect size computation (Paper 3). The median effect size value estimated from the experimental tests was 0.60 and even though 29% of the effect sizes were very large (above 1.10), 53% were of small or medium size (Table 4).
5 Results

Table 4. Statistical power and observed effect sizes

<table>
<thead>
<tr>
<th></th>
<th>Small effect size</th>
<th>Medium effect size</th>
<th>Large effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average power</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Based on 459 tests (Paper 2)</td>
<td>0.11</td>
<td>0.36</td>
<td>0.63</td>
</tr>
<tr>
<td>Proportion of effect sizes *</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Based on 284 tests for which effect size was possible to estimate (Paper 3)</td>
<td>30%</td>
<td>23%</td>
<td>47%</td>
</tr>
</tbody>
</table>

* Standardized mean difference effect size was estimated for all tests. In this table, values in (0-0.35) are categorized as “small”, (0.26-0.65) as “medium” and (0.66, ->) as “large”.

An additional indication that little attention is paid to considerations of power is that only 15% of the articles referred to the power of their significance test, and for only one experiment was it reported that an *a priori* power analysis had been performed.

The consequence of this low level of statistical power is that it is likely that many software engineering experiments fail to detect the actual effects of the technology being investigated. This review revealed that significance at the 0.05 level was achieved for half the tests (Table 5). Hence, combining this result with the low power observed suggests that increased power in software engineering experiments will lead to more tests being significant.

Table 5. Extent of statistical significance

<table>
<thead>
<tr>
<th>Results</th>
<th>Tests</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number</td>
<td>Percentage</td>
</tr>
<tr>
<td>p-value &lt; 0.05</td>
<td>119</td>
<td>51.3</td>
</tr>
<tr>
<td>p-value &gt; 0.05</td>
<td>113</td>
<td>48.7</td>
</tr>
<tr>
<td>Total</td>
<td>232</td>
<td>100.0</td>
</tr>
</tbody>
</table>

5.2 Assessment of effect size analysis

The review of effect size reporting used all 113 experiments and answered research questions 2a) and 2b):

*RQ 2a:* To what extent is effect size reported as part of the experimental results?
*RQ 2b:* If effect size is reported, how is it interpreted?

The assessment of the 92 experiments that performed significance testing and described the tests clearly is presented in detail in Paper 3.
Overall, only 27 of the 113 descriptions of experiments (24%) reported at least one effect size (Table 6). All these experiments reported effect size as a supplement to information about statistical significance, whereas none of the experiments that did not use statistical testing reported any effect size. Only two of the experiments reported both standardized and unstandardized effect sizes.

<table>
<thead>
<tr>
<th>Analysis method</th>
<th>Number of experiments</th>
<th>Experiments reporting effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Number</td>
</tr>
<tr>
<td>Significance testing</td>
<td>99</td>
<td>27</td>
</tr>
<tr>
<td>Descriptive statistics only</td>
<td>14</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>113</td>
<td>27</td>
</tr>
</tbody>
</table>

*In Paper 3, only 92 experiments were included in the investigation of effect size. Included here are (1) the additional seven experiments that used significance testing, but for which it was difficult to identify primary tests or main aims and (2) the 14 experiments for which statistical testing was not performed.

The reporting of unstandardized effect size was done more frequently for significant, than for non-significant, results. Another factor that seemed to influence the extent of effect size reporting is the number of treatment conditions tested in the experiment. None of the 51 primary tests that compared more than two treatment conditions reported the standardized effect size for the pairwise comparisons of treatments. Only four of these 51 tests reported the unstandardized effect size.

An important aspect of effect size reporting is the interpretation of its value. Even if the unstandardized effect size lends itself better to discussions of practical importance than does the standardized one, the only references to practical importance were made with respect to standardized effect sizes. In these cases, reference was made to Cohen’s definitions of small, medium, and large values. Hence, the practical importance of the values was not discussed directly in relation to contextual factors, which is the recommended (but difficult) practice. This result is not unexpected, because few guidelines exist on how to discuss the practical importance of the results on the basis of effect size measures in general, and no guidelines directed to software engineering experiments in particular. Still, the result revealed insufficiencies that need to be addressed and discussed in the ESE community.
The unstandardized effect sizes appeared to be very suitable for discussions of the practical importance, for example, “Procedural roles reduced the loss of only singular defects by about 30%.” However, no such discussion was added to these measures.

5.3 Assessment of quasi-experimentation

This part of the review was based on all the 113 experiments and answered research questions 3a and 3b.

\[
RQ \ 3a: \ To \ what \ extent \ is \ randomization \ used \ in \ the \ assignment \ procedure? \\
RQ \ 3b: \ To \ what \ extent \ are \ quasi-experiments \ designed \ and \ analysed \ to \ control \ for \ selection \ bias? \\
\]

The results are described in detail in Paper 4. Among the 113 experiments, 66 were randomized experiments (58%) and 40 were quasi-experiments (35%), while the assignment procedure could not be obtained for 7 experiments (6%).

There seemed to be little knowledge about quasi-experimentation, because only four reports used the term \textit{quasi-experiment}, only three of the quasi-experiments addressed threats to validity regarding selection bias, and relatively few used design elements to control for selection bias in the analysis. Regarding design elements, fewer than half of the experiments applied a pretest score to control for a potential selection bias and, apart from crossover design seen in eight quasi-experiments, no other ways of controlling for selection bias was observed.

The results suggest a need for better control regarding selection bias in software engineering experiments, in order to ensure valid inferences. Moreover, increased reporting of possible threats to selection bias that might influence the result is required, so that readers will understand the challenges in the experiments and can judge the results on this basis.

A comparison of the results from quasi-experiments with randomized experiments revealed lower average effect sizes in the quasi-experiments than in the randomized ones. There were few data points in this comparison of effect sizes; hence, this result should be investigated further in follow-up studies. Still, we should take note of the results, because the hypothesis that selection bias might influence the results from quasi-experiments has a theoretical foundation [106] and has empirical support in other research fields.
In order to discuss the use of quasi-experiments in software engineering, we must know the types of non-random assignment procedures that are used. This review detected four types; see Table 7.

(1) The non-equivalent experimental group design is the typical quasi-experimental design, which is described thoroughly in the literature [33, 106]. It was used in 38% of the quasi-experiments. Examples are field experiments in which professionals were included into the experimental groups on the basis of their availability and student experiments in which two sections of a class constituted the experimental groups on the basis of convenience. A third example is the investigation of how software engineering skills influenced performance for different technologies. For such comparisons, the most appropriate inclusion of participants to skill groups is to select subjects who already have skills, which is a non-random assignment procedure.

(2) Haphazard assignment is a non-random assignment procedure with no known bias, for example, when participants are assigned to experimental groups on an alternating basis from a sorted list. Haphazard assignment was used in 30% of the quasi-experiments.

(3) Seven of the experiments were a combination of quasi-experiments and randomized experiments; hence, some of the comparisons in the experiments were exposed to a non-random assignment procedure.

(4) For six of the experiments, all the participants applied all treatments in the same order, only once. The reasons for choosing such designs are an expected larger learning effect from one of the technologies (which prevents a crossover design) combined with few available participants (which prevent an inter-subject design). However, this is a weak quasi-experimental design because it does not allow proper control of how learning effects may influence the second technology.

### Table 7. Types of quasi-experiments in software engineering

<table>
<thead>
<tr>
<th>Type of quasi-experimental design</th>
<th>Number</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-equivalent experimental group design</td>
<td>15</td>
<td>37.5</td>
</tr>
<tr>
<td>Haphazard assignment</td>
<td>12</td>
<td>30.0</td>
</tr>
<tr>
<td>Some randomization</td>
<td>7</td>
<td>17.5</td>
</tr>
<tr>
<td>Intra-subject experiments in which all participants applied the treatment conditions in the same order</td>
<td>6</td>
<td>15.0</td>
</tr>
<tr>
<td>Total</td>
<td>40</td>
<td>100.0</td>
</tr>
</tbody>
</table>
Only 45% of the quasi-experiments measured a pretest score of the participants’s performance ability and none of the experiments attempted to measure such a score for teams of participants beyond averaging individual skills. Hence, how to measure software engineering skill appear to be a challenge for the ESE community.

5.4 Assessment of quality of reporting

The assessment of the quality of reporting answered research question 4:

RQ 4: To what extent is information regarding the following attributes reported: subjects, experimental setting, experimental design, analysis, and validity?

The quality of reporting was assessed in all parts of this review and is described in all the four papers included in this thesis, but is particularly emphasised in Paper 1. The major findings are now summarized.

Large variations in the quality of reporting are seen both across types of information assessed and across experiments. Insufficiencies include incomplete reporting, information reported at different places in the articles, and lack of consistent terminology. An example is the reporting of validity considerations that were made for ¾ of the experiments, at different places in the articles, and under different headings. For 54 experiments (48%), there was a special section entitled “Threats to (internal/external) validity” or other combinations that included the terms “threats” or “validity.” Nine other experiments (eight%) had special sections on threats to validity but with other names (e.g., “Limitations to the results”). The reporting of threats to validity in yet another eight experiments were found in other sections.

An overview of the extent of the reporting of information regarding subjects, experimental setting, experimental design and analysis, and validity assessments is presented in Table 8.

Information regarding subjects was reported by most of the experiments in terms of sample size, types of subjects, and background information. However, only 21% reported the amount of drop-outs. Moreover, the type of background information and level of detail varied substantially. An example of detailed information on programming experience is: “On average, subjects’ previous programming experience was 7.5 years, using 4.6 different programming languages with a largest program of 3510 LOC. Before the course, 69
percent of the subjects had some previous experience with object-oriented programming, 58 percent with programming GUIs.” An example of a high-level description without figures is: “Some of the students had industrial programming experience.” How the participants were recruited was described for only 36% of the experiments.

A description of the task performed was provided for all the experiments, but the duration of the performance was reported for only 61%. In addition, descriptions of the size of the materials and the use of tools were reported for slightly more than half the experiments.

Regarding experimental design and analysis, some experiments applied standard design names and referred to textbooks, while others just described the design in their own words. Moreover, whether a between-subject or a within-subject design was used for the particular tests was not always stated explicitly and was sometimes difficult to identify. Overall, issues of design and analysis were sparsely addressed. Only one experiment defined the population of subjects to which the results could be generalized. Moreover, as described in the previous sections, the assessments of power, effect size, and assignment procedures revealed incomplete reporting of these issues.

Even if internal and external validity were discussed in 2/3 of the experiments, most of these discussions took the form of a defence for the design and conducting of the experiment. Hence, threats to validity seemed underreported. Reports of only 5% and 11% of the experiments contained a discussion of statistical conclusion validity and construct validity, respectively.
Table 8. Extent of reporting for various experimental variables

<table>
<thead>
<tr>
<th>Information attributes</th>
<th>Variables</th>
<th>Extent of reporting.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>N</td>
</tr>
<tr>
<td>Subjects</td>
<td>Sample size</td>
<td>113</td>
</tr>
<tr>
<td></td>
<td>Mortality rate</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>Type (student/professionals)</td>
<td>112</td>
</tr>
<tr>
<td></td>
<td>Recruitment (Voluntarily/mandatory)</td>
<td>41</td>
</tr>
<tr>
<td></td>
<td>Some kind of background information</td>
<td>99</td>
</tr>
<tr>
<td></td>
<td>- Programming experience</td>
<td>37</td>
</tr>
<tr>
<td></td>
<td>- Work experience</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>- Task related experience</td>
<td>80</td>
</tr>
<tr>
<td></td>
<td>- Grades</td>
<td>6</td>
</tr>
<tr>
<td>Experimental setting</td>
<td>Task</td>
<td>113</td>
</tr>
<tr>
<td></td>
<td>Duration</td>
<td>69</td>
</tr>
<tr>
<td></td>
<td>Application system</td>
<td>101</td>
</tr>
<tr>
<td></td>
<td>Size of materials</td>
<td>67</td>
</tr>
<tr>
<td></td>
<td>Location</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>The use of tools</td>
<td>62</td>
</tr>
<tr>
<td>Design and analysis</td>
<td>Well-defined population</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Statistical power</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Effect size *</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>Information available for estimation of at least one effect size</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td>Assignment procedure (randomized or quasi)</td>
<td>86</td>
</tr>
<tr>
<td></td>
<td>Randomization method</td>
<td>3</td>
</tr>
<tr>
<td>Validity/limitations</td>
<td>Discussion of internal validity</td>
<td>71</td>
</tr>
<tr>
<td></td>
<td>Threats to internal validity</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>Discussion of external validity</td>
<td>78</td>
</tr>
<tr>
<td></td>
<td>Discussing of statistical conclusion validity†</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Discussion of construct validity†</td>
<td>12</td>
</tr>
</tbody>
</table>

Note: Which experiments and articles that are included in these assessments is described in Appendix A.
* Extent of reporting refers to the number of experiments with at least one effect size reported.
† The number of experiments that discuss statistical conclusion validity and/or construct validity is based on the explicit use of these terms. The reporting of these types of validity needs to be investigated more thoroughly in future work.
6 Discussion

This section summarizes the answers to the research questions, discusses implications of the results, provides recommendations for improvements, presents limitations of the thesis work, and offers directions for future research.

6.1 Answers to the research questions

Below are the answers to each research question.

- **RQ1: What is the statistical power level for the detection of small, medium and large effect size values?**
  
The average statistical power levels for detection of small, medium, and large effect size values were, 0.11, 0.36, and 0.63, respectively, which is below acceptable norms as well as below the levels found in the related discipline of IS research. In addition, and perhaps as an explanation for the low power level, the review revealed that inadequate attention was paid to power issues in the articles, with respect to the discussion, use, and reporting of statistical power analysis. This indicates that considerations of statistical power are underemphasized in experimental software engineering research.

- **RQ2a: To what extent is effect size reported as part of the experimental results?**
  
Effect size was reported for only 24% of the experiments. Only two of the experiments reported both standardized and unstandardized effect sizes. Unstandardized effect sizes were reported more frequently for significant results than for non-significant result. None of the 51 primary tests that compared more than two treatment conditions reported the standardized effect size for the pairwise comparisons of treatments. Only four of these 51 tests reported the unstandardized effect size.

- **RQ2b: If effect size is reported, how is it interpreted?**
  
Interpretations of the standardized effect sizes were made mostly in terms of references to Cohen’s definitions of values for small, medium, and large effect sizes. The practical implications of the results were not discussed in relation to contextual factors. Unstandardized effect sizes appeared to be very useful as a basis for discussions regarding the practical importance of the results. However, no interpretations or thorough discussions of these values were made.
• **RQ3a: To what extent is randomization used in the assignment procedure?**  
Randomization was performed in the majority of the experiments (58%), which suggests that many researchers in software engineering are aware that randomization is the most effective way of handling threats to internal validity. However, randomization is not always desirable or possible in SE, to which the percentage of quasi-experiments (35%) bears witness.

• **RQ3b: To what extent are quasi-experiments designed and analysed to control for selection bias?**  
Approximately half of the quasi-experiments applied design elements to control for selection bias; only three reported a threat to selection bias, and only four called the experiment a quasi-experiment. Hence, the impression is that there is little awareness of quasi-experimentation among researchers in software engineering.

• **RQ4: To what extent is information regarding the following attributes reported: subjects, experimental setting, experimental design, analysis, and validity?**  
Large variations in reporting quality are seen both across types of information assessed and across experiments. Insufficiencies include incomplete reporting, information reported at different places in the articles, and a lack of consistent terminology. Information about subjects and experimental settings varied substantially. For example, sample size and a description of tasks were reported for all the experiments, whereas information regarding recruitment and location were reported for less than 40%. Furthermore, the subject’s background information and the level of detail of this information varied to a large extent across experiments. For the most part, information regarding design, analysis, and validity was reported sparsely.

### 6.2 Implications

Low statistical power, sparse reporting of effect size, and insufficient handling of selection bias in quasi-experiments present threats to valid inference. In turn, this might lead to deficiencies in the accumulation of knowledge and the presentation of advice to industry.

More specifically, the implication of low statistical power is that the actual effects of new technologies or other types of treatment that are tested in the experiments will not be detected to an acceptable extent. Only half of the primary tests were significant at the 0.05 level, which supports this claim. In turn, low powered experiments might not be replicated, due to non-significant findings. Moreover, in addition to influencing single studies, low
power may also result in invalid inferences being made from meta-analyses that include low-powered studies. In sum, low-powered experiments will tend to produce an inconsistent body of literature, thus hindering the advancement of knowledge.

Sparse reporting of effect sizes means that the inference from the hypothesis testing result is based on the p-values for most experiments. Because p-values provide no information about the practical importance of the results, the inferences made might be erroneous, or at least too little nuanced. More specifically, if an experiment includes a sufficient number of subjects, it is always possible to identify statistically significant differences, while if the experiment includes too few subjects (i.e. if it has insufficient power), p-values may be misleading.

A consequence of not interpreting the practical importance of effect size in relation to contextual factors is that the practical importance of the results will not be judged, because there is no unambiguous mapping from effect size measures to a measure of practical importance. For example, a medium effect size might be important for detecting an inspection technique in one domain, whereas a large effect size is required for a specific testing technique to be cost-effective. This means that applying Cohen’s conventions mechanically has the same unwanted consequences as using the p-value mechanically.

When applying a non-random assignment procedure, the researcher must control for potential selection bias. The consequence of not controlling for potential selection bias in quasi-experiments, by using appropriate design elements, is that selection bias might influence the results. Hence, the observed effect might be caused by factors other than the treatment.

Incomplete and unstandardized reporting of experimental information and results means that readers will have difficulty in understanding the experiment and judging the result. Furthermore, little and arbitrary reporting on context variables, such as the experimental setting and the participants’s skills hinders the accumulation of knowledge regarding which context factors influence which kinds of performance.
6.3 Recommendations for improvements

One main impression from the quality assessment is that the design and analysis of experiments needs to be better suited to the experimental situation at hand. A tendency seems to be to analyse all experiments as if they were randomized experiments with sufficient power even if this is not the case, with the aim of making a yes/no decision about the hypotheses tested on the basis of the results. Hence, the overall recommendation that issues from the assessment of experimental quality is a more deliberate use of design elements and an analysis that better adheres to the limitations of the experiment. Moreover, there is a need for more complete and standardized reporting of information that is crucial for understanding the experiment and judging the result.

Based on the findings, the following three major recommendations regarding software engineering experimentation are given: include effect size considerations and power considerations in the planning of the experiment; be aware of the extra effort required for quasi-experimentation; and improve completeness and the standardization of reporting. These recommendations are elaborated below.

6.3.1 Include effect size considerations and power considerations in the planning of the experiment

The low statistical power and the sparse reporting of both considerations of power and effect sizes suggest that a major challenge in software engineering experimentation is to specify which size of effect to detect in the experiment and to report and interpret effect size values.

There are three reasons for including considerations of effect size in the planning stages of the experiment. (1) Statements about which effect sizes are interesting to detect enable hypotheses to be formulated concretely and informatively, in comparison to the standard: “null difference” versus “not null difference”. (2) Considering effect size early forces the researcher to evaluate the outcome measure with regard to its usefulness in the inference process. If the measure is difficult to transform into effect size measures, other measures should be considered. (3) Considering effect size allows power to be considered, i.e., the sample size required to obtain a certain power is computed for a given effect size, test, and significance level. If this computation shows that an unrealistically large sample size is required, the researcher must change elements of the design and repeat the sample size computation in order to achieve acceptable power for the main test. Alternatively, if it
is impossible to achieve acceptable power, the experiment will still have value as an
exploratory study as long as this is made explicit.

For determining the effect size to be detected in the experiment, the researcher can
both assess similar empirical research in the area and use the effect sizes found in these
studies as a guide, and look at their own studies and pilot studies for guidance. Due to the
limited number of empirical studies in software engineering, this approach may be difficult
to apply at present [80]. However, increased reporting of effect size and discussions of
their values will improve the current availability of effect size values. As a guide for the
probability of achieving certain standardized effect sizes in software engineering
experiments, the range of the two types of standardized effect size values detected in
software engineering experiments can be used (Paper 3). Moreover, Cohen’s definitions of
small, medium, and large standardized effect size values available for several statistical
tests are a useful aid when no other information is available. In addition to considerations
regarding standardized effect sizes, the corresponding unstandardized effect sizes should
be assessed. This is because the researcher needs to reflect upon the practical importance
of the various possible effect size values when the experiment is being planned and
because the unstandardized effect size is better suited for such judgements than are the
standardized ones.

6.3.2 Be aware of the extra effort required for quasi-experimentation.
This investigation revealed a need for improved design and analysis of quasi-experiments
in ESE. More specifically, in order to control for selection bias, design elements such as
pretest scores, crossover design, and several comparison groups should be used to a greater
extent than is the case at present. If selection bias cannot be controlled for, quasi-
experimental designs should be avoided, because it will be difficult to determine whether
the result is due to the treatment or other factors.

Thirty percent of the quasi-experiments used haphazard assignment. In all of these
experiments, the groups were formed so as to be balanced regarding one type of participant
skill. This shows that, for many researchers, a non-random assignment procedure is viewed
as being more appropriate than randomization for balancing the experimental groups.
However, even if haphazard assignment might be a good approximation to randomization,
little is known about its consequences, whereas the statistical consequences of
randomization procedures have been well researched [106]. Therefore, whenever feasible,
the researcher should use randomization, for example, blocked randomization based on one type of skill, in order to utilize the advantages of randomization.

Some experiments use randomization for some primary tests and a non-random assignment procedure for other primary tests. The author must make it explicit in the text that they are using such a mix and control threats to selection bias in the quasi-experimental part of the experiment.

Since there has been an increased focus on quasi-experiments in the method literature in recent years and since the importance of such experiments has been emphasized [69, 113], we might see an increase in experiments that use a quasi-experimental design. Such an increase will make it even more important to consider how to improve the conducting of quasi-experiments in software engineering.

6.3.3 Improve completeness and the standardization of reporting.

Authors of scientific articles have limited space available and must prioritize what information to report. The impression from the review is that the reporting of many tests is prioritized in the service of the complete reporting of a few tests. This is not a recommended practice. The quality of reporting will benefit from complete and thorough reporting of the major results only.

The findings from the assessment of the quality of reporting revealed that some information that is crucial for understanding and judging the experiment was reported for less than half the experiments. There is great room for improvement in the reporting of such information, as listed below.

- **Recruitment.** Recruiting subjects to experiments is not a trivial task, from either a methodological or a practical point of view. For example, volunteers may bias the results because they are often more motivated, skilled, etc., than are subjects who take part because it is mandatory in some way.

- **Location.** There is a trade-off between realism and control regarding the location of an experiment. Running an experiment in the usual office environment of subjects that are professionals allows a certain amount of realism, yet increases the threat to internal validity due to breaks, phone calls, and other interruptions. Controlling and monitoring the experiment is easier in a laboratory set up, but in such a setting, realism suffers.

- **Well-defined population.** If one tests hypotheses using statistics, it is necessary to have a well-defined population from which the sample is drawn [66].
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- **Mortality rate.** All the experiments reported the sample size, which means that there is general agreement on the importance of this variable. However, there are two types of sample size: the number of subjects initially included in the experiment and the number of subjects included in the data analysis. Both these numbers must be reported, as well as the reasons for drop-outs or exclusions.

- **Statistical power.** Information from significance testing is incomplete if the statistical power is not included. In particular, if no significance is found, the result should be judged against the level of statistical power. The reporting of power compensates to some degree for the lack of validity due to low power or extremely high power, because the reader will be informed about how the power influences the result and can draw inferences accordingly.

- **Effect size.** The recommendation is to always report both a standardized and an unstandardized effect size measure, because they serve different, supplementary purposes. The standardized effect size aids other researchers in using the results. Moreover, it embraces both the location and spread of all the observations. The unstandardized effect size is easier to interpret than the standardized one and is therefore better suited as a basis for discussions of the practical importance of the results.

- **Randomization method.** If the method of randomization is not reported, the reader will be in no position to judge whether the procedure is in accordance with recommendations for randomization procedures.

- **Threats to validity.** Validity assessments should be reported for all experiments. It is difficult to report threats objectively, but the attempt must be made. All the potential types of threats to validity described by Shadish *et al.* [106] must be assessed, but not necessarily discussed due to space limitations in the article. The focus should be on reporting actual threats only. Threats that are handled or that are not a problem in the particular experiment can be omitted, because a thorough description of experimental design will include such information.

In the current section, special emphasis is given to the variables that are reported most infrequently. Nevertheless, all the variables listed in Table 5 should be reported. Hence, Table 5 can be used as a checklist to help to improve the completeness of the reporting of software engineering experiments. However, this is not a complete list, and researchers in
software engineering should consult additional guidelines, such as those offered by Kitchenham et al. [66] and Jedlitschka et al. [55, 56].

The second issue in reporting quality is the location within the paper of the reporting of various issues. Experimental issues were described in various places in the articles, which often made information difficult to find. The experience with the review work suggested the following recommendation for reporting elements:

- structure abstracts appropriately,
- place all information about experimental design and conduct in one section,
- describe the methods of analysis used in one section,
- present the results in a single section,
- present threats to validity in one section, and
- conclude the paper in one section.

6.4 Limitations to this investigation

The main limitations to this research are publication selection bias and inaccuracy in data extraction, which are described in the individual papers. These limitations are summarized below.

- The review included published articles in what are regarded as the major journals and conference proceedings in software engineering in general and empirical software engineering in particular. Still, some experiments may have been overlooked, some of which might have provided useful insight to this review finding.

- An additional threat regarding the set of selected articles is that there is a risk that the findings are obsolete; the articles selected are from 5-14 years old. Therefore, a preliminary systematic review of experiments published in 2007 has been performed, see Appendix B. The results indicate that the recommendations given in this thesis are still relevant today.

- There exist no keyword standards for extracting controlled experiments from journals in a consistent manner. The operational definition of a controlled experiment with corresponding inclusion and exclusion criteria were used for the inclusion of articles. Still, the process was difficult and some experiments might have been overlooked.

- The lack of completeness and consistency in reporting made it difficult to gather the data. For example, it was not always clear from the reporting of the studies which hypothesis were actually tested, which significance tests corresponded to which
hypothesis, or how many observations were included for each test; hence, the extraction process may have resulted in inaccuracy in the data.

- Not all the variables were gathered by several researchers. Even if these variables were double checked by the same researcher, this represents a limitation of the process by which data was gathered.

Moreover, the review process did not follow all the steps for a systematic review that are suggested in [62]. In particular, for the investigation of effect size and quasi-experimentation, the research questions were changed during the review, which turned into an iterative process. Moreover, the process by which data was gathered became iterative because the gathered data triggered the collection of additional data. Pre-review mapping and piloting the review protocol, as suggested in [14], might have helped to reduce the number of iterations. In addition, the authors of the selected papers were not contacted for validity of the classification of their respective paper, although the procedure was partly applied in Paper 4. If the authors were contacted, issues might have been cleared.

6.5 Future work

Among the areas for future work identified through this research are the following:

- **Reasons for lack of quality.** The quantitative assessments performed in this thesis described current practice, but did not reveal the reasons for the practices. Hence, it would be interesting to follow up the findings by conducting a qualitative investigation, for example, a survey or interviews aimed at extracting reasons for the lack of reporting of power and effect size.

- **Similar reviews of other experimental topics.** This review shows that quantitative assessments of methodological aspects of software engineering research are valuable. The findings reveal insufficiencies and act as a basis for discussions of future practices. Hence, similar assessments of other experimental topics will contribute to the improvements of experimental quality in ESE. Examples of such topics are: a more detailed analysis of how experimental design is described in the articles; an investigation of what types of design are performed; whether or not the methods analysis used are appropriate for the design of the experiment; the extent to which the
hypotheses and research questions are supported by similar research; the extent to which the results are discussed in the context of related research; An investigation of what types of measures (constructs) are used; and whether or not, and if so to what extent, do researchers tend to adapt to already used measures or develop their own measures suited for their experiment.

Systematic reviews of methodological topics are not constrained to experiments. Future work includes similar reviews of, for example, case studies and surveys.

• **The impact of context variables.** This review revealed a relatively low and arbitrary reporting of context variables, which might influence the results. Future work should investigate the extent to which the variation in the performance of subjects can be explained by their background, such as education and work experience, and to increase our knowledge of the impact of using students versus professionals as subjects in software engineering experiments.

• **Effect size of practical importance.** The investigation of effect size reveals that effect size is seldom reported and that practical importance is seldom discussed on the basis of the effect sizes. The recommendations provided in this thesis assume that the reporting of effect sizes influences the quality of inferences made from the results and that the lack of reporting of effect sizes is due to a lack of knowledge about its importance. However, an alternative explanation is that the interpretation of effect sizes is too difficult for effect sizes to have any value for the making of inferences. Future work should include further discussions and research on how to report and interpret effect size in software engineering experiments.

• **Selection bias in quasi-experiments.** This review found different results from quasi-experiments and randomized experiments. This finding should be investigated further, to reveal the effect of bias from different types of non-random assignment procedures in software engineering experiments. It is also of major interest to explore the extent to which the different types of design element eliminate or reduce the effect of bias. This can be investigated in experiments and in simulation studies.
• **Statistical conclusion and construct validity.** Only 5% of the experiments explicitly mentioned statistical conclusion validity and only 11% explicitly mentioned construct validity. However, these types of validity may have been addressed under different names and this possibility should be investigated further. Moreover, interesting future work would include assessments of which types of threat are reported.

• **Replication of this review.** This review revealed a need for increased statistical power, effect size reporting, control for selection bias in quasi-experiments, and completeness of reporting. It is hoped that this review and the corresponding recommendations for improvements, as well as other recently published guidelines, will inspire researchers in software engineering to improve current practice. In order to evaluate whether this has been the case, a replication of this review should be performed by assessing software engineering experiments published in the decade 2003-2012.

• **Further development and evaluation of the guidelines.** This thesis work consists of review results and guidelines. In combination, these two elements are meant to inform and inspire researchers to improve their experimental quality. How successful this approach is should be evaluated by (1) inspections as suggested by Kitchenham et al. [63] and (2) an investigation of the amount of papers making citation to the guidelines and assess whether the papers apply the recommendations. In addition, the guidelines must be considered to be further developed, for example, by providing a more detailed guidance on how to report effect size for different types of tests.
7 Conclusion

Software engineering research must be of a certain quality to be valuable. The quality of research can be investigated by conducting systematic reviews of the published literature, as was the case in this thesis.

Insufficient experimental quality was revealed with respect to the validity of inference and the completeness and consistency of the reporting of the experiments and their results. More specifically, this review revealed a need for an increased level of statistical power, increased use of effect size analysis, increased control for selection bias in quasi-experiments, and more complete and standardized reporting of these issues and the information regarding experimental subjects and settings. However, implementing these improvements face certain difficulties. Challenges and suggested approaches for meeting them are:

- **Estimation and interpretation of effect size values.** The challenge of estimating or guessing an effect size during the planning of the experiment is probably a major reason why statistical power is not considered. In addition, the interpretation of observed effect sizes is not straightforward and might explain why effect sizes are not reported well enough.

  Increased attention should be paid to effect sizes in the reporting of experiments. Researchers should report both standardized and unstandardized effect sizes and discuss these measures and the obtained values.

- **Difficulty in including a sufficient number of subjects to achieve acceptable power.** Particularly for experiments with professionals, it may be difficult to obtain large sample sizes in software engineering experiments. Even if attempts must be made to increase power, low-power experiments can still be valuable. However, such experiments are more exploratory than a well-designed experiment and this must be stated explicitly in the report. Statistical power must be reported and discussed as part of the results if significance testing is performed. An alternative is to omit significance testing and analyse the results by effect sizes and confidence intervals only.
• *Little knowledge of which skill factors that influence different types of performance for different types of technologies.* In order to allow pretest-based control with selection bias in quasi-experiments, we need more knowledge about the effect that different types of subject skill have on the performance of software engineering tasks. If researchers increase their reporting of how subjects’ skills are distributed in their experimental groups, meta-studies can investigate how different types of skill influence performance in various experimental settings.
Appendix A. The underlying data-material for this review

This Appendix lists the reviewed articles, describes which articles that are used in each part of the review and provides information about article-categorization in parts of the analysis.

A.1 Experiments and articles used in each part of the review

There are 103 articles included in this systematic review [1, 103], which reports 113 unique controlled experiments. A total of 12 articles reports more than one experiment [2, 20, 39, 42, 43, 48, 56, 66, 75, 95, 96, 103]. Four of the experiments are reported in more than one article:

- one experiment was reported in [37, 38, 66]
- one experiment was reported in [69, 70]
- one experiment was reported in [8, 9, 11, 28]
- one experiment was reported in [72, 73]

Those articles that report the same experiments describe different research focus and different analyses of the data from the particular experiment. Hence, these articles are not “duplicates”. There were 120 article-experiments in the study database. For the parts of this review that assessed analysis issues, only one article per experiment (the most recently published one) is included, because we wanted the unit of assessment to be unique experiments.

A.1.1. Experiments and articles included in the review of statistical power (Paper 2)

In the review of statistical power, 92 experiments are included. The exclusion of articles is described below:

- For fourteen experiments, no statistical testing was performed. These experiments are excluded from the review. The following articles each report one of these experiments: [14, 18, 22-24, 30, 45, 47, 51, 61, 100]. In addition, two experiments without statistical testing is reported in [96]. These twelve articles are excluded from the review of statistical power. One of the three experiments described in [95] did not perform statistical testing. Hence the experiment, but not the article, is excluded from the review.
• For seven experiments, we were not able to track which tests answered which hypothesis or research question. These are reported in the following eight articles, which are excluded from the review of statistical power [10, 41, 69, 70, 76, 85, 94, 97].

• Only one article per experiment is included in the review of statistical power. Hence, the following five articles are excluded [8, 9, 11, 37, 72]. One description of one experiment is excluded from [66], but the article also reports another experiment and is therefore not excluded.

There are 78 articles (103-12-8-5) included in the review of statistical power.

A.1.2. Experiments and articles included in the review of effect size (Paper 3)
The same 92 experiments and 78 articles included in the review of statistical power are included in the review of effect size, as described in Paper 3. In addition, a review of the reporting of effect size was performed for the 21 remaining experiments (reported in 20 articles) that were originally excluded from the statistical power and effect size investigation, i.e., the experiments for which no statistical testing was performed and for which we were not able to track which tests answered which hypothesis or research question [10, 14, 18, 22-24, 30, 41, 45, 47, 51, 61, 70, 76, 85, 94-97, 100]. The result from this additional review was presented in the summary of the thesis.

A.1.3. Experiments and articles included in the review of quasi-experiments (Paper 4)
All the 113 experiments were included in the review of quasi-experiments. Only one article per experiment was included and, hence, the following six articles were excluded: [8, 9, 11, 37, 69, 72]. These articles were used as additional source for information, but the data gathering was based on the most recently published article of the particular experiment.

A.1.4. Experiments and articles included in the assessment of reporting quality (all papers)
All the 103 articles describing the 113 experiments are included in the review that is described in Paper 1. Those articles that describe the same experiment were assessed in combination, in order to provide as complete information as possible about the particular experiment regarding topic, subjects, tasks and experimental setting.
A summary of the assessment of reporting quality is provided in Table 8 in the summary of the thesis. Information regarding design and analysis and validity/limitations were gathered from one of the following sets of experiments/articles:

- unique experiments reported in the most recently published article (113 experiments, 97 articles), six articles were excluded: [8, 9, 11, 37, 69, 72].
  - randomized experiments (66 experiments).
- unique experiments with statistical tests performed (99 experiments, 91 articles), see the description above of included experiments/articles in the review of statistical power.
- unique experiments with clearly described tests-hypotheses connection (92 experiments, 78 articles), see descriptions above.

A.2. Information about article-categorization in parts of the analysis

Reporting of power. Of the 78 papers in the review of statistical power, 12 articles discuss statistical power associated with the testing of null hypotheses [12, 13, 20, 25, 48, 49, 55, 58, 62, 64, 101, 103], while only one of the papers performed an a priori power analysis and used it to guide the choice of sample size [101].

Reporting of effect size. The following articles report at least one effect size for at least one of the reported experiments:

- Both standardized and unstandardized effect size are reported in two articles and two experiments [4, 49]
- Standardized effect size only is reported in five articles and eight experiments [12, 13, 39, 48, 64]
- Unstandardized effect size only is reported in 15 articles and 17 experiments [3, 17, 20, 27, 32, 33, 50, 54, 56, 75, 80, 82, 86, 92, 93]

Assignment procedure. In the mail-correspondence with the authors of unknown assignment procedures, I stated that the articles would be kept anonymous. Therefore, lists of articles categorized as quasi-experiments and randomized experiments are not provided.
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Appendix B. A preliminary systematic review of experiments published in 2007

B.1. Purpose. In order to assess whether the findings from the systematic review of experiments published in 1993-2002 are representative for contemporary practise, I performed a review of the experiments published in 2007.

B.2. Method. The review assessed the experiments published in 2007 in *Empirical Software Engineering* (EMSE), *The Journal of Systems and Software* (JSS), *IEEE Transactions on Software Engineering* (TSE), and *Information and software Technology* (IST). The results from this review are to be regarded as preliminary and a more thorough investigation will be performed later. A more thorough investigation will include independent review by several researchers both regarding extraction of articles and data gathering. In addition, all the variables reported in this thesis will be investigated, whereas this preliminary investigation only assessed a few.

In this preliminary investigation, the articles were selected by automatic search on the word “experiment” in the title, abstract and keywords in the journals’ overviews of the articles. Then these articles were manually investigated to reveal whether they described an experiment according to the definition used in this thesis work, see section 4.4 in the summary.

B.3. Results. A total of 258 articles were published in the four journals (Table B.1). Among these, I found eight articles (3.1%) reporting 10 experiments [1-6, 8, 9]. Two articles [4, 6] reported two experiments. Another article described two experiments, which were analysed as one [8]. Hence, the article is regarded as reporting one experiment.

The extent of experiments found in these four journals in 2007 is quite similar to the average extent found for the same four journals in 1993-2002 (2.9%).

The findings from the review comprised the following:

- Hypothesis testing was performed for seven experiments; hence three experiments reported the results descriptively, only.
- Two experiments included professionals [2, 5]; seven included students.
### Table B.1. Articles that report controlled experiments

<table>
<thead>
<tr>
<th>Journal</th>
<th>Total no. of articles investigated</th>
<th>Articles reporting experiments</th>
<th>Total no. of articles investigated</th>
<th>Articles reporting experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>EMSE</td>
<td>124</td>
<td>22</td>
<td>24</td>
<td>2</td>
</tr>
<tr>
<td>JSS</td>
<td>886</td>
<td>24</td>
<td>108</td>
<td>5</td>
</tr>
<tr>
<td>TSE</td>
<td>687</td>
<td>17</td>
<td>48</td>
<td>0</td>
</tr>
<tr>
<td>IST</td>
<td>745</td>
<td>8</td>
<td>78</td>
<td>1</td>
</tr>
<tr>
<td><strong>All</strong></td>
<td>2442</td>
<td>71</td>
<td>258</td>
<td>8</td>
</tr>
</tbody>
</table>

- The average number of participants was 32.4, the minimum number was nine and the maximum number was 128.
- Statistical power was reported for one of the seven experiments that performed hypothesis testing (14.3%) [9].
- Standardized effect size was not reported in any of the articles as part of experimental results. However, one experiment reported the observed standardized effect size in the discussion of statistical power [9].
- Unstandardized effect size was reported for three experiments (30.0%) [1, 4].
- Seven experiments described a randomization procedure (70.0%), one experiment used a self-selection assignment procedure (quasi-experiment) (10.0%) [3] and two experiments (20.0%) did not clearly describe whether a randomization procedure was performed or not. One of these [8] was apparently randomized, as described in another article [7]. The other experiment is probably a quasi-experiment, because a pretest score was used to divide the subjects into groups with as similar characteristics as possible [4].
- The quasi-experiment compared the experimental groups with respect to a pretest score in order to control for selection bias.
- None of the randomized experiment described the randomization procedure.
- The participants’ background information was reported for seven experiments (70.0%):
  - Age, task related knowledge (course about software development and management) [1]
  - Task related experience (UML knowledge), work experience [2]
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- Age, sex, task related experience (programming experience in years and lines of code, course credits) [3]
- Task related knowledge (knowledge and opinions) [4]
- Gender [4]
- Age, work experience, task related experience (project management) [5]
- Task related experience (java experience in years and number of courses, experience in static analysis tools) [9]

In addition, the participants’ background information for one experiment [8] was reported in another paper:
- Years of education, task related experience (java programming experience in loc and years) [7]

- Eight experiments reported threats to validity/limitations (80.0%). The two experiments that did not report any limitations did not perform hypothesis testing.

B.4. Conclusion:

- The reporting of statistical power and effect size is still unacceptably low.
- There are still needs for improvements regarding reporting of assignment procedures.
- The one quasi-experiment that was evaluated in this review controlled the experimental groups for a potential selection bias in the analysis. However, this is insufficient evidence to conclude that the SE community has improved regarding quasi-experimental design and analysis compared to research conducted in previous years.
- Background information is still reported in an unstandardized manner.

These preliminary findings indicates that there are little improvements regarding the quality of experimentation in SE, today, compared to the findings from the review of the experiments published in 1993-2002. Hence, the guidelines provided in this thesis are still relevant for current experimentation in software engineering.
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