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Abstract

Wireless Sensor Network is an increasingly popular technology, and has received considerable attention during the recent years. Positioning is a common feature in this technology, and a vital part of almost all positioning algorithms is range estimation. Because of the small device sizes, low power consumption and low cost of wireless sensor nodes, many of the currently available ranging technologies are unsuitable in a Wireless Sensor Network. This calls for new and perhaps unorthodox approaches.

In this thesis a novel ranging scheme utilizing the high bandwidths of Ultra-Wide Band Impulse Radio signals to achieve high precision and accuracy is proposed. Through the use of Continuous Time Quantized Amplitude signal processing, the proposed scheme achieve dedicated hardware solutions based on simple digital circuits. The scheme is compatible with the constrains imposed by a Wireless Sensor Network (WSN) node, through the use of a low power receiver topology, technology scalable devices and compact size.

As part of the thesis two circuits, a ring oscillator and a Time Difference Measuring Circuit, have been realized in 90nm CMOS. The measurement results provided are of great interest, both generally and to a future implementation of the proposed scheme.
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Chapter 1

Introduction

Wireless communication has become a vital part of the everyday life of billions of people around the globe. Mobile phones have become a common means of communication, and more and more applications move to wireless technology platforms such as WLAN, Bluetooth and ZigBee.

A technology that has received considerable attention the recent years is Wireless Sensor Network (WSN). A WSN is a wireless network of sensor devices, spatially distributed within an area of interest. They are densely deployed, and cooperatively monitor various physical or environmental conditions such as sound, heat or motion. Although it originally was motivated by military applications, the application areas now span from environmental applications such as animal tracking and earth quake detectors to medical and health care applications. As device size continues to shrink, in-body medical sensors for instance become a possibility.

Sensor networks often consist of nodes in the number of hundreds, or even thousands, depending on the specific application. This calls for small, cheap and disposable devices. In addition, the sensors are often expected to last for years using only a single battery as a power source, and without any possibility for replacement of recharging. Consequently, the power consumption has to be very low.

A common factor in most wireless sensor networks is that localization is a key feature. For the sensor data to be meaningful, the user needs to know the location of the node. Consider for instance a hospital where all the patients walk freely around and wear sensor nodes that monitor important body functions. The hospital staff can monitor all the patients, and if an incident occurs they are immediately notified. It is obvious that knowing the location of the unfortunate patient is vital to achieve a fast and reliable response to such incidents.
Global Positioning System (GPS) is a widely used positioning technology. It consists of several satellites orbiting the globe, and aided by accurately synchronized clocks they simultaneously transmit time stamped signals. A GPS receiver with three or more satellites within range can then estimate its position by looking at the arrival time of these signals. GPS devices usually have a resolution of 5-10 m, can only be used outdoors, and are expensive in terms of cost, power and size. This render them unsuitable for most WSN applications.

Locating the sensor nodes with high precision and accuracy is challenging, but by knowing the distance between the individual nodes, their locations can be estimated. The process of measuring this distance is referred to as ranging, and variance in the ranging lead to errors in the estimated position. High precision ranging is therefore a valuable feature in a WSN node.

Obtaining range information by measuring the propagation delay between two nodes in a local network is currently one of the most popular approaches to the WSN localization problem. By transmitting time stamped signals, the two nodes can estimate their separation distance. This does however require synchronized clocks, which can be hard to achieve. Another popular solution is to measure the strength of the received signal. This is however an imprecise and unreliable technique.

In this thesis we will address the ranging problem by developing a high precision ranging scheme within the limits of a WSN node.

1.1 A brief historical overview

The concept of measuring distances with electromagnetic waves is an old one. In 1904 the German inventor Christian Hülsmeyer patented a device he called the telemobiloscope. It could detect remote metallic objects like ships by emitting radio waves and receiving the returning echo pulses. Later the same year he filed another patent where he improved his device to not only detect synchronized objects, but also measure the distance to the object. This was done by measuring the angle between the transmitter and the mast it was fastened to.

Hülsmeyers telemobiloscope is what we later have been accustomed to call a RADAR. For reasons unknown, the first version of the RADAR was never further developed, but in the mid-thirties Germany, U.K., USA and Russia independently developed working radar systems. During World War II it became a crucial equipment in air defense, and both ships and land installations relied on it as an early warning system for incoming airplanes.
1.2 Goal of this thesis

Inspired by the high resolution obtained by the UWB-IR radar, the main goal of this thesis is to investigate how those features can be utilized to create a ranging system for WSN applications. The UWB-IR radar has a resolution of 6.6 mm, and achieving such resolution in a WSN ranging system is a great improvement over existing systems.

A novel ranging scheme named Active Echo will be presented in this thesis, exploring the properties of the UWB-IR radar. The target resolution is 6.6 mm or better. Since the scheme is intended for small sensor nodes, several constraints are imposed on the scheme that has to be considered. They are:

- **Power consumption** - The scheme has to have a conservative power consumption if it is to be viable in a small sensor node.
- **Technology** - The scheme should be implementable in a standard and commercially available technology such as CMOS to keep unit cost at an acceptable level.
- **Size** - The scheme is a dedicated hardware solution, intended to be implemented together with a radio front end and possibly a processing unit such as an Micro Controller Unit (MCU). This limits the available area on the silicon die.

1.3 Outline of thesis

During the next three chapters, the proposed solution to the ranging problem is described and analyzed. Chapter two contains some background material and should provide a sufficient theoretical foundation for the reader. In chapter three some existing solutions are presented before the Active Echo scheme is presented. Chapter four contains a more detailed analysis.
of the Active Echo architecture. Chapter five contains circuit descriptions and measurement result of the two implemented circuits. In chapter six the thesis is concluded.

A listed outline of the thesis follows

**Chapter two** contains background material

**Chapter three** describes existing ranging techniques, and Active Echo is presented

**Chapter four** provides a detailed description of the Active Echo architecture

**Chapter five** contains circuit descriptions and measurements. Written in cooperation with Håkon K. Olafsen [Olaf 07].

**Chapter six** contains concluding remarks and proposals for future work
Chapter 2

Background

Ultra-Wide Band is a promising technology for short range ranging and data communication purposes. In this chapter we will explore some of the features of this technology and provide the necessary background material for the rest of the thesis.

2.1 Chapter overview

The first part of this chapter explore UWB in general, and the basics of UWB and UWB-IR will be briefly explained. Some of the key terms used throughout this thesis are defined. In the second part the concept of continuous time signal processing of UWB-IR signals is introduced, and the remainder of this chapter is devoted to exploring the advantages of this signal processing domain with a special focus on ranging applications.

2.2 Ultra Wide Band

UWB is an increasingly popular technology, as it offers attractive possibilities in wireless communication, networking, radar, imaging and positioning systems [yang 04]. In 2002 FCC released a huge bandwidth (3.1-10.6 GHz) for commercial use in the U.S., and since then, similar regulations have been proposed in other parts of the world. This has paved way for UWB, and both commercial and academic research institutions have shown great interest in this technology.

For sensor network applications, where low data rate and low power consumption are key features, UWB is a promising technology. At the time of writing the IEEE group for low rate Wireless Personal Area Network...
(WPAN), 802.15.4, is investigating an alternative physical layer using UWB. The final standard is expected to be published some time during the summer of 2007. One of the primary goals of this new physical layer is to provide high precision ranging capabilities, with an accuracy of 1 m or better.

2.2.1 Impulse Radio

Traditionally, wireless data communication has taken place using modulation of a carrier wave. Wireless LANs for instance, use a carrier frequency of approximately 2.4 GHz, and European GSM phones use a frequency of 900 or 1800 MHz. The idea behind UWB-IR is to send the signal using ultra short impulses instead of using amplitude or frequency modulation on a carrier. The simplest form of an impulse is a zero length square pulse. It occupies the entire frequency spectrum, and to other devices it behave much like noise. In practice, a perfect impulse is not feasible, first of all because it is impossible to create, and secondly because it would disturb all other radio communication. The commercial 3.1-10.6 GHz spectrum is suitable for impulse radio, because a pulse can be shaped to fit the regulatory frequency masks. Depending on different factors such as environment(outdoor/indoor) and data rate, the pulse shape can be altered to fit the intended application. It is common to use some suitable derivate of a Gaussian pulse, because it fits the frequency masks pretty well [Bene 04].

2.2.2 Common terminology in UWB

The medium which the signal travels through is referred to as the channel. In most environments the signal from the transmitter to the receiver travel over several different paths. The shortest path, usually a straight line, is defined as the direct path. In addition there exist a number of extra paths. For instance a signal bouncing off a wall or nearby object represent such a path. A channel consisting of more than one path is defined as a multipath channel, while a channel consisting of only the direct path is defined as an ideal channel. Often the direct path will also be the strongest, as is the case in an environment where there are no obstacles blocking the signal. This is defined as having Line of Sight (LOS) and is illustrated in figure 2.1a. In contrast to LOS there is Non Line Of Sight (NLOS), which is illustrated in figure 2.1b. In the case of NLOS, the direct path might not be the strongest. In a time critical application, such as range estimation or synchronization circuits, this is an important observation.

Estimating the properties and behavior of the channel is an important task, and a valuable tool when evaluating different system alternatives. Because of this, great efforts have been put into creating channel models.
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Figure 2.1: Signal paths in a) a LOS environment and b) a NLOS environment

The newest and most thorough channel model available at the time this thesis was written is the models created by the IEEE 802.15.4a task group [Moli 04]. They provide an impulse response model of the channel, modeling the expected number of multipaths and their strength under different environmental conditions.

Ideal channels are usually estimated by what is known as the Additive White Gaussian Noise (AWGN) channel, consisting only of noise with uniform Power Spectral Density (PSD) over the frequencies of interest.

2.3 Signal processing of UWB signals

Traditionally, signal processing has been either purely digital, with both amplitude information and time information stored as quantized values, or purely analog, with continuous amplitude and time processing. A traditional RF receiver for instance, consist of a filter and a Low-Noise Amplifier (LNA), both operating in the continuous domain in terms amplitude and time. The output of these circuits is then converted into digital values in an Analog to Digital Converter (ADC), and further processed in a Digital Signal Processor (DSP).
A popular approach in analog signal processing in integrated circuits is switched-capacitor circuits, which operates on analog amplitudes, but in discrete time. Due to their accurate frequency domain operation they are frequently used in filters [John 97].

The high speeds and low prices offered from modern CMOS technology makes it a good choice for digital circuits, but the low operating voltages lead to low Signal-to-Noise Ratio (SNR) and consequently worse operating conditions for analog circuits. In addition, high precision digital signal processing requires high clock rates, which leads to excessive power consumption.

In some applications, accurate time information is more interesting than accurate amplitude information. This is the case in UWB devices, where synchronization is a fundamental problem. Closely related to the synchronization problem is the ranging problem, which boils down to estimating the arrival time of a pulse in the case of time based ranging techniques. By quantizing the signal amplitude, but not the time, at an early stage in the signal chain, the signal processing can be done using simple digital gates such as inverters. It eliminates the need for high precision clock generation and distribution, while it keeps the timing information intact and enables high precision signal processing. A certain amount of information is lost in translation, in fact, the only amplitude information left is that the signal was above a certain level, which is set by a threshold in the quantizer circuitry. This must be considered as a trade off for the high time resolution and low power dissipation. The concept of Continuous Time Quantized Amplitude (CTQA) signal processing is taken from [Hjor 06]

### 2.3.1 UWB receiver topologies

Traditional receiver structures are based on mixing the incoming signal with a pulse template, preferably the same as the received pulse. The top level schematic of the receiver topology is shown in figure 2.2. The front end consists of a filter (not shown) and an LNA. The output of the amplifier and the pulse template is then mixed, using for instance a gilbert multiplier. The output of the mixed signal is connected to a baseband signal processing device through an A/D converter, where symbol detection is obtained through correlation with a symbol template. In an ideal environment this is the optimal receiver topology [Oppe 04].

Generating the optimal template signal is however not trivial, and would lead to excessive power dissipation. Instead, a rectangular shaped pulse is often preferred as the template as it is easier to create, and yield an acceptable receiver efficiency [Siwi 04]. The biggest challenge in the mixing
receiver is however to align the template accurately with the incoming signal. This requires synchronization between the devices, a requirement that can be hard to fulfill in a WSN node.

According to the Nyquist sampling theorem, the mixed signal has to be sampled with a frequency equal to or larger than twice the input frequency if sufficient information is to be passed on through to the baseband processing unit. Sampling with frequencies close to or higher than 20 GHz using traditional A/D converter topologies is not feasible in a WSN node. An alternative approach is the so called RAKE receiver, where symbol correlation is achieved without the need for high speed sampling frequencies [Limb 05].

![Figure 2.2: Top level schematic of template mixing receiver](image)

**Thresholded receiver**

To work around some of the issues of the mixing structure, the simpler thresholding structure shown in figure 2.3 was proposed in [Meis 05]. The main difference is that no pulse template or synchronization is needed. By continuously thresholding the incoming signal the output will be a quantized version of the input waveform. The receiver topology consist of a dual slope detection scheme, where the pulse shape is detected by thresholding both the positive and negative parts of the pulse. The output is a sequence of square pulses with a time relation equal to the time relation of the upper and lower slopes of the pulse shape. For symbol detection, the output of the pulse detector can be connected to a rake receiver.

In this thesis we will rely on a simplified version of the thresholded receiver, where only the upper slope of the input pulse shape is thresholded. This is done partially to simplify the modeling and analysis. The simple structure and architecture of this topology does however also make it a potentially suitable choice for a future implementation. The top level schematic of the considered receiver is shown in figure 2.4.
2.4 Behavior of a quantized signal

The two valued quantized version of the input signal provide a very coarse estimation of the original analog input, and introduce vast amounts of quantization noise. How the quantized signal looks and behaves depends on signal strength, the amount of noise, and the threshold level in the quantizer circuit. For a certain SNR, the threshold level affects the performance of the quantizer, and is an important parameter. In this section we will analyze the quantized signal in terms of threshold level.

2.4.1 The input of the quantizer

The signal at the input of the quantizer is a combination of signal and noise. In real life the noise is a composite signal, consisting of contributions from Multi User Interference (MUI) and noise generated in the receiver such as thermal noise. In addition the signal will consist of multipath components. This is usually not referred to as noise, instead it is modeled as signal contributions according to an appropriate channel impulse response. Multipath and MUI will be treated later in this thesis, and for now we will simply refer to the noise as Additive White Gaussian Noise (AWGN). It is common
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to use an ideal channel as a first approximation, where the noise is assumed to be white, thermal noise generated in the receiver.

It should be mentioned that there is another effect that is ignored here as well. In traditional narrow band communication, fading is a frequently used term. Two signals that are out of phase could potentially cancel each other out. This can happen either as a consequence of multipath or as interference between multiple devices communicating on the same channel. However, because of the short timespan of UWB pulses this effect is usually ignored, and will not be considered in this thesis.

Modeling the noise

The receiver noise is assumed to be Gaussian noise. The noise \( n(t) \) can then be assumed to be a random variable with standard deviation \( \sigma_n \) and mean \( \mu_n \). In the case of AWGN, \( \mu_n = 0 \) and \( \sigma_n = V_n \) where \( V_n \) is the rms voltage of the noise. Probability distributions are usually described with a Probability Density Function (PDF) and/or a Cumulative Distribution Function (CDF).

Let us define a function \( CDF(x, \sigma_n, \mu_N) \) which is given by

\[
P(n(t) \leq x)
\]

A plot of the PDF and CDF of a white Gaussian noise signal, with \( \mu_N = 0 \) and \( \sigma_n = 1 \), is shown in figure 2.5.

Modeling the received signal

The continuous time signal seen at the receiver can be represented in the following way in the case of an ideal channel

\[
r_i(t) = \alpha_d s(t - \tau_d) + n(t)
\]

where \( \alpha_d \) is the received amplitude, \( s(t) \) is the direct path signal waveform, \( \tau_d \) is the delay from transmitter to receiver, and \( n(t) \) is the received noise. In the case of a multipath channel, the signal can be represented by

\[
r_m(t) = \alpha_d s(t - \tau_d) + \sum_{n=1}^{l} \alpha_n s(t - \tau_n) + n(t)
\]

where \( l \) is the number of paths.

Proper modeling of a received multipath signal is a task of estimating the number of paths and their amplitudes and arrival times. Measurements providing the needed parameters can be found in [Moli 04].
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Figure 2.5: Plot of the PDF (a) and CDF (b) of the received noise with $\sigma_n = 1$

Modeling the Signal-to-Noise ratio as a function of distance

The SNR is mainly affected by three factors (not considering the noise figure of the receiver):

- The transmitted power $P_{tx}$
- The distance $D$ between sender and receiver
- The noise at the receiver $P_n$

The transmitted power is constrained by regulations that limits the maximum allowed transmit power, depending on whether the device is intended for indoor or outdoor use. In the U.S. the FCC has set a power limit of -41.3 dBm EIRP. Over a bandwidth of 7.5 GHz (3.1 - 10.6 GHz) this translates into -2.8 dBm or equivalently 0.55 mW [Bene 04].

The transmitted signal suffers from a pathloss, which follows a squared relation to the distance $D$ the signal has to travel. Traditionally the frequency dependent attenuation over a multipath free channel is calculated using Friis formula [Frii 46] which is given by

$$A_{FS}(f) = \frac{(4\pi)^2 D^2 f^2}{G_T G_R c^2} \quad (2.4)$$
where $G_T$ and $G_R$ is the antenna gain of the transmitter and receiver respectively and $c$ is the speed of light. In a multipath channel the pathloss is slightly different. A general formula for the channel gain $\alpha$ is

$$
\alpha(D) = \frac{c_0}{\sqrt{D^\gamma}}
$$

(2.5)

where $\gamma$ is the pathloss exponent and $c_0$ is a constant that can be tuned according to a reference pathloss $PL_0$ at distance $D_0 = 1$ m. In the case of an ideal channel, $\gamma = 2$ and $c_0 = \frac{c^2}{(4\pi f)^2}$ if the antennas are assumed to be ideal isotropic antennas with a gain of 1. For a typical multipath NLOS channel the $\gamma$ value is higher than 2, while a typical LOS channel might have a $\gamma$ value lower than 2. Pathloss parameters for different multipath channel scenarios can be found in [Moli 04]. As an example, a residential NLOS $\gamma = 4.58$ while a LOS $\gamma = 1.79$.

The received signal power is found from

$$
P_r(D) = \alpha(D)^2 \cdot P_{tx}
$$

(2.6)

The noise at the receiver is as already mentioned white Gaussian noise. It is assumed here that the available noise power mainly resides from thermal noise in the receiver. This noise is often referred to as the noise floor, and can be calculated from the following formula:

$$
P_n = -174 \text{ dBm} + 10 \log(BW)
$$

(2.7)

Using a noise bandwidth of 10 GHz give a $P_n = -74 \text{ dBm} = 39.8 \text{ pW}$. In a 50 $\Omega$ this equals $\sqrt{50} \Omega \cdot 39.8 \text{ pW} = 44.6 \mu\text{V}_{rms}$.

The SNR can then be found from

$$
SNR = 10 \log \left( \frac{P_r(D)}{P_n} \right)
$$

(2.8)

**Peak SNR**

SNR as described in section 2.4.1 refers to the average signal power versus noise power. However, when the signal is thresholded the regular SNR term is no longer valid, as it is the instantaneous amplitude, and not the
average signal power, that is thresholded. In [Lee 02] the term peak SNR is defined as

$$SNR_p = \frac{V_{peak}^2}{\sigma_n^2}$$  \hspace{1cm} (2.9)

Normalizing the signal to its peak strength, it simplifies to

$$SNR_p = \frac{1}{\sigma_n^2}$$  \hspace{1cm} (2.10)

Because noise and signal levels, and thus the SNR, can vary from implementation to implementation, $SNR_p$ is a useful expression when performing system level performance analysis and will be used extensively throughout this thesis.

2.4.2 Thresholding

After the signal has passed the quantizer, where the signal is thresholded, the previous signal definition no longer applies. The quantized signal is represented by

$$R(t) = \begin{cases} 1 & r(t) \geq \theta_t \\ 0 & r(t) < \theta_t \end{cases}$$  \hspace{1cm} (2.11)

where $\theta_t$ is the threshold of the quantizer circuit. There are two possible sources for error in the quantized signal, namely false alarm and missed detection. A false alarm occurs if the input cross the threshold when there is no signal present, and a missed detection occurs when the threshold is not crossed even though there is a signal present.

**Probability of false alarm**

This is the probability that, at any time, the input of the quantizer is above the threshold in the presence of white gaussian noise. It can be expressed by

$$P_{fa} = P(n(t) \geq \theta_t)$$  \hspace{1cm} (2.12)

It can be rewritten to

$$P_{fa} = P(w(t) \geq \hat{\theta}_t) = 1 - cdf(\hat{\theta}, \sigma_n, 0)$$  \hspace{1cm} (2.13)
2.4. BEHAVIOR OF A QUANTIZED SIGNAL

where

\[ w(t) = \frac{n(t)}{\sigma_n} \tag{2.14} \]

and

\[ \hat{\theta} = \frac{\theta}{\sigma_n} = \theta \cdot \sqrt{\text{SNR}_p} \tag{2.15} \]

In figure 2.6 the PDF of the input signal together with the threshold is shown, with \( \hat{\theta} = 1 \). The shaded area represents the \( P_{fa} \). A plot of \( P_{fa} \) versus the normalized threshold \( \hat{\theta} \) is shown in figure 2.7.

![PDF of noise](image)

Figure 2.6: Shows the PDF of a noisy input in the absence of a signal with \( \sigma_n = 1 \) and \( \hat{\theta}_t = 1 \). The colored area represents the \( P_{fa} \)

**Probability of missed detect**

The probability of the quantizer not detecting an incoming signal is

\[ P_{md} = \text{cdf}(\hat{\theta}, \sigma_n, Stx \cdot \alpha) \tag{2.16} \]

This is illustrated in figure 2.8. As the SNR increases the PDF is pushed to the right. The \( P_{md} \) is the area of the PDF to the left of the threshold.

In figure 2.9 the \( P_{md} \) is plotted against the threshold for different SNRs.
Figure 2.7: Shows how $P_{fa}$ decrease for increasing values of $\hat{\theta}$

Figure 2.8: Shows PDFs of input signals with different SNRs. The area to the left of the threshold is the probability of the quantizer missing an incoming pulse
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Figure 2.9: $P_{\text{ind}}$ versus threshold for different SNRs, with $\hat{\theta}$ along the x-axis

**Setting the threshold**

From the results provided in the two previous section, two obvious conclusions can be drawn, namely that increasing the threshold increase the chance of missing a pulse and decrease the chance of false pulse detection. In figure 2.10 the two probabilities are plotted against one another for different SNRs. It is clear that there exist an optimal threshold value for every SNR.

**Sweeping the threshold**

As long as the range and thus SNR is unknown, setting the threshold to an optimal level prior to the reception of a pulse is not possible. Instead of setting the threshold to a preprogrammed level, the threshold can be swept over a range of interest. As we will see in the next section, this can be utilized in cooperation with an appropriate sampling scheme.

### 2.5 Samplers

If the CTQA signal is to be useful to a digital domain processing unit, it needs to be converted from the continuous domain. In this section several
Figure 2.10: \( P_{fa} \) versus \( P_{md} \). Each SNR has its optimal threshold setting, with the lowest total error rate.

samplers exploiting the properties of a CTQA signal will be described. By sampler, we will understand a device storing the CTQA signal at a discrete point in time.

### 2.5.1 Strobed sampler

The strobed sampler stores the quantized signal at a time \( t_s \) after a certain event has occurred. It is useful if monitoring an incoming signal where an event is expected to occur at a given time. In figure 2.11 the strobed sampler is implemented with a simple D-Flip-Flop as the sampler.

The strobed sampler together with the quantizer is actually a kind of single bit A/D converter. The reason for stressing the term CTQA and the strobed sampling technique instead of just staying with traditional data converter terminology is the fact that the sampling time can be realized independent of any clock domain. The delay element can for instance be realized with two inverters that in turn can be scaled to in theory any delay above the minimum gate delay. Later in this thesis a tunable delay element will be presented, where the delay can be tuned with high precision after production by applying a bias to the body of the transistors.
2.5. SAMPLERS

Figure 2.11: Implementation of strobed sampler. The sampler is implemented as a D-Flip-Flop

Delay line sampler

Just observing one discrete point in time might not look like a very efficient way of evaluating the input signal. By repeating the sampling with $t_s$ spacing between each sample, we get a sequence of samples representing the input. The sampling frequency $F_s$ of the sequence is given by $1/t_s$. Assuming an inverter gate delay of 20 ps, which is actually conservative compared to what is achievable in modern CMOS technology, we see that the sampling frequency of the sampler is $1/40 \text{ ps} = 25 \text{ GHz}$. Achieving such sampling rates with a traditional ADC would not be compatible with the constrains set by a WSN node.

The delay line sampler does face a major issue, namely that it only provides a finite length portion of the incoming signal, and not a continuous stream of digital values like regular ADCs do. This means that the delay line sampler is best suited for applications where a certain event, such as the arrival of a pulse, is expected to occur within a certain time frame. In a time-based ranging system, such as the one proposed later in this thesis, it is a good candidate. A simple version of the delay line sampler is shown

Figure 2.12: The delay line sampler

in figure 2.12. After the signal has been sampled by the delay line sampler, the signal can be read out from the samplers at an appropriate clock speed
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2.5.2 Integrating sampler

As shown in section 2.4.2, thresholding might lead to what we have called false alarms in the presence of noise. Setting the threshold at a low level increases the false alarm probability, while it decreases the missed detection probability. When the sequence of samples gathered by the delay line sampler is evaluated in the presence of a signal, it might contain false threshold crossings in addition to the deterministic threshold crossings caused by the signal. The false crossings are however spread randomly out over the entire delay line. If the measurement is repeated, and the value of the new measurement is added to the previous value, the false threshold crossings will still be spread out over the entire delay line. The signal will however appear in the same spot as in the first run, as long as the target signal has some sort of periodic behavior and the initial conditions remain the same between each run.

An implementation of the integrating sampler is shown in figure 2.13. It is similar to the delay line sampler, but the single flip-flop is exchanged with a one way counter, increasing its value if the input is high at the rising edge of the strobe. This is equivalent to a standard counter with a clock enable input.

By repeating the measurement enough times, even signals strengths below the threshold can be recovered since noise is added to the signal and helps the signal cross the threshold. The principle of letting noise help a weak periodic signal through a nonlinear system such as a quantizer is known as Stochastic Resonance (SR). Weak is here understood as referenced to a scale of some sort, which in the case of a quantizer is the threshold. SR requires
a certain amount of noise, and it requires the signal to be smaller than the threshold level.

Similar to SR is Suprathreshold Stochastic Resonance (SSR) which is introduced by Stocks in [Stoc 00]. It describes the case where the signal is not weak but SR like behavior still can be observed. It is shown in [Stoc 00] that an integrating sampler with a permanent threshold follow a binomial distribution, that is, the probability of a specific value $n$ to occur in the sampler for a given input signal $x$ is given by

$$P(n|x) = C_n^N \hat{P}^n (1 - \hat{P})^{N-n}$$ (2.17)

where $\hat{P}$ is the probability of a threshold crossing for a given input $x$ and $N$ is the number of integrations.

To further increase the throughput of the system the threshold can be swept over a range of interest. This is equivalent to the multilevel threshold system discussed in [Stoc 00], where it is concluded that at least for lower noise levels a multilevel threshold system is more efficient in terms of information throughput, than a permanent threshold system.

In [Hjor 06] simulations are performed on a swept threshold sampler and a permanent threshold sampler. Their performance is analyzed in terms of noise in recovered signal instead of information throughput, and they are compared to an ideal analog average sampler, which is a linear sampler storing the exact value of the input signal between each run. As expected it is shown that for low noise levels the swept threshold sampler outperforms the permanent threshold sampler. In addition, it is shown that as the noise approach the same level as the signal both samplers perform almost as good as the analog average sampler. From the results, we can also see how the performance of swept and permanent threshold samplers converge for higher noise levels, as noted by Stocks.
Chapter 3

Ranging

Measuring the distance between two remote nodes using nothing but RF signals is a challenging problem. In this chapter a method for solving this problem will be proposed.

3.1 Chapter overview

The first part of this chapter is devoted to some existing ranging techniques. The two major branches of wireless ranging, namely time based and signal strength based approaches, will be discussed briefly. In the second part the proposed ranging scheme is presented.

3.2 Performance quantities

The performance of a ranging technique can be measured from different quantities. Two frequently used terms are accuracy and precision. They are however often used with different meaning by different authors, so before the different ranging techniques are presented some definitions are in order:

Accuracy is the resolution, or grain size achieved by the ranging procedure. A location system split the target area into discrete spatial steps, and the size of these steps are referred to as the grain size. Lower grain size leads to higher resolution, and a location system with a given resolution can only estimate the distance to a target to the integer N times the grain size which is closest to the actual distance.
**Precision** is the probability that the estimated distance is correct. Say that a location system with a grain size of 1 meter estimates the distance to a target to be 10 meters. If the system has a precision of 99 percent, the system will estimate this distance 99 percent of the time.

When considering a ranging system for a specific application it is important that both of these factors are evaluated. In some applications accuracy might be traded in for increased precision and vice versa. Together, the performance quantities create an error in the estimated distance, defined as

\[ \varepsilon_d = |\hat{d} - d| \]  

(3.1)

where \( d \) is the actual distance and \( \hat{d} \) is the estimated distance.

### 3.3 Ranging techniques for WSN

Most ranging schemes are based on measuring one of two quantities:

- Received Signal Strength (RSS)
- Time of Flight (ToF)

In addition some schemes are based on measuring the angle of an incoming signal. This is called Angle Of Arrival (AoA). If AoA information from three or more nodes is compared, their position can be estimated. Because AoA requires either two separate antennas, or special antenna design, it is not feasible to implement it in WSN nodes. It will therefore not be discussed further here.

#### 3.3.1 Received Signal Strength

As the name indicates, RSS is based on measuring the strength of the received signal. If the strength of the transmitted signal is known, the distance can be estimated by relying on a model of the expected path loss. It requires detailed a priori knowledge about the characteristics of the channel, and is sensitive to variations in these parameters. The number of paths and the NLOS path loss for a typical office environment will not be the same as in for instance an outdoor environment. For these reasons, the RSS device has to be calibrated for a specific application.

RSS typically delivers lower spatial resolution and accuracy than time based approaches. Because it is relatively simple to implement, it is sometimes
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used as a coarse first step in acquiring the range, and a Time of Arrival (ToA) technique is used to achieve higher resolution [Gezi 05].

Range estimation based on RSS can often be performed on already existing signals, meaning no extra signals or radio front ends has to be created for ranging purposes. In traditional narrow band RF applications, such as WLAN, RSS is often implemented to indicate the quality of the received signal. With minimal additional hardware or software it can be used in range estimation.

In a WSN using UWB communication, RSS delivers little or no extra ranging capabilities over narrow band communication. Measuring the signal level of a pulse is more complicated than measuring the level of a carrier wave, due to the ultra short duration of the UWB pulses.

An example of a ranging system using RSS is the Distributed Radiolocation Hardware Core by Motorola [Taub 05]. It delivers an accuracy of 3 m and a precision of 0.5 m. Note that this system is based on narrow band signals.

3.3.2 Time of Flight

Time of Flight (ToF) based ranging schemes are based on measuring the propagation delay of a signal between two or more nodes. A fundamental part of any ToF based approach is determining the ToA of the incoming signal. If the two nodes have a common and synchronized clock, the transmitter can attach a time stamp on the transmitted signal. The receiver can then derive the ToF by subtracting the transmission time from the ToA. The distance separating the two nodes can then be found by solving

\[ d = c \cdot t_{ToF} \]  

(3.2)

where \( c \) is the speed of light, usually approximated by the speed in vacuum which is close to \( 3 \cdot 10^8 \) m/s. A challenge faced by most traditional ToA schemes is that clock jitter become a major issue. Perfect synchronized clocks are hard to realize in practice, and high precision clocks come with a certain cost. In a small WSN node where price and size are key properties, such clocks are not viable options. A solution might be to synchronize the clocks frequently. In a network consisting of many nodes, maybe in the order of thousands, this requires a central node with a precise clock for the surrounding nodes to synchronize with. In ad-hoc networks such as WSN, each node does not necessarily have a direct line of communication to the central node, meaning the information has to be passed on from node to node. In addition to adding an uncertainty to the synchronization signal, it consumes potentially large amounts of the available bandwidth and power from the individual nodes.
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Time Difference of Arrival

Time Difference Of Arrival (TDoA) is another approach to time based ranging. The major difference from traditional ToA techniques is that no clock synchronization is needed. Instead it measures time difference between two signals. As will be shown in chapter 5, measuring time differences can be done with high precision and accuracy without the need of a high precision clock.

One way of realizing a TDoA ranging scheme is to measure the ToA of two signals traveling from two reference nodes. This does however require the two reference nodes to be synchronized.

Another approach to the TDoA technique is to measure the time a signal use to travel back and forth between two nodes. This approach was first suggested by Scholtz et al. in [Lee 02]. The scheme proposed in this thesis is based on this approach.

3.4 Proposed ranging scheme

In this section a new ranging scheme is proposed. It is compatible with the goals set in the introduction of this thesis by being implementable in standard CMOS technology and offering high spatial resolution. Power consumption is also expected to be at an acceptable level. The scheme is intended to be implemented in a sensor node as a separate piece of hardware, next to already existing radio hardware. To minimize the extra cost introduced by this hardware, the size and power consumption need to be kept at a minimum.

We will start by presenting a brief overview of the concept, which we have given the name Active Echo.

3.4.1 System Concept

To ease the process of describing and evaluating of the proposed scheme, the considered network will be assumed to consist of a peer-to-peer connection between two nodes. They are prearranged in a hierarchical structure, consisting of a what we have called a main device and an echo device. The main device is the device trying to measure the separation distance.

First, consider the sketch in figure 3.1. It shows the principle of a standard radar device, where the distance to a remote object is estimated by measuring the propagation time of a pulse traveling to the object and back again.
This object is passive, in the sense that the returning pulse, called the echo, is a reflection of the transmitted pulse.

![Concept sketch of a radar system](image)

**Figure 3.1:** Concept sketch of a radar system

Now, exchange the passive object in figure 3.1 with an echo device. The result is the sketch in figure 3.2. The main device emit a request pulse, and the echo device answer by emitting an echo pulse, hence the name Active Echo. The echo device use a certain time to detect and respond to the received request, and this delay is called the turnaround time $\Delta t$. The main device measure the time $t_{\text{meas}}$ from the request pulse is emitted to the echo pulse is received. The estimated distance $\hat{d}$ can be found from the following formula

$$
\hat{d} = v\hat{t} = v \cdot \left[ \frac{t_{\text{meas}} - \Delta t}{2} \right]
$$

(3.3)

where $v$ is the speed of the traveling signal, and $\hat{t}$ is the estimated propagation delay $t_{\text{prop}}$ between the two nodes. In a realistic multipath affected channel, it is important that $\hat{t}$ is estimated from the direct path of the signal. Estimating $\hat{t}$ from a multipath component adds a positive error to the result.

![System concept of the Active Echo scheme](image)

**Figure 3.2:** System concept of the Active Echo scheme
3.5 Device design

A WSN usually consist of multiple instances of similar or equal nodes. A sensor node utilizing Active Echo for ranging therefore has to incorporate both device types, being able to act as either main or echo device depending on the situation.

Figure 3.3 show a sketch of how the physical (PHY) layer of an Active Echo capable sensor node might look. The front end contains basic analog parts such as an LNA and filter functions. Then the amplified and filtered signal is passed through a multiplexer. During normal operation the signal is simply passed on to the PHY layer hardware. If the node is suppose to act as an echo or main device the received signals are passed directly to the corresponding Active Echo hardware part.
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3.5.1 Echo device

The behavior of the echo device is fundamental to the performance of the entire system. If the echo device misses an incoming pulse, the entire ranging fails. Making the echo device too sensitive is also problematic since it makes it difficult for the device to separate the request from noise.

![Top level implementation of echo device](image)

Figure 3.4: Top level implementation of echo device. The flip-flop and delay element are standard digital building blocks, and the front end (not shown), quantizer and pulse generator can be shared with other parts of the node.

A top level sketch of how the echo device might look is shown in figure 3.4. In addition to the LNA and filter functions (not shown), the echo device consist of a quantizer, a flip-flop, a delay element and a pulse generator. The quantizer and the pulse generator can be shared with the two other hardware parts of the WSN node. The delay element represents the turnaround time of the device, which actually also serve as a constructive part of the whole scheme in the case of multipath. This will be treated later.

The flip-flop is included to ensure that the device only responds to the first detected threshold crossing. If the measurement is to be repeated, the flip-flop has to be reset before the circuit is ready again.

The device is vulnerable to false alarms, in the sense that a false alarm in the echo device leads to a missed detection of the real request pulse, and adds an error to the estimated distance. Increasing the threshold will decrease the $P_{fa}$, but will also increase the $P_{md}$. The setting of the threshold in the echo device is therefore of great importance, and affects the performance of the whole scheme.

Defining an early false pulse detection (false alarm before the arrival of a pulse) as a failure, the probability of such a failure to occur increase with time. If the device is turned on at time $t = 0$, the probability that a failure has occurred at time $t = T$ is given by [Rice 66]

$$P_{failure} = \int_0^T P(n(t) \geq \theta_t)dt = 1 - e^{-T/\lambda} \tag{3.4}$$

where $\lambda$ is the average time between successive downward and upward crossings of $n(t)$ for a given level of $\theta_t$. 

We see from equation (3.4) that the only way of lowering the failure probability is to raise the threshold. As long as the threshold in the echo device is significantly higher than $\sigma_n$, the failure probability can be kept at an acceptable level. Setting the threshold too high on the other hand limit the range of operation.

**The function of $\Delta t$**

Normally, delays are undesired and parasitic elements which we would try to avoid. In this particular application, the delay is the result of the delay introduced by the quantizer and transmitter in the echo device. To a first level approximation, this delay is a constant, and can simply be subtracted from the measured propagation delay.

There is however also another aspect of $\Delta t$, where it can be turned into a useful and constructive part of the ranging. As previously explained, radars work by detecting backscatter, i.e. pulses bouncing off nearby objects. When the main device emit a request, it will receive such backscatter, together with the echo pulse. If the delay is set long enough, the backscatter will have died before the echo pulse arrives, increasing the probability of estimating the correct arrival time. The same delay can easily be implemented in the main device to compensate for the nonlinearity introduced by $\Delta t$. Implementing the delay using delay elements of the same kind in both devices make sure that deviations in delay between the two devices caused by matching errors in the produced chips are minimized.

**3.5.2 Main device**

The purpose of the main device is to measure the time difference between the transmission time of the request pulse and the arrival time of the echo pulse. A top level implementation is shown in figure 3.5. The ranging is initiated by the control logic pulling the input to the pulse generator high, making it transmit the request. The TDMC is shown as a delay line sampler where the input to the pulse generator also serve as the strobe signal initiating the sampled sequence. A delay element is also included, which, as explained in the previous section, compensate for the turnaround time in the echo device.

**3.6 Benefits from Active Echo**

The idea of measuring range without synchronization was first introduced in the Two-Way Ranging Scheme by Scholtz et al. [Lee 02], where range is
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estimated by measuring the propagation delay of a signal traveling back and forth between two peer nodes. It share similarities with the scheme presented in this thesis, since both schemes obtain high temporal and spatial resolution without the need for synchronization.

The Two-Way Ranging Scheme relies on a complex receiver system in both the main node and what we have called the echo node, shown in figure 3.6. It works by first synchronizing with the incoming signal using template mixing and A/D conversion. Once synchronization is achieved, the parallel sampler sample the incoming signal with small offsets between each sampler and this way the effective sampling rate is increased. The echo device return the request after a specified delay. The parallel samplers are in turn used to resolve errors due to multipath, and any offset introduced by this is informed to the main device.

In Active Echo, the echo device operates only in the continuous time domain without any correlation, clocks or time and power consuming signal processing. The extra hardware needed in the echo device is minimal, if a front end with the necessary amplifier and filter functions is assumed to be present in the existing radio part. The main device requires a bit more complex hardware. Compared to the receiver topology used in the Two-Way ranging scheme though, the main device topology is obviously simpler.

In figure 3.7 a top level overview of the different parts of the Active Echo hardware is shown together with their respective time domains. Notice that the samplers are placed in a separate time domain called sequenced.
Figure 3.6: Receiver schematic of Two-Way Ranging scheme. The figure is copied from [Lee 02] and included to illustrate the complexity level of the receiver.

time. This is to illustrate that the samples are taken in sequence referred to the emission time of the request pulse, and not the clock of the device. It can be argued that the emission time of the pulse probably is correlated to the main device clock, which is true. The delay from emission time to the sampling sequence is initiated is however realized with delay elements rather than a clock signal to remove the need for high speed and high precision clocks. The resolution of the sequenced time domain is only limited by the delay through the delay elements, and as pointed out in section 2.5.1, 25 GHz is not an unrealistic figure. A CMOS chip with a clock running at such rates is hardly realistic, and even if it could be done, it would be incompatible with the constrains of a WSN node. The samplers are therefore put in a separate time domain to underline the fact that the start time of the sampled sequence is not necessarily synchronous with the clock domain of the device.

3.7 Summary

The proposed ranging scheme solves the ranging problem by implementing a dedicated hardware solution and CTQA signal processing. Two separate devices are needed; one very simple echo device, and a slightly more
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Figure 3.7: The different parts of the Active Echo hardware and their respective time domains

complicated main device. Both are based on basic digital components such as inverters and flip-flops, making them implementable in commercial and cheap processes such as CMOS. This also means low power consumption and small size, making it compatible with the target specifications.
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Active Echo architecture

In the previous chapter an overview of the proposed ranging scheme, Active Echo, was presented. The goal of this chapter is to investigate the scheme as a concept and explore different sampling strategies in the main device.

4.1 Chapter overview

Instead of beginning the analysis by diving deep into details, it might be a good idea to take one step back to get a better grasp of the challenges lying ahead. The complete system consists of a continuous signal path, from the main device, through the echo device and back to the main device again. On this path, the traveling signal face two major obstacles. First the request pulse has to trigger the echo device, making it emit an echo pulse. The returning echo then has to be received and evaluated properly by the main device. Based on the arrival time of the returning echo pulse the main device has to estimate the distance separating the two devices.

The first part of the chapter provides an example of a typical ideal channel. It is included to put some of the values and assumptions used throughout the rest of the chapter in a context.

In the following sections the performance of the two devices will be discussed. In the end of the chapter, non-ideal channel conditions will be briefly discussed.
4.2 Simulation of an AWGN channel

The simulation is carried out with the aid of the MATLAB functions presented by Benedetto et al in [Bene 04]. The considered waveform is a second derivate Gaussian pulse, generated using the function cp0201_waveform, with length 500 ps and shape factor 250 ps. This is the pulse waveform seen at the output of the antenna at the receiver, when a first derivate Gaussian pulse, often referred to as a monocycle, is generated by the transmitter and sent to the transmitting antenna.[Sche 00]

Propagation over an ideal channel is considered. This means that the channel is assumed to be multipath free. The reference pathloss $PL_0$ is set to 40 dB and the pathloss exponent $\gamma$ is 2. To estimate the $\text{SNR}_p$ of the received signal at distance $D$ we need to calculate the received signal strength and estimate the noise level.

The first step is to generate the received waveform. The amplitude of the waveform is limited by the target maximum average emitted power and the Pulse Repetition Frequency (PRF). The average emitted power is set to -30 dBm, which is taken from examples in [Bene 04]. PRF is set to 1 MHz. A plot of the resulting waveform $S_{TX}$ can be found in figure 4.1.

The next step is to estimate the $\text{SNR}_{p0}$, which is the $\text{SNR}_p$ with 1 m separation between the nodes. The signal has been attenuated by the channel gain, which is found to be

$$c_0 = 10^{(-40/20)}$$

$$\alpha(1) = \frac{c_0}{D} = 0.1$$

The received signal can then be found by

$$S_{RX1} = \alpha \cdot S_{TX}$$

The noise is assumed to be thermal noise so $\sigma_n = 44.6$ µV. A plot of the received and noisy signal at a distance of 1-20 meters is shown in figure 4.1. The $\text{SNR}_{p0}$ can be found from

$$\text{SNR}_{p0} = 10 \log \left( \frac{\text{max}(V_{RX1})^2}{\sigma_n^2} \right)$$

which in this special case is approximately 27 dB.

The $\text{SNR}_p$ is related to a distance $D$ through

$$\text{SNR}_p = \text{SNR}_{p0} + 20 \log \alpha + PL_0$$

where $\alpha$ is dependent on $D$ through equation (2.5)
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Figure 4.1: Transmitted waveform and example waveforms seen by receivers at 1-20 m. Note that the vertical scale is different on the individual plots.

Actual noise levels might vary from implementation to implementation, and the pathloss is an application specific variable depending on various conditions such as the multipath density and the type of channel (NLOS or LOS). It is therefore useful to use the $SNR_p$ as a quantity instead of actual meters, noise and signal levels. It is a generic variable and independent of application specific conditions. The values derived in this section is provided as an example. For other channel conditions and implementations a given $SNR_p$ will correspond to another separation distance.

4.3 Echo device performance

A fundamental challenge in the echo device is to make it sensitive enough to detect an incoming request within the range of interest, and robust enough to handle noise. The considered system only consist of a quantizer, a delay element and a pulse generator. The sensitivity and robustness is therefore decided by the threshold in the quantizer.

As shown in section 2.4.2 the quantized signal is vulnerable to two kinds of errors, namely false alarms and missed detections. Early false alarms is a fundamental limiter to the complete scheme, and should be kept at a minimum. The trick is to set the threshold to a level yielding a low $P_{failure}$, while keeping $P_{md}$ at an acceptable level.
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To investigate $P_{\text{failure}}$ we use equation 3.4. $T$ is swept for ranges of interest. It is assumed that $t = 0$ is equal to a separation distance of 0 m, and $t = T$ equals $(c \cdot T)$ m where $c$ is the speed of light in vacuum. $\lambda$ is harder to approximate. In [Lee 02] it is approximated by computer simulation of an AWGN vector. We rely in the values derived there as an approximation to the noise. By sweeping the the distance between the devices and

![Figure 4.2: Sweep of threshold and time](image)

the threshold $\hat{\theta}_t$ we get the plot in figure 4.2. As expected, the probability approach 1 when the threshold is lowered. Assume now that a failure rate of below 1% is desired. The question is, what is the lowest threshold setting that can be used to achieve such a goal? In figure 4.3 a zoomed version of 4.2 is shown. Setting $\hat{\theta}_t$ to 2, keeps us below 1% for ranges at least up to 20 meters.

Unfortunately, the noise is not the only limiting factor on range. Once the amplitude of the signal is lower than the threshold, the missed detection probability $P_{\text{md}}$ increase rapidly since the signal now only cross the threshold when noise added to the signal "helps" the signal across.

Because of the shape of the pulse, $P_{\text{md}}$ varies for the different parts of the pulse. For the pulse shape shown in figure 4.1 the signal will have a higher probability of crossing the threshold near the center of the pulse than in the weaker parts surrounding the center. To simplify the further analysis it is assumed that $P_{\text{md}}$ can be approximated by the peak amplitude of the pulse, using equation (2.16) By sweeping distance and threshold, the plot in figure
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Figure 4.3: Failure probability, zoomed

Figure 4.4: Probability of a pulse passing the quantizer without detection as a function of threshold and distance, plotted as actual meters to make the plot more understandable.
4.4 is produced. In figure 4.5 slices of the $P_{md}$ with $\hat{\theta}_t = [2, 3, 4]$ is shown. From the two plots we clearly see the effect of the thresholding. As the signal strength decline to below the threshold level, $P_{md}$ increase rapidly and approach 1. The figures are shown with actual meters instead of $SNR_p$ to make them easier to understand. Note that different channel conditions will lead to different results in terms of actual meters. The shape of the curve, and the relative effect of changing the threshold still applies though.

![Figure 4.5: Probability of the quantizer not detecting a pulse as a function of increased distance with $\theta_t = [2, 3, 4]$](image)

4.3.1 Delta error

Because of the shape of the pulse, the quantizer in the echo node add an uncertainty to $\Delta t$. This is illustrated in figure 4.6. The signal cross the threshold earlier for the high $SNR_p$ signal than for the low $SNR_p$ signal. In reality, the signal might cross the threshold anywhere within the positive part of the pulse. This error is hard to work around, but it can be predicted to a certain extent if some a priori knowledge on the pathloss is present.

In any case, the error is relatively small. In the pulse shape shown in figure 4.1 the positive part of the pulse (the part above DC) last roughly 150 ps. If we can assume that the threshold is crossed somewhere in the first half
of the positive part, the error made is 75 ps at tops. This translates into approximately 22.5 mm of spatial resolution.

![Figure 4.6: Shows how the delta error is manifested for high and low SNR \( p \)s. The arrows indicate the time of the threshold crossing.](image)

### 4.4 Sampler strategies in Main Device

In this section different sampler strategies are analyzed, and their potential performance in the Active Echo scheme is evaluated. To simplify the discussions it is assumed that the echo device is ideal in the sense that early false alarm errors not is considered. Missed detections will however be taken into account.

The samplers themselves are not described in detail in this section. More detailed descriptions of the samplers can be found in chapter 2.

#### 4.4.1 Delay line sampler

The output of the delay line sampler is represented by a vector \( v \). Each index of \( v \) represent the output of a sampler in the delay line, where \( v_0 \) is the first and \( v_L \) is the last sampler of a delay line of length \( L \). Each index \( i \) of \( v \) can hold a value of either 0 or 1.

The vector \( v \) hold a sequenced "image" of the state of the quantizer from time \( t = t_{\text{start}} \) to \( t = t_{\text{start}} + t_s \cdot L \), where \( t_{\text{start}} \) is the strobe signal from the control logic trigging the sampling. The resolution of this image is decided by the delay \( t_s \) between each sample, and is actually the spatial resolution of the ranging.

To estimate the arrival time of the pulse, the sampled signal is analyzed. The easiest way of realizing this is to locate the first threshold crossing by searching \( v \) for the first 1. Clearly this introduce an extra probability of failure, since noise energy could make the signal cross the threshold in the main device, just as in the echo device. Since the signal now is stored as a
sequence of discrete time samples, we can estimate the probability of a sampler holding a 1 by \((2.13)\). In the echo node, the noise is a continuous signal and the failure probability therefore has to be treated as threshold crossings of a continuous process. However, when the signal has been stored in \(v\), each index of \(v\) can be treated as uncorrelated stochastic variables. The probability of an early false alarm in the main device is the probability that at least one of the samplers \(v_0...v_{\text{TOA}}\) has the value 1, where \(i_{\text{TOA}}\) is the index of the sampler corresponding to the arrival time of the echo pulse, found by \(i_{\text{TOA}} = \frac{D}{c} \cdot 2\) assuming the delay introduced by the slave (\(\Delta t\)) has been removed by an initial delay. The false alarm probability \(P_{\text{famain}}\) can be found through

\[
P_{\text{famain}} = 1 - \left(1 - \hat{P}_n\right)^{i_{\text{TOA}}+1}
\]

where \(\hat{P}_n\) is the probability of a threshold crossing in the noise only part of the signal. Increasing the distance result in increased \(P_{\text{famain}}\), since increased distance means increased \(i_{\text{TOA}}\). The input to the quantizer will of course be noisy, meaning the threshold has to be set somewhere above the noise floor. Like in the echo device, the \(P_{\text{md}}\) increase rapidly for signal strengths below the threshold.

### 4.4.2 Integrating sampler

The integrating sampler, as described in section 2.5.2, works by repeating the measurement \(N\) times and integrating the result between each run. The threshold in the main node can be set permanently to 0, while the threshold in the echo node is set permanently to an appropriate value, keeping the failure probability below a desired value. The result can now be evaluated by comparing the set of \(N\) runs.

Although the missed detection probability increase rapidly as the distance between the two devices is increased and the signal strength decays to levels below the threshold, the probability of a threshold crossing is always higher where there is a pulse present, than in the case of a noise only signal. As long as the distance between the devices has remained the same it can be assumed that the echo pulse appear at the same time for all \(N\) integrations.

In the delay line sampler, the value of a sample is limited to 0 or 1. In the integrating sampler, the value is an integer between 0 and \(N\). Each sample is a binomially distributed variable, which means that the mean value is given by

\[
\mu_{v_i} = N \hat{P}_i
\]
and the standard deviation is

\[ \sigma_{v_i} = \sqrt{N\hat{P}_i(1 - \hat{P}_i)} \]  

(4.8)

where \( \hat{P}_i \) is the probability of a threshold crossing in sampler \( i \).

In the noise only part of the input (the part before and after a pulse arrives), this probability is \( \hat{P}_n = 0.5 \) as long as the threshold is 0 (DC).

For the portion of the input with deterministic threshold crossings caused by a pulse, the probability is a function of signal level, the threshold in the echo device \( \theta_{ED} \) and the noise.

Since the signal is evaluated over the entire timespan of the received pulse in the main device, the missed detection probability \( P_{md_{main}}(i) \) is a function of the input pulse shape, meaning the different parts of the pulse have different probabilities of crossing the threshold. If we sample the pulse waveform, it can be estimated by equation (2.16) for each of the samples.

It is now possible to estimate the probability of a threshold crossing in the quantizer. In the presence of a pulse it can be approximated by

\[ \hat{P}_s(i) = [(1 - P_{md_{echo}}) \cdot (1 - P_{md_{main}}(i))] + \hat{P}_n \cdot P_{md_{echo}} \]  

(4.9)

where \( P_{md_{echo}} \) is the missed detection probability in the echo device.

Assume that a pulse arrives at the time \( t = t_a \) and has the duration \( t_m \). The threshold crossing probability is then

\[ P_{tc}(t) = \begin{cases} P_s(t) & t_a > t > t_a + t_m \\ 0.5 & \text{otherwise} \end{cases} \]  

(4.10)

It was shown in \[\text{Hjor} 06\] that for noisy signals, the permanent threshold sampler behave almost as good as an analog average sampler. When the signal is sampled \( N \) times, the noise is therefore reduced by approximately \( \sqrt{N} \). The output of the integrating sampler can be viewed as a recovered version of the signal at the input of the quantizer. The \( SNR_p \) of the recovered signal can be found through

\[ SNR_{p\text{,recovered}} \approx \frac{V_p^2}{(\sigma_n/\sqrt{N})^2} = \frac{N \cdot \hat{P}_s^2}{\hat{P}_n(1 - \hat{P}_n)} \]  

(4.11)

Note that this only is correct for cases where the noise is close to or higher than the signal. In these cases SSR effects are present, maximizing the amount of signal passed through the quantizer. In a case where the signal is much stronger than the noise the sampler will clip, resulting in lower \( SNR_p \). When the noise approach zero each sampler will act like a 1 bit ADC, and the integrating sampler act like the delay line sampler \[\text{Stoc} 00\].
To illustrate how the output of the integrating sampler might look, the output of each sampler can be represented by its corresponding PDF. By plotting all PDFs next to each other along the x-axis and coding the different values of the PDF in different shades of gray result in a so-called grey-map. Higher values result in darker shades and lower values result in lighter shades. In figure 4.7 a gray-plot of a section of $v$ with $SNR_p = 7 \text{ dB}(10 \text{ m})$ and $\theta_{ED} = 2$ is shown. To illustrate the point of the grey-map, the mean value of each sampler is plotted with a solid red line on top of the grey-map. The standard deviation is shown with stapled lines. The number of runs $N$ in this particular plot is 100.

![Figure 4.7: Example of a gray-map of the sampler states with $SNR_p = 7 \text{ dB}(10 \text{ m})$. The mean value for each sampler is shown with a solid red line and the standard deviation is shown with a stapled line. $\theta_{ED}$ is set to two.](image)

To see how the number of integrations affect the signal quality, a recovered version of a signal with $SNR_p = 3.5 \text{ dB}(15 \text{ m})$ is shown in figure 4.8, with N set to 100, 1000 and 10000. By visually inspecting the plots it is obvious that the increased number of integrations has made the pulse more distinct.

To illustrate how the clipping behavior of the sampler for high $SNR_p$ will look, a grey-map for an $SNR_p = 17.5 \text{ dB}(3 \text{ m})$ is shown in figure 4.9. The five samplers closest to the center of the pulse reach their maximum values and consequently clip the input signal.
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Figure 4.8: Grey-maps of the sampler states for a received signal with $\text{SNR}_p = 3.5 \text{ dB}(15 \text{ m})$

Figure 4.9: Grey-map showing the output of a clipping sampler with input $\text{SNR}_p = 17.5 \text{ dB}(3 \text{ m})$
4.4.3 Swept threshold

Finding an analytical expression for the swept threshold sampler is tricky. The performance for different noise and signal conditions has been thoroughly analyzed by Stocks in [Stoc 00], and we will rely on the results from his work here.

Consider the plots in figure 4.10, which has been copied from [Stoc 00]. In each plot the threshold is swept over the area ±1, and the input signal is a random and uniformly distributed signal between limits ±L. The Y-axis represent the amount of information transmitted through the system in bits. Although this might not be directly relevant to the Active Echo scheme, it reveals important information on how the swept threshold perform compared to the simpler permanent threshold.

Figure 4.10(a) show the case where \( L \leq 1 \), meaning the threshold is swept over a larger area than the signal level, and figure 4.10(b) show the case where \( L \geq 1 \), meaning the threshold is swept over a smaller area than the signal level. The two plots show the importance of appropriate threshold setting. Setting the sweeping area of the threshold too large could in the worst case lead to complete loss of the incoming signal, while for small sweeping areas the performance is similar to the permanent threshold.

An important observation that can be made from figure 4.10(b) is that as \( \sigma_n \) approach 1, the swept threshold deliver no extra performance over the permanent threshold (where \( L \rightarrow \infty \)). For \( \sigma_n = 0.6 \) and above the two schemes perform equally well. In our convention this corresponds to an \( SNR_p \) of approximately 4.4 dB.
4.4.4 Adaptive thresholding

In the previous section we saw how threshold sweeping can lead to more accurate signal reconstruction for SNR$p$s higher than approximately 4.4 dB. Initially, it might not be obvious what Active Echo can benefit from this, since it is accurate time information and not amplitude information we are after.

There is however an aspect that has yet to be considered. Setting thresholds can be a tricky business, and the echo node in particular relies on accurate threshold setting to obtain optimal performance. The internal noise level will vary between implementations, making it hard to predict. In addition comes noise from external sources. This calls for a more adaptive threshold scheme.

As long as the noise can be assumed to follow a predictable distribution, such as for instance Gaussian noise, the output of a quantizer is predictable for noise only signals. By sweeping the threshold and at the same time monitoring the output of the quantizer by for instance sampling it in a delay line sampler, it should be possible to simply stop the sweep when the output of the quantizer satisfy a certain criteria. An example of such a criteria could be that a desired value is achieved in the delay line, corresponding to the desired probability distribution. For instance if the signal is observed for X occurrences, and the threshold is set somewhere close to $2 \cdot \sigma_n$, approximately 3% of the occurrence should be 1, and the rest should be 0.

4.5 Estimating the ToF

The Time of Flight between the two nodes is estimated by searching $v$ for the correct index $i_{TOA}$. The ToF is the difference between $i_{TOA}$ and the index representing the transmission time of the request pulse multiplied with $t_s$. If $\Delta t$ is compensated for by an initial delay, the ToF can be found through $\frac{i_{TOA} - t}{t_s}$ since the sampling sequence was initiated at the time of transmission.

There are several possible ways of finding $i_{TOA}$. We will discuss two possibilities here, and they are:

- Thresholding
- Max Selection
4.5.1 Thresholding

Thresholding means that the content of \( v \) is compared to a threshold. Comparing \( v \) to a predefined and permanent threshold is the simplest and least complex algorithm, because it can be completed in linear time. \( v \) is searched serially until the threshold is crossed, and requires at most \( L \) operations, where one operation is defined as comparing \( v_i \) to the threshold and \( L \) is the length of the delay line. The drawback is that it requires the setting of a threshold which can be non trivial.

To increase the robustness of the threshold crossing algorithm, a threshold crossing can be verified by comparing the value of the chosen sample to its neighbors. By knowing the expected pulse shape and width, the surrounding samples should be within some threshold, either above or below the current sample. It is fair to assume that the first threshold crossing of a pulse happens either at the rising edge, or at the peak of the pulse, so as long as the sampling rate is high enough to capture at least two samples within the positive part of the pulse, this should be detectable. If this verification process does not fulfill a given criteria, the search is continued. This verification adds some complexity to the algorithm.

It is also possible to implement an adaptive threshold scheme. It has a higher complexity than a permanent threshold scheme, but is more robust and flexible. The difference between a permanent threshold and an adaptive threshold scheme, is that the adaptive threshold scheme contain some sort of feedback, adjusting the threshold according the output of the decision logic. The threshold can be adjusted linearly, like in a swept threshold sampler, starting either with a high or low threshold, and then adjust the threshold up or down until the output conform to a given criteria. The flexibility of an adaptive threshold scheme make it particularly fitting for a network with high mobility. Continuously adapting the threshold to the state of the samplers could compensate for varying distances between the nodes.

4.5.2 Max selection

Instead of comparing \( v \) with a predefined threshold, the algorithm can select the sampler with the highest value. This requires the algorithm to search through the entire \( v \). It is simple to implement and complete in linear time, just like the thresholding scheme. In contrast to the thresholding scheme though, no threshold has to be set prior to the ranging. It can also be extended with verification similar to the thresholding algorithm, examining the neighbors to see if they follow some predefined criteria.
If the input signal is noisy, and a sufficiently high number of integrations is used in the sampler, the maximum of recovered signal should be the center of the returned pulse. Knowing this, it should ideally be possible to obtain a precision of $\pm 0.5 \cdot t_s$ for an accuracy of $t_s$, since the worst case sampling time is when the peak of the pulse appear exactly in the middle of two samples. When the input signal has a high $SNR_p$, the recovered signal might clip resulting in multiple samplers reaching maximum. It is possible to compensate for this by for instance choosing the middle of the clipping samplers.

4.5.3 Simulated performance

The simplicity of the Max selection algorithm make it a good candidate for the Active Echo scheme. To investigate how it performs under various noise conditions, a computer simulation is performed for different values of $N$. Note that this simulation only show how the algorithm perform within a single pulse, and not for an entire delay line. However, as long as the $SNR_p$ of the recovered signal is good enough this provides a good illustration of the overall performance.

The simulation is based on a permanent threshold sampler with $t_s = 20$ ps and $\theta_{ED} = 2$. Each simulation is averaged over 500 channel realizations, and the RMS error is calculated by

$$\sigma_t = \sqrt{\frac{\sum_{r=1}^{500} (\hat{t}_r - t)^2}{500}}$$

(4.12)

where $\hat{t}_r$ is the estimated ToF for each channel realization $r$. A plot of the simulation results can be found in figure 4.11.

Note that just observing the plot alone might lead to the assumption that an $N$ of only 10 provide of only 150 ps of RMS error for signals with negative $SNR$. It is however important to appreciate the fact that the simulation was performed for a pulse only part of a input signal. As the error begin to climb, there is an increasing chance that a sampler in the noise only part of the input is chosen by the Max selection algorithm. The plot does however illustrate the fact that with a high enough $N$ even signals with negative $SNR_p$ can be retrieved.

4.6 Regulatory considerations

The pulse shape used in the examples considered in this chapter is the second derivate Gaussian pulse. As explained earlier, this is the shape seen by
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Figure 4.11: Simulated RMS error in estimated ToF for increasing SNR and N from 10 to 10 000.

the receiver when a monocycle is sent to the transmitting antenna. In practical realizations it is however common to use higher order derivatives of the pulse because they provide a better fit to the regulatory frequency masks. The Gauss pulse and its fifteen first derivatives is shown in figure 4.12.

The shape of the incoming pulse is critical in Active Echo. If higher derivatives are used, this has to be considered in both devices. In the main device, the ToF algorithm may need to be adjusted to compensate for the different pulse shapes. This should however be doable with little extra effort. In the echo device, the impact of more complex pulse shapes is minimal for high SNR signals, since the echo device will trig on the rising edge of the first part of the pulse. For weaker signals however, the pulse shape leads to an increased delta error.

4.7 Sources of Error

Some error sources that are hard to work around, such as those bound to physical properties of the channel. Others are related to the properties of the specific implementation. In this section, some potential error sources will be identified.
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4.7.1 Signal velocity

So far, the signal has been assumed to move with the speed of light in vacuum \( c \). In air the speed is actually slightly less than \( c \), but the difference is small enough to be unnoticeable for most applications. Variables such as temperature, humidity and air pressure might also affect the speed to a certain extent. When the signal travels through a matter other than air, the speed could degrade considerably. In these cases the signal will usually also loose a lot of strength. The performance of Active Echo under such channel conditions will be further discussed in a separate section (4.8).

4.7.2 Delta error revisited

The delta error, as described in section 4.3, has the consequence that even if we can obtain perfect ToA estimation of the echo pulse in the main device, the delta error still limits the achievable precision. This is illustrated in figure 4.13. The offset can however be predicted according to the pulse shape and subtracted from the final result. If higher precision is desired, the delta error has to be estimated and added to the offset before it is subtracted. The simplest way of doing this is to simply assume that the pulse was detected at its peak value, which is usually the middle of the pulse. This does however mean that a larger error is added for shorter ranges than for longer

Figure 4.12: The gaussian pulse and its first 15 derivates. The pulse shape considered in this thesis is highlighted.
ranges, where the signal is weaker and the threshold crossing in the echo node happen closer to the center of the pulse.

![Diagram showing pulse arrivals and delta error](image)

Figure 4.13: Shows how the delta error is seen in the main device. The solid and stapled pulses illustrate the variance in arrival time caused by the delta error.

### 4.8 Performance in non-ideal channel conditions

The results from the preceding sections apply to an ideal channel. Non ideal channel conditions might lead to poorer performance, and in this section two non idealities will be introduced and their impact on the proposed scheme will be estimated.

#### 4.8.1 Multipath channels

In real life, channels are affected by multipath and objects might be blocking the direct path of the signal. The two special cases of multipath, NLOS and LOS, will be addressed in the following sections.
4.8. PERFORMANCE IN NON-IDEAL CHANNEL CONDITIONS

Line of Sight

In the case of Line of Sight (LOS), the direct path from sender to receiver is the strongest. Depending on the environment, the amount of multipath will vary. The multipath will however always arrive later than the direct path. It can therefore be assumed that the echo device is unaffected by multipath in the case of LOS. In a dense multipath environment, this assumption might not be entirely correct for weak signals. Assume for instance that a pulse is missed by the quantizer. Depending on the strength of the following multipath component, there is a possibility that this is picked up by the quantizer instead. This does however require a strong multipath component. Either way, the multipath components will have lower probabilities of triggering the quantizer in the echo device than the direct path component, meaning the error will decay with increasing \( N \) in an integrating sampler.

Non Line of Sight

Non Line of Sight (NLOS) impose a great challenge for the ranging scheme. The direct path is no longer the strongest component, and in some cases there might not even be any direct path component at all. In the case where the direct path is a weaker version of the succeeding multipath components, the multipath channel introduce a non linearity to the ranging procedure. This is the case because the direct path might be strong enough to cross the threshold in the echo node for short distances, while it is the stronger multipath component that cross the threshold for longer distances. If the direct path is completely blocked, the ranging will return a distance with a positive error added to it.

There is however some light in the tunnel here. Although direct path is the most common quantity to base distance measurements upon, it might not always be that the user want to know the distance in a straight line between the devices, but rather the actual distance one would have to move.

4.8.2 Multi-User interference

Multi User Interference (MUI) come from noise in the physical medium generated by neighboring devices. In a sensor network consisting of hundreds or even thousands of nodes, the amount of MUI is potentially devastating if not controlled. Active Echo is sensitive to MUI, and particularly the echo device need to be in a relatively quiet environment to keep \( P_{\text{failure}} \) at a minimum. Predicting or estimating MUI is challenging, and will only be briefly discussed here.
The sources of MUI in a WSN can be split into two main groups. Interference created by other nodes in the same network can be avoided by incorporating some sort of time slotting mechanism. In a decentralized and self-organized network it might also be possible for the main device to broadcast a beacon of some sort, ordering all nodes within range to stand back for a given time period while the main and echo device perform the ranging.

Interference created by devices occupying the same frequency spectrum, but without any relation to the network is however harder to work around. A common method of modeling MUI is by Standard Gaussian Approximation (SGA), where all interfering contributions are treated as Gaussian noise with uniform PSD over the frequencies of interest [Bene 04]. This means that the SGA noise is added to the receiver noise. The $\text{SNR}_p$ of a MUI affected receiver is therefore:

$$\text{SNR}_p = \frac{V_{\text{peak}}^2}{\sigma_n^2 + \sigma_{\text{mui}}^2} \quad (4.13)$$

where $\sigma_{\text{mui}}^2$ is the equivalent noise power of the MUI.

Modeling MUI this way means that the estimations done in this chapter based $\text{SNR}_p$ are still valid, as long as the $\sigma_{\text{mui}}^2$ is added to $\sigma_n^2$.

### 4.9 Summary

The simplicity of the echo device come at a cost, and to achieve an acceptable failure rate the threshold has to be set higher than the noise floor. For shorter ranges this is not an issue though, since the $\text{SNR}_p$ is high enough to ensure threshold crossings. For a typical AWGN channel, this behavior seize to exist for ranges above approximately 4 m with a threshold at approximately $2 \cdot \sigma_n$, where the scheme has to rely on the phenomenon known as Stochastic Resonance (SR). It is however shown that with a high enough $N$ even signals with negative $\text{SNR}_p$ can be retrieved and accurate timing and thus distance estimation can be achieved.

Setting thresholds is an issue, and the echo node in particular is sensitive to accurate threshold setting. Since noise levels can be unpredictable, specially if MUI is considered, it is advisable to incorporate some sort of adaptive threshold scheme. An algorithm is proposed that exploit the already existing hardware in achieving a threshold setting without the need of a priori knowledge of the noise.

As with all RF based ranging schemes, NLOS is an issue, and for extreme cases of NLOS where the direct path is either completely blocked or significantly reduced, accurate distance estimation is in practice unachievable.
For milder cases of NLOS, where the direct path is present but weaker, the proposed Max selection algorithm could locate the strongest path and wrongly assume this to be the direct path. To avoid this, verification can be used to search samplers prior to the strongest path for earlier path arrivals. This particular problem is explored in greater detail in the work by Lee and Scholtz in [Lee 02].

When choosing a sampler strategy in the main device, the choice stands between the permanent and swept threshold integrating sampler. It is hard to draw a final conclusion here based on the relatively simple estimations and analysis performed in this chapter. It is however obvious that the swept threshold provide better signal reconstruction for short range (high SNRp) signals. To a first approximation, this extra information might not seem very useful. There are however situations where this information could prove useful. In addition to the mentioned adaptive thresholding, amplitude information is important when resolving multipath errors, particularly in the weaker cases of NLOS.
Chapter 5

Circuit implementations

by Nikolaj Andersen and Håkon K. Olafsen

Body biasing of MOS transistors is an increasingly popular technique, since it allows adjustment of the speed and/or the static power consumption of the devices after production. In this chapter we will explore this technique by measurements on a ring oscillator. In addition a Time Difference Measuring Circuit utilizing the adjustable gate delay in a body biased inverter is implemented and examined.

5.1 Chapter overview

This chapter is split into main parts. First a ring oscillator consisting of inverters with tunable gate delay is presented, complete with both simulation and measurement results. The tunable gate delay is achieved through Body Bias (BB).

Secondly, a novel Time Difference Measuring Circuit (TDMC), utilizing BB to create small delay differences in parallel delay chains is presented. The primary goal of this implementation is to investigate if the scheme is viable. The achievable time resolution will also be discussed.

The implemented circuits and the content of this chapter is a cooperative work by Nikolaj Andersen and Håkon Olafsen. Both authors has contributed to the entire process, from chip layout to PCB design and measurements. The chapter is also written in cooperation, and is included in both theses.
5.2 Ring oscillator

The tapped delay line is a relatively common structure, used in for instance rake receivers [Limb 05] and radars [Hjor 06]. A delay line is a series of delay elements, usually realized with an even number of inverters. To make the delay through these delay elements tunable after production is a desirable feature in many applications, in addition to being useful as a compensation for process variations. Varying the delay through an inverter by altering for instance the supply voltage or limiting the current is feasible, but by doing this we add additional elements to the signal path and/or reduce the signal swing of the circuit. Instead of adding extra devices to the circuitry, the body of the transistor, also known as the back gate, can be biased to tune the delay through the device.

5.2.1 Introduction

A ring oscillator is a simple structure consisting of an odd number of inverters connected to each other as a ring. It is often used to characterize technologies. This is done by measuring the gate delay through the inverter used in the circuit. It is a well known and widely used circuit when measuring gate delays, and has been used since the early days of integrated circuits [Forb 73, Fang 75].

Delay through digital gates is normally described by the average gate delay \( \tau \), which is the average of the rise time \( \tau_{\text{LH}} \) and the fall time \( \tau_{\text{HL}} \) of the output. The average gate delay of the inverters in a ring oscillator can be calculated from the oscillator’s fundamental frequency by the following formula:

\[
\tau = \frac{1}{2 \cdot N \cdot f}
\]

(5.1)

where \( \tau \) is the average gate delay, \( N \) is the number of inverter stages and \( f \) is the fundamental frequency of the oscillator. Figure 5.1 shows a ring oscillator with 5 stages.

5.2.2 Motivation

The chip originally included two different TDMCs, one with analog output from an analog integrator (a capacitor), and one with purely digital outputs. Because of the high time resolution of the circuits, off chip generation of input signals with small enough time difference is a problem as the resolution is in the order of 10-20 ps. To provide the small time difference needed, inverters with programmable gate delay was included as
initial delays to the analog integration circuit. The purely digital circuit use another type of initial delay, which is described in detail in a later section. To characterize the initial delay inverters, a ring oscillator was included.

A figure illustrating the TDMC with analog integrators can be found in figure 5.2. The main idea is that when a pulse propagate through each of the delay lines, they will eventually appear at the same delay element at the same time and create a collision. The duration of the collision is stored as a charge in the capacitor. Collisions appearing frequently at the same spot are rewarded, while collisions appearing in random spot are given less weight.

To read out the voltages on the different capacitors, an analog multiplexer (figure 5.3) was implemented together with the circuit. Measurements proved that the selector circuit in the multiplexer did not work as expected, resulting in corrupted voltages at the output of the circuit. Because of limited
time, and because the second TDMC circuit has a higher potential resolution, no more efforts was put into getting more results from the circuit.

![Figure 5.3: Top level of the analog multiplexer](image)

The ring oscillator on the other hand gave promising results. Several aspects of the programmable ring oscillator are of great general interest, and in particular it is of major interest to the second TDMC presented in the last part of this chapter. The following part is devoted to the simulation and measurement results gained from this circuit.

### 5.2.3 Overview of the circuit

The implemented ring oscillator consists of 201 inverters. It is tapped through a buffer consisting of two inverters. This reduces the extra load on the ring oscillator to one extra gate and only adds a small error in gate delay estimation.

Programmability of the gate delay is achieved through BB of both the NMOS and PMOS transistors. When a positive voltage is applied to the body of a transistor, this is referred to as Forward Body Bias (FBB). When a FBB is applied to the transistor, the gate delay can be decreased due to reduced threshold voltage [Oowa 98, Nare 03]. Similarly, applying a negative voltage to the body results in what is called Reverse Body Bias (RBB). When a RBB is applied, the threshold voltage increase, and thus also the gate delay is increased [Seta 95, Kesh 01]. To separate the body of the transistor from the substrate, the chip is realized in a triple well process. This allows a deep nwell to be used together with an nwell guard ring as isolation. In figure 5.4 a cross section of an NMOS transistor in a deep nwell is shown.

The body bias terminals for the NMOS and PMOS transistors are connected to separate pads on the chip. A transistor with body terminals is sometimes referred to as a four terminal device. The fourth terminal, or the body, of the transistor can be referred to as the back gate of the transistor, because
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Figure 5.4: Sketch showing the cross section of an NMOS transistor placed in a deep nwell

it behaves similar to the front gate. A more detailed description of body biasing will be given in the following sections.

Body biasing

When applying bias to the transistor bodies, the bias can either be applied to both the NMOS and the PMOS transistors at the same time, or it can be applied to only one of the two. This depends on the intended application of the circuit, and the purpose of applying body biasing. In this circuit, the bias will be applied to both transistors at the same time in a differential manner, meaning that the PMOS bias voltage $V_{PMOS}$ equals $V_{DD} - V_{NMOS}$.

Body biasing is often used to increase the speed or to decrease the off current in digital circuits. Some implementations do both, by applying RBB when the circuit is in standby to gain the best from both. This dynamic threshold voltage concept was introduced in [Seta 95].

It also offers advantages in analog applications, such as reducing output resistance in amplifiers, and it can be used in Voltage-Controlled Oscillator (VCO)s [Wann 00]. The use of the body as an active component is sometimes referred to as active well biasing.

Body biasing can also be used to compensate for process variations, see
As already mentioned, the reduced gate delay is a result of reduced threshold voltage. The threshold is roughly proportional to the square root of the body bias through the following formula

$$V_{th} = V_{t0} + \gamma \left[ \sqrt{(V_{bb} + 2\phi)} - \sqrt{2\phi} \right]$$

(5.2)

where $\gamma$ is a technology dependent constant often referred to as the body effect constant, $\phi$ is the Fermi potential and $V_{bb}$ is the body bias voltage. Using the Shockley model [Shoc 52] as a first order approximation, the strong inversion source drain current of a transistor in the saturation region is given by

$$I_{DS} = \frac{\beta}{2} (V_{GS} - V_{th})^2$$

(5.3)

$$\beta = \frac{\mu C}{L}$$

(5.4)

It has a quadratic relationship toward the effective gate voltage $V_{GS} - V_{th}$. The Shockley model does not model the behavior in weak inversion, but the so-called EKV model proposed by Enz et al. [Buch 98], models the current in weak inversion as an exponential function of the effective threshold voltage.

When a rising voltage beginning at 0 V is applied to an inverter, the NMOS transistor start off in cut off while the PMOS is in strong inversion. As the input voltage rise, the NMOS moves through weak inversion before it enter strong inversion, and for a while both transistors are in strong inversion. After a while the threshold of the PMOS is crossed and only the NMOS remain in strong inversion, while the PMOS enter weak inversion for a while before it reach cut off. As device lengths and supply voltages decrease, the strong inversion part of the total operating area decreases. When the threshold voltage is decreased, the strong inversion part is actually increased.

As the threshold voltage is decreased, the off-state leakage current increase. This current can negate some of the delay improvement from increased on-state current in the transistors in the inverter. It will also lead to higher static power dissipation.

Due to short channel effects in modern CMOS transistors such as velocity saturation and Drain Induced Barrier Lowering (DIBL) the first order
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The Shockley model is inaccurate. In addition, when a positive bias voltage is applied to the bulk, the effective channel length is increased due to decreased depletion regions around drain and source. This can actually suppress second order effect caused by short channels, and affect the threshold voltage considerably. More accurate models for threshold voltage, taking into account DIBL have been proposed [Liu 93].

Advanced Computer Aided Design (CAD) tools such as cadence use more advanced simulation models such as the BSIM4 model [Hu 03]. They model the body effect more accurately, taking short channel effects into account. In the BSIM4 model, as in most popular transistor models, the effect of body bias is modeled as a change in threshold voltage. In reality, the back gate acts much like the front gate, and inflict on the operation of the transistor in other ways. This leads to a suspicion that the behavior of a body biased transistor may not be estimated accurately by current computer simulation tools, at least not for the purpose we intend here.

The operating area of the back gate is limited compared to the front gate because of the body-drain and body-source junction diodes. The operating voltages of integrated circuits have declined rapidly the recent years, with modern circuits operating at 1 V and below. The threshold of the junction diode is however a constant determined by the material the chip is realized in (approximately 0.65 V for silicon). This means that the relative operation area of the back gate is higher for lower supply voltages.

As the bias voltage is increased, the power consumption is expected to increase [Liu 00]. This increase can be split into two regions. For low $V_{bb}$, the current consumption comes from off-state leakage and increased parasitic capacitances due to shallower depletion regions. Once $V_{bb}$ reaches the threshold voltage of the bulk-drain and bulk-source diodes, which is approximately 0.6 volts, the power consumption will increase rapidly due to the forward biased diode current. This can also negate the delay improvement as the bulk-drain current increase and reduce the output swing of the inverter. For these reasons, the bias voltage $V_{bb}$ should be kept below 0.6 volts [Wann 00]. In [Nare 03] an optimum bias voltage of 500 mV is found using measurements in a 0.18µm CMOS process. Further increase bias voltage only results in decreased performance and rapid increase in power consumption.

5.2.4 Schematic

The inverter used in the ring oscillator is based on a standard inverter from the STM 90nm library, with a fan-out of 1. At minimum length the gate delay is simulated to be under 14 ps with a single inverter as load. Increas-
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### Gate delay

<table>
<thead>
<tr>
<th>Length</th>
<th>0 mV</th>
<th>300mV</th>
<th>500mV</th>
<th>600mV</th>
<th>700mV</th>
<th>$\sigma$ @ 0mV</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>13.68</td>
<td>12.77</td>
<td>12.58</td>
<td>12.7</td>
<td>13.04</td>
<td>0.33886</td>
</tr>
<tr>
<td>0.2</td>
<td>32.55</td>
<td>30.09</td>
<td>29.25</td>
<td>29.23</td>
<td>29.6</td>
<td>0.509</td>
</tr>
<tr>
<td>0.3</td>
<td>61.2</td>
<td>56.77</td>
<td>55.02</td>
<td>54.75</td>
<td>54.96</td>
<td>0.824</td>
</tr>
<tr>
<td>0.4</td>
<td>100.43</td>
<td>93.3</td>
<td>90.36</td>
<td>89.75</td>
<td>89.63</td>
<td>1.18618</td>
</tr>
<tr>
<td>0.5</td>
<td>151.5</td>
<td>141.1</td>
<td>136.5</td>
<td>135.3</td>
<td>134.7</td>
<td>1.61685</td>
</tr>
</tbody>
</table>

Table 5.1: Simulated gate delay for different FBB voltages and transistor lengths. All delays are in ps

### Transistor sizes used on the chip

<table>
<thead>
<tr>
<th>length</th>
<th>width</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMOS</td>
<td>0.400</td>
</tr>
<tr>
<td>PMOS</td>
<td>0.400</td>
</tr>
</tbody>
</table>

Table 5.2: Transistor sizes used on the chip

In table 5.1 simulation results for different transistor lengths and FBB voltages are shown. For all transistor lengths, the NMOS width is 0.6um and the PMOS width is 0.8um. As mentioned before, the inverters in the ringoscillator was originally designed to create inputs for a TDOA measuring circuit. Since the relative delay difference achieved in a long device is higher than for shorter devices, the implemented transistors were chosen longer than minimum. The same total delay difference could have been achieved using a higher number of shorter transistors.

In figure 5.5 delay through the implemented inverter as a function of body bias voltage is plotted, normalized to zero bias. From the plot, there are several interesting observations to be made. As expected, the delay decreases with increased bulk voltage. The decrease is not linear, it seems more like a quadratic relationship with bulk voltage. At about 0.7 volts, the decrease stops. This is also expected, because of increasing bulk drain current and leakage through the closed transistor.

There is however a major discrepancy between the results from [Nare 03] and the simulations provided here. Instead of an increase in delay after the minimum point, the simulated delay actually decrease. The most probable explanation of this is that the transistor model used in simulations does not model the behavior of the back gate correctly. Operation of the back gate of transistors in the area above the threshold voltage of the body-drain diode should in any case be avoided since it leads to excessive power dissipation.
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5.3.1 Measurement setup

The measurement setup consists of a PCB, an oscilloscope and voltage sources for biasing and power. The oscilloscope is connected to the PCB via a coaxial cable, and the power supply through BNC connectors soldered to the PCB. During early measurements, we observed higher harmonic frequencies at odd levels 3-7 times higher than the expected oscillation frequency. As it turns out, this is a quite common problem, see for instance [Sasa 82] where harmonic frequencies is observed in a 101-stage ring oscillator. The solution is to slowly ramp the supply voltage in small steps.

Figure 5.5: Simulated delay versus body bias, normalized to peak delay at zero bias

5.2.5 Layout

The layout of the circuit is fairly straightforward. As already mentioned, the NMOS transistors are placed in wells. These wells consist of a deep n-well, an n-doped layer beneath the p-doped substrate, forming the bottom of the well. The walls of the well are made of n-doped substrate, overlapping the deep n-well in the bottom to seal the well. See figure 5.6 for an illustration of the cross section of the inverter. The layout of the inverters and the complete ring oscillator circuit can be found in appendix A.
5.3.2 Introduction

The measured waveform is shown in figure 5.7. The measurements were repeated on 20 different chips. The resulting measured frequencies are plotted in figure 5.8 for all chips. Two of the chips showed a major deviation in frequency from the rest. Since the chips all come from the same wafer, the most probable explanation to this is mismatching within the wafer.

In figure 5.9, the measured average gate delay is compared to the simulated results. The two deviating chips have been removed from the collection, leaving a remaining 18 chips to average over. The two most obvious differences from simulations is the rather big difference in simulated and measured frequency, and the way the frequency actually start to decrease after reaching a maximum. This is in contrast to the simulations, where the slope flattened, before it actually decreased further.

5.3.3 Gate delay measurements

Measured gate-delay

The simulations indicated a fundamental frequency of about 25 MHz at zero biasing, while the measurements show that the real frequency is ac-
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Figure 5.7: Measured waveform at the output of the ring oscillator

Figure 5.8: Measured frequency on the y-axis and BB voltage on the NMOS transistor along the x-axis
Figure 5.9: Average gate delay for measured and simulated behavior versus BB on the NMOS transistor

tually below 15MHz. This is a 40 percent drop in frequency. The simulations were done without any extracted parasitics, so that could explain at least some of this difference. To investigate the large difference in simulated and measured gate delay, the impact of load capacitance is investigated below. The estimations are based on the first order Shockley model [Shoc 52]. These are widely used in Metal-Oxide-Semiconductor Field-Effect Transistor (MOSFET) analysis, and are used in many textbooks [West 94, John 97]. From [West 94] we get that the transition time of a CMOS inverter can be approximated as:

\[
\begin{align*}
  t_{LH}, t_{HL} &= k \cdot \frac{C_L}{\beta \cdot V_{DD}} \\
  \beta &= \frac{\mu \epsilon W}{t_{ox} L}
\end{align*}
\]

where \( \beta \) is the gain coefficient of the transistors given by:

\[
(5.5) \\
(5.6) \\
(5.7) \\
(5.8)
\]

with \( \epsilon \) being the permittivity of \( SiO_2 \), \( t_{OX} \) the thickness of the gate insulation, and \( \mu \) the electron or hole mobility in the channel of NMOS and PMOS.
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$k$ is a constant given by:

$$k = \frac{2}{1-n} \left[ n - 0.1 \frac{1}{1-n} + \frac{1}{2} \ln(19 - 20n) \right] \quad (5.9)$$

with $n = V_{th}/V_{DD}$

The period of the oscillations in the ringoscillator is the sum of rise and fall time. Adding the two result in the following equation for oscillator fundamental period:

$$t_{\text{period}} = t_{HL} + t_{LH} = \frac{C_L}{V_{DD}} \left[ \frac{k_n}{\beta_n} + \frac{k_p}{\beta_p} \right] \cdot N \quad (5.10)$$

Where $N$ is the number of inverters. For our purposes the gate delay is more interesting. The gate delay is given by the average of the rise and fall time of the inverter:

$$t_{\text{gate}} = \frac{t_{\text{period}}}{2N} \quad (5.11)$$

Rearranging equation 5.11 gives the following equation for load capacitance as a function of gate delay:

$$C_L = \frac{t_{\text{period}} V_{DD}}{2} \left[ \frac{k_n}{\beta_n} + \frac{k_p}{\beta_p} \right]^{-1} \quad (5.12)$$

Using this equation results in a mean load capacitance of approximately $21\text{fF}$.

The layout of the ringoscillator is shown in figure A.2. The circuit was laid out as one long structure, with one inverter following the next with minimal wiring between the stages. However, the feedback wire is rather long, stretching the entire length of the oscillator, and is the largest single contributor to parasitic capacitance in the complete circuit. Extracting parasitics from cadence shows that connections between the inverters add about $2.2\text{fF}$ of parasitic load, while the long feedback wire add $27.5\text{fF}$. Because the relationship between delay and load capacitance is linear, the large capacitance from the feedback wire can be split into smaller capacitors and distributed to all the inverters in the circuit. This makes the extracted values easier to compare with the measured mean value. Doing this adds only $0.14\text{fF}$ to each of the inverters, meaning the parasitic capacitance of the feedback wire adds little to the total delay.
Another major contributor to additional delay is resistance in poly and metal wiring. It is not included in the estimation of load capacitance conducted above. Extraction of parasitic resistances in cadence reveal significant amounts of parasitic resistance, particularly in the contacts between the metal wiring and the gate poly and active drain area of the preceding transistors. This is also confirmed by a closer reading of the process parameters provided by STM. According to these parameters a typical metal to polycide contact has a resistance of 17 Ω.

Noise in supply voltage due to noise generated by the oscillator when the inverters switch is also a potential error source. Because the on chip wiring and bonding wires also acts as parasitic inductors, sudden changes in current such as those generated by a switching inverter will induce a certain voltage drop, which in turn could affect the speed of the oscillation. In addition the voltage drop over the resistive elements in the on chip wiring might contribute. Adding better decoupling, both on chip and off chip, and putting more work in the supply rails wiring will reduce this problem. This effect is also known as IR-Drop [Khal 06].

**Maximum oscillator frequency**

As mentioned earlier, the frequency of the ring oscillator only increase to a certain point. In [Nare 03] this is pointed out, and an optimal, or maximum, bias voltage of 500 mV is found. Simulations with minimum length transistors in 90nm give a similar result. Simulations also indicate that longer transistors allow the FBB to be adjusted higher than for minimum length transistors. In both simulations and in [Nare 03], a maximum delay improvement of approximately 10% is found. Measurements however, show that the FBB can be even more effective, with a 25% increase in frequency at max.

In figure 5.9 the measured mean delay is plotted along with the simulated delay. When the two curves are compared (see figure 5.11 for a normalized plot) we see that the measured circuit display some interesting characteristics. The body can be tuned to over 750 mV (PMOS = 250 mV and the delay

<table>
<thead>
<tr>
<th>Parameters</th>
<th>NMOS</th>
<th>PMOS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{th}$</td>
<td>0.24</td>
<td>0.29</td>
</tr>
<tr>
<td>$V_{DD}$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>$3.9\epsilon_0$</td>
<td>$3.9\epsilon_0$</td>
</tr>
<tr>
<td>$t_{ox}$</td>
<td>16A</td>
<td>16A</td>
</tr>
<tr>
<td>$\mu$</td>
<td>500</td>
<td>180</td>
</tr>
</tbody>
</table>

Table 5.3: Transistor parameter values
still decrease. Since this is above the threshold of the bulk-source and bulk-drain diodes the power consumption is expected to increase rapidly. In figure 5.10 a plot of the measured current consumption of the chip is plotted with the NMOS bias voltage. The absolute current is not interesting here, since the $V_{DD}$ and $GND$ connections are shared by multiple circuits on the chip. It does however confirm the hypothesis that the circuits draw considerably more current when the bias reaches the diode threshold voltage.

![Figure 5.10: Current drawn by chip for different bias voltages. Notice the steep increase in current as the voltage pass the diode voltage of approximately 0.65 V](image)

**Process variations and mismatch**

An interesting parameter that can be derived from the measurements is the amount of mismatch between the individual chips. A total of 20 chips were available for measurement, and as stated earlier two of them showed a significant deviation from the rest. They have been excluded from the samples, and the standard deviation in delay in the remaining 18 chips is found. In figure 5.12 the standard deviation is shown in seconds and percent of total delay as a function of body bias voltage. In figure 5.13 a linear fit to the standard deviation is shown, together with the residue of the fit. This is to show that the deviation seem to decay linearly with body voltage. Because of the low amount of current passing through the transistors
in weak inversion compared to strong inversion, mismatching and process variations are more pronounced in weak inversion. As explained earlier in this chapter, a body biased transistor has a larger strong inversion area, and this could explain the decay in standard deviation.

The standard deviation in seconds at zero bias is approximately 1.3 ps, which is not far from the simulated value at 1.2 ps. In percent of the total delay however, the deviation is far lower in the measurements (0.76%) than in the simulations (1.18%).

From a statistical point of view, 20 samples is a low count to base a conclusion upon. The simulated standard deviation is found through monte carlo simulations of mismatch with 1000 iterations. It does however give us an indication on the mismatch between the units. We see that the simulated deviations provide a rather good estimate of the actual deviations seen in measurements.

5.3.4 The oscillator as a VCO

When examining the first part of the measured curve in figures 5.11 and 5.14, it seems to display an almost linear behavior. In VCO’s, this is often a desired property since it makes the VCO behavior predictable. In this
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Figure 5.12: Standard deviation from measured delay in seconds, based on measurements on 18 different dies.

Figure 5.13: Linear fit to standard deviation in measurements
To investigate the linearity of the oscillator, a first degree polynomial fit was performed in MATLAB. Because of the nonlinear behavior displayed at high biases, the polynomial fit is performed only on the first part of the curve. In figure 5.14 a plot of the linear fit is shown together with the residue from the fit, showing the error of the fit. It is clear that the curve is not entirely linear. The shape of the error curve indicates that a higher degree polynomial might fit the curve better. A second degree polynomial fit is shown in figure 5.15 together with its corresponding error curve. The seemingly random distribution of error indicates that the second degree polynomial is the best fit, at least for lower bias voltages. The quadratic behavior shown by the VCO is however weak, since the error in the linear fit is 1.5% at most. This weak quadratic tendency can be related to the quadratic behavior of the drain source current in the saturation region. In fine pitch processes this quadratic behavior is significantly reduced due to velocity saturation, explaining the close to linear behavior.

From around 600 mV the curve seems to take another shape, but this is as expected since it is close to the diode threshold. One would typically aim at keeping the bias voltage below this threshold in an implementation to avoid excessive power consumption.

Another important property of VCOs is phase noise. Because of time constraints, the degree of phase noise in the implemented oscillator has not been measured. Ring oscillators do however often tend to inhibit a certain amount of phase noise. Further study of the VCO properties of the body biased ring oscillator is therefore required before a conclusive description of the performance of the oscillator as a VCO can be made.

5.3.5 Summary

The measurements have provided several interesting observations. First of all, the absolute gate delay of the inverters deviates considerably from the schematics simulations. Extracting parasites from layout improve the simulation considerably, but there are still significant discrepancies between measured and simulated delay. Some of this comes from other sources than just parasitic capacitors and resistors, with IRdrop as a potential candidate. Since no special care was taken during layout regarding routing of the supply rails, it is possible that it contributes to the decreased speed of the oscillator.

As mentioned in the beginning of this section, we suspected that there might be noticeable differences between the simulated and measured behavior of the back gate. The measurements confirmed these suspicions.
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**Figure 5.14: Linear fit to measured frequency**

![Linear fit to measured data](image1)

**Figure 5.15: Second degree polynomial fit to measured frequency**

![2nd degree fit to measured data](image2)
With the effect shown in these measurements, the back gate can probably be used in several applications. It can provide weak quadratic behavior in a VCO and it has great potential as a tunable delay element.

5.4 Time Difference Measuring Circuit

There are two fundamental techniques when measuring time. The first is to measure absolute time compared to a clock and the other is to use relative time measurements. Absolute time measurements rely on synchronized clocks, which is hard to achieve when the devices are spread over some distance. GPS use absolute clocks as references and is dependent on atomic clocks with high accuracy to stay synchronized. Implementing high precision clocks in WSN nodes is not a feasible option, making them rely on imprecise in-field synchronization.

Relative time measurements are done by measuring the time difference between two or more signals. By using relative time measurement techniques, all the time critical parts can be placed in the same unit. This makes it easier to control the environment for the time measurement, and hence increase the accuracy.

The main idea with this Time Difference Measuring Circuit (TDMC) is to use a small relative delay difference in two delay elements to measure a relative time difference between two pulses. By using this relative delay difference we hope to achieve a time resolution smaller than the gate delay. The delay elements are ordered in two parallel tapped delay lines of \( N \) elements, one with normal delays and a second with slightly faster delays. The difference in delay is called \( \Delta \tau \). Detecting a time difference is done by sending the first pulse through the slow tapped line and the second pulse through the fast tapped line. After \( n \) delays the second pulse will overtake the first. By determining the number of delays \( (n) \) before this happens and knowing the \( \Delta \tau \) we can estimate the time difference \( (\tau_i) \) between the two pulses. In figure 5.16 the two delay chains are shown.

To determine where the second pulse overtakes the first we need some sort of detector. The output of the detectors is a function of the three inputs \( \tau_i \), \( \Delta \tau \) and \( n \). The output of the detectors is represented by:

\[
\text{for } n \in [0, N] \\
\quad f(n, \Delta \tau, \tau_i) = \begin{cases} 
1 & \tau_i \geq \Delta \tau \cdot n \\
0 & \tau_i < \Delta \tau \cdot n 
\end{cases}
\]
This shows that the output of the first \( n \) detectors is \( f = 1 \), while the remaining \( N - n \) is \( f = 0 \). In other words, the output is stored as a thermometer code. \( n_e \) is the thermometer output and relates to the inputs as follows:

\[
\tau_i = \Delta \tau \cdot n_e
\]  

(5.13)

By solving this, the time difference between two incoming signals can be estimated.

### 5.4.1 Motivation

In earlier literature scaling has been used to create the relative delay difference of two delay elements. [Abas 04] By doing this it is not possible to tune the circuit after production. By using Body Bias (BB) it is possible to tune and change the relative delay difference between two identically scaled devices. The possibility of tuning the delay in a delay element after production was the main motivation for creating this circuit. The goal is to investigate the achievable relative precision using this technique.

Measuring a time difference between two pulses can be used in several applications such as VCOs, to determine AoA or for ranging purposes. This chapter will treat ranging in particular.
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Achievable ranging accuracy

Ranging using Radio Frequency (RF) signals is based on the propagation of electromagnetic radiation. Electromagnetic radiation propagate with a speed close to 0.3 mm/ps in vacuum, which in terms of ranging can be considered a worst case scenario. In the TDMC presented here, the accuracy is given by the difference in delay between two delay elements. If one element is tuned 5 ps faster than another, this yields a spatial resolution of:

\[
\begin{align*}
c &= 0.3 \text{ mm/ps} \\
\Delta \tau &= c \cdot 5 \text{ ps} = 1.5 \text{ mm}
\end{align*}
\]

The achievable ranging accuracy can potentially be in the order of a few millimeters, which is a significant improvement over existing ranging systems.

5.4.2 Overview of the system

The TDMC use two parallel tapped delay lines with BB tuning as the main feature. The detector consist of one d-flip-flop with the D-input tapped from the slow delay line and the Clk-input from the faster delay line. This implements the thermometer code where the first \( n \) d-flip-flop outputs are high, see figure 5.17.

![Figure 5.17: Show the implemented TDMC with detectors.](image)

The delay chains and the d-flip-flops are the key elements in the TDMC. When the measurement is completed, the next step is to decode the thermometer code. On this chip there is no need for the information on-chip
so it is shifted into a shift register which then can be shifted out on a single pad. By sending the output from the last d-flip-flop back into the first, the thermometer code can be read with an oscilloscope. The signal will have a period equal to the number of d-flip-flops times the input clock period. The duty cycle of the signal represent the thermometer code. If the duty cycle is 50% then half the detectors have a high output.

A problem when characterising the TDMC is to create the two input pulses. Creating two pulses with a time difference in the order of picoseconds is very difficult off-chip. The solution is to create two pulses on-chip using a pulse generator circuit. The input is a single pulse, which is then split into two different pulses with a small time difference.

The complete structure for the TDMC with input and output systems is shown in figure 5.18.

![Figure 5.18: Schematic for complete circuit.](image)

### 5.4.3 Implementation

The implementation of the TDMC is focused on proving the concept using tapped delay lines and d-flip-flops as detectors. Throughout our simulations and measurements the slow tapped delay line will not be biased while the faster will be. When BB is used later it will always refer to the biasing of the faster tapped line.

The dynamics of the TDMC is the combination of $\Delta \tau$ and the number of elements in the line and the measurable time range achieved. By using two
tapped delay lines of length $N = 32$ the dynamics are good. In figure 5.18 the $S_{<0:2>}$ input to the pulse generator is to a decoder that selects one of eight different time differences. The time differences created by the pulse generator have a range of about 50 ps, see table 5.5. With this input range of $\tau_i$ the dynamics of the TDMC can be thoroughly tested. The implemented system consists of the pulse generator, two tapped delay lines with 32 elements, 32 detectors and a 32 bit shift register. The different parts will be discussed shortly.

Figure 5.19 show the timing diagram for the entire circuit. This generic timing diagram show how the inputs and output is related for a given $S_{<0:2>}$ and BB combination.

**CK** is the clock input to the shift register.

**P_in** is the pulse input to the pulse generator.

**ES** is the enable shift signal to the shift register.

**Out** is the output from the shift register.

![Timing diagram](image)

Figure 5.19: Timing diagram for the implemented TDMC test circuit.

**Pulse generator**

Creating a very small time difference between two pulses is not that easy in CMOS. One solution would be to use two tapped delay lines and then select the pulses after $M$ elements and send this into the TDMC. This would result in delay elements both creating and measuring the time difference. $M$ elements in the pulse generator would result in $N$ elements in
the TDMC. For this to be useful the two chains would have to be scaled differently or biased differently. Any error in the TDMC would be correlated and suppressed by an error in the pulse generator. Without any earlier experience with Body Biasing this seemed like a bad idea, instead a solution using RC delays is implemented. Combining buffers and varying RC delay to create the different time delays make sure the generator and TDMC are independent. This also means the pulse generator does not need any biasing reducing the number of external pads.

In the final pulse generator a long unsilicided N+ poly resistor is used in the RC delay. The capacitor is the parasitic capacitance from the resistor to the bulk. The different time delays are tapped after different lengths of this poly resistor, creating some non ideal effects. These effects come from non-linear changes in the resistor caused by temperature changes and process mismatch and the output from RC delays.

**Delay element**

The delay element is of utmost importance to the performance of the TDMC. A good delay element for the TDMC will have a small absolute standard deviation caused by mismatch. Preliminary simulations showed that smaller delay elements would yield smaller standard deviations.

In table 5.1 we see that an inverter can have a standard deviation of 0.34 ps. The standard deviation would transform directly into the ranging precision. From this we can conclude that shorter inverters are good for the precision. Since this circuit merely is a proof of concept, longer transistors are used. The minimum length of transistors would require very small time differences from the pulse generator. By lengthening the transistors and increasing the effect of the body bias the constraints on the pulse generator is reduced.

In table 5.4 simulations for different delay elements are listed. Each delay element consists of two inverters scaled as input and output stage, both listed in the table. The different delay elements have different sizes and number of fingers.

All the simulations have been performed with 0 V input to the back gate using BSIM3 model.

With all this in mind the delay element \textit{delay04wbg} was chosen to be used in our implementation. The schematic for the delay element is shown in figure 5.20.
Sizes (L · W) in µm

<table>
<thead>
<tr>
<th>Name</th>
<th>Input stage</th>
<th>Output stage</th>
<th>Monte Carlo</th>
<th>( \mu )</th>
<th>( \sigma )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>nMOS</td>
<td>pMOS</td>
<td>nMOS</td>
<td>pMOS</td>
<td></td>
</tr>
<tr>
<td>delay01</td>
<td>0.5 · 4</td>
<td>0.5 · 6</td>
<td>0.5 · 10</td>
<td>0.5 · 14</td>
<td>357.16 ps</td>
</tr>
<tr>
<td>delay01wbg</td>
<td>0.5 · 4</td>
<td>0.5 · 6</td>
<td>0.5 · 10</td>
<td>0.5 · 14</td>
<td>345.13 ps</td>
</tr>
<tr>
<td>delay04wbg</td>
<td>0.3 · 2.4</td>
<td>0.3 · 3.6</td>
<td>0.3 · 6</td>
<td>0.3 · 9</td>
<td>145.4 ps</td>
</tr>
<tr>
<td>delay04</td>
<td>0.3 · 2.4</td>
<td>0.3 · 3.6</td>
<td>0.3 · 6</td>
<td>0.3 · 9</td>
<td>156.58 ps</td>
</tr>
<tr>
<td>delay04wbghvt</td>
<td>0.3 · 2.4</td>
<td>0.3 · 3.6</td>
<td>0.3 · 6</td>
<td>0.3 · 9</td>
<td>229.96 ps</td>
</tr>
<tr>
<td>delay04hvt</td>
<td>0.3 · 2.4</td>
<td>0.3 · 3.6</td>
<td>0.3 · 6</td>
<td>0.3 · 9</td>
<td>239.53 ps</td>
</tr>
</tbody>
</table>

Table 5.4: Delay element sizes & Monte Carlo using BSIM3.

Figure 5.20: Schematic of the delay element with sizes.
D-flip-flop – the detector

The detector, a d-flip-flop in this implementation, is also a critical component. A edge triggered flip-flop is the architecture used in our implementation. It has to be edge triggered to work, since the goal is to detect the edge of the pulse. The timing is the critical property since the main goal is to accurately determine the number of delay elements before the pulses pass each other. The required setup time for the data signal should be as small as possible and controllable. If the two pulses arrive at a d-flip-flop at exactly the same time the d-flip-flop should ideally go high. Because of the setup time, this will not happen in the implemented system. The setup time for the signal will add a small negative time error to the estimate and should be corrected when estimating the time difference.

Any mismatch on the same die should also be avoided. The flip-flop architecture should be robust enough to handle mismatch, and this should be considered during the layout. This was taken lightly in this implementation and is a source of errors in measurements. Due to time limitations an existing d-flip-flop implemented by Hans Berge was used.

5.4.4 Expected results

With the main focus on body biasing combined with a proof of concept, and time limitation during production, extensive simulations were not possible. Some preliminary simulations were done on the different components and a few simulations on the entire circuit to test the maximum and minimum inputs. Based on these simulations the circuit is expected to work with all inputs as long as \( \frac{BB}{\Delta \tau} \) is large enough.

After the production more thoroughly simulations have been completed and some unexpected results were found. First the pulse generator was not tested enough and have some weaknesses found with Monte Carlo simulations. Secondly the d-flip-flop was not simulated as a detector, but it was characterised to handle a clock frequency of approximately 2.5 GHz by Hans Berge. In this section the different components are studied closer. At the end the expected achievable accuracy is discussed.

Pulse generator

Simulation results from the pulse generator schematics are seen in figure 5.21. The time difference between the pulses can be varied from approximately 125 ps to 175 ps, a variation of 50 ps. The Monte Carlo results are found in table 5.5, where the first weakness is seen. Looking at the figure
and the table we see that the generated delays are not linear. That means special consideration must be taken when evaluating the simulations and measurements. By using these simulation results as the estimated points along the x-axis the results is adjusted regarding the x-axis and more readable. This is not one hundred percent accurate, but it is a better approach than using linearly spaced points along the x-axis.

This phenomena is caused by the use of RC delay creating a ramp function. By looking at the different taps this ramp function can be compared to different time constants. The time constants will increase further down the line but the increase is not linear. The changes are smaller for larger $\tau_i$. This will increase the impact of noise on the signal and should result in an increased standard deviation in measurements for larger $\tau_i$.

The second problem with this implementation is the standard deviation found running Monte Carlo simulations. In table 5.5 a standard deviation of approximately 6 ps is observed for all the created time differences. These Monte Carlo simulations are done with 250 iterations and mismatch only. Simulations with process variations and mismatch showed a standard deviation $\sigma = 10\text{–}12$ ps, which is large compared to the accuracy we hope to measure.

![Simulation results for the pulse generator.](image)

**Figure 5.21:** Simulation results for the pulse generator.

**Delay element**

Simulation results for the used delay element can be seen in table 5.6 and figure 5.22. The table show the effect of the back gate on the average delay and the standard deviation. The results deviate from the first simulations...
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<table>
<thead>
<tr>
<th>S&lt;0:2&gt;</th>
<th>(\tau_i)</th>
<th>(\sigma)</th>
<th>(\Delta\tau_i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>000</td>
<td>126.8 ps</td>
<td>6.27 ps</td>
<td>0 ps</td>
</tr>
<tr>
<td>001</td>
<td>140.5 ps</td>
<td>6.01 ps</td>
<td>13.7 ps</td>
</tr>
<tr>
<td>010</td>
<td>151.5 ps</td>
<td>5.85 ps</td>
<td>11 ps</td>
</tr>
<tr>
<td>011</td>
<td>160.4 ps</td>
<td>5.91 ps</td>
<td>8.9 ps</td>
</tr>
<tr>
<td>100</td>
<td>166.3 ps</td>
<td>6.06 ps</td>
<td>5.9 ps</td>
</tr>
<tr>
<td>101</td>
<td>171.2 ps</td>
<td>6.00 ps</td>
<td>4.9 ps</td>
</tr>
<tr>
<td>110</td>
<td>173.3 ps</td>
<td>5.76 ps</td>
<td>2.1 ps</td>
</tr>
<tr>
<td>111</td>
<td>174.8 ps</td>
<td>5.78 ps</td>
<td>1.5 ps</td>
</tr>
</tbody>
</table>

Table 5.5: Monte Carlo simulations for the pulse generator with 250 iterations and mismatch only, using BSIM4.

In Table 5.4 since a new improved model (BSIM4) is used. The BSIM4 simulations differ from the BSIM3 simulations with lower \(\Delta\tau\) but significantly higher \(\sigma\). By sweeping BB from 0 V to 0.5 V the mean delay is reduced by 8.74% and the standard deviation by 18.65%. This shows that the mismatch will decrease when the body bias is increased, as expected. This is also shown in earlier works by Narendra et al.\[Nare 03\]

The Monte Carlo simulations used mismatch and process variations and 1000 runs on the BSIM4 model.

<table>
<thead>
<tr>
<th>BB</th>
<th>(\mu)</th>
<th>(\sigma)</th>
<th>(\Delta\tau)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0 mV</td>
<td>115.882 ps</td>
<td>5.00024 ps</td>
<td>0 ps</td>
</tr>
<tr>
<td>0.1 mV</td>
<td>112.918 ps</td>
<td>4.73094 ps</td>
<td>2.964 ps</td>
</tr>
<tr>
<td>0.2 mV</td>
<td>110.46 ps</td>
<td>4.51298 ps</td>
<td>5.422 ps</td>
</tr>
<tr>
<td>0.3 mV</td>
<td>108.433 ps</td>
<td>4.33084 ps</td>
<td>7.449 ps</td>
</tr>
<tr>
<td>0.4 mV</td>
<td>106.882 ps</td>
<td>4.1847 ps</td>
<td>9.000 ps</td>
</tr>
<tr>
<td>0.5 mV</td>
<td>105.748 ps</td>
<td>4.06785 ps</td>
<td>10.134 ps</td>
</tr>
</tbody>
</table>

Table 5.6: Monte Carlo simulations for the delay element with 1000 iterations, mismatch and process variations, using BSIM4.

As we can see in Figure 5.22 the change in delay is close to linear with back gate input. We also see that the simulations show that we could achieve an accuracy of only a few picoseconds by biasing the delay chains with about 0.1 V difference.

Grey-maps

When processing the thermometer code the number \(n_e\) is the key information. When measuring the completed circuit, noise is inevitable. The noise is expected to be white Gaussian noise. If the same measurement
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Figure 5.22: Simulation results for the delay element used in the TDMC.

is done several times, integrating over time, the result should be a PDF. The left plot in figure 5.23 is the results from the entire circuit with a BB = \( V_{\text{bulk}} = 0.1 \) V and sweeping the different input time differences. The y-axis is the number of delay elements (\( n_e \)) before the second pulse overtake the first. Values along the x-axis are the simulated delay difference between the two pulses from the pulse generator. Starting with equation 5.13 the expression for \( n_e \) can be found to be \( \frac{\tau_i}{\Delta \tau} \), and the effect of \( \tau_i \) and \( \Delta \tau \) is easily seen. Each column represents a PDF for that time difference \( \tau_i \). In this example we see that almost all the measurements are at the same \( n_e \), the black area. A few measurements indicates one more or one less \( n_e \) and are indicated by grey, white areas indicates no registered measurement. Light area equals few or none registered measurements, while darker area indicates more measurements. The complete plot is called a grey-map.

The second grey-map indicates the behaviour as a function of the BB input. From this it is possible to see how \( n_e \) behaves as a function of BB. This can be compared to the measurements of the ring oscillator and the simulations of the \( \Delta \tau \).

Complete circuit

Simulations of the entire circuit were done without Monte Carlo to reduce simulation time. This means only one data set is available for the simulation results which again make them somewhat less informative. All the eight time differences \( \tau_i \) were simulated and the BB input were stepped by 0.025 V from 0 V to 0.5 V. The result of this simulation is seen in figure 5.24, 5.25 and 5.26. In the 3D plot we see the expected tendency for the circuit.
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![Figure 5.23: Example of a grey-maps for the TDMC. Showing the PDFs for different inputs.](image)

Increasing BB, larger $\Delta \tau$, results in fewer $n_e$, as seen by the declining slope from left to right. With less than 0.1 V as the BB input all the detectors are activated and the generated $\tau_i$ is larger than the TDMC can detect resulting in buffer overflow. In figure 5.25 the effect of changing $\tau_i$ is easily seen. For all the different BB inputs increasing $\tau_i$ results in larger $n_e$ as expected. It is also possible to see the reduced accuracy when increasing BB by the declining slope. In figure 5.26 the $n_e$ behaves as expected from the simulations of the delay elements.

Figure 5.25 show that the circuit behave linearly except for the largest $\tau_i$, clearly seen for $V_{bulk} = 0.15–0.2$ V. One effect caused by the Body Biasing is increasing gate capacitance of the transistors. In figure 5.27 simulated input capacitance is plotted as a function of BB. The gate capacitance increase with increasing BB and will continue to increase until BB is approximately 0.225 V before it starts to decline. Both the tapped delay lines are buffered by an inverter as a last stage before entering the line. These inverters charge different loads, resulting in different time delays. This again means that the generated delay from the pulse generator will increase some. Simulations show that this increase is about 30 ps at the maximum BB = 0.225 V. When BB is increased past this point the capacitance is reduced and the extra time delay is also reduced. This is assumed to be the cause of the small dip found for the largest $\tau_i$, at $V_{bulk} = 0.15–0.2$ V

The gate capacitance was determined through simulations. Several delay elements was connected serially, and the input was an ideal signal generator charging the first gate through a 100 kΩ resistor. Simulating with differ-
ent BB inputs and measuring the time to reach 0.632 V on the gate gave the RC delay. Then solving $t = RC$ for $C$ give the simulated gate capacitance. The increasing gate capacitance is caused due to the reduced depletion region beneath the gate. By applying a positive BB on the bulk, the depletion regions will shrink around the source, drain and the channel beneath the gate will be shallower. Most of the gate capacitance lies between the gate through the gate oxide and channel to the bulk. A thinner channel will reduce the distance between the gate and the bulk and hence increase the capacitance. Why this effect declines after approximately 0.225 V is unknown. The BSIM4 models used for BB is already shown to be inaccurate at best, so these results should be further investigated, but are outside the scope of this thesis.

In table 5.7 three BB inputs with outputs are shown. Starting with a BB of 0.4 V ($\Delta \tau = 9.00 \text{ ps}$) the lack of accuracy is seen in $n_e$. When the $\tau_i$ increases there is almost no change in $n_e$. The first four $\tau_i$ inputs result in almost no change of $n_e$. All four should result in an increased output by one, but the change only happens twice. When the BB is reduced to 0.3 V a larger change of $n_e$ is seen. The first increase of $\tau_i$ should result in an increase of $n_e$ by two compared to the first, which we do not see. This can happen if the first two are close to the edge for the difference $\Delta \tau$ samples. The first can be towards $n_e = 6$ while the second are closer to $n_e = 9$. In measurements
Figure 5.25: Grey-map of simulations as a function of generated delay for the TDMC.
Figure 5.26: Grey-map of simulations as a function of BB for the TDMC.
5.4. TIME DIFFERENCE MEASURING CIRCUIT

Figure 5.27: The effect of BB on gate capacitance for the delay element used in the TDMC.

this would result in two grey areas in the grey-maps when noise effects the decision in either direction. The overall accuracy with 0.2 V BB seems to be around the simulated $\Delta \tau$.

With a BB of 0.2 V we see indications of even better accuracy. Here the first changes to $\tau_i$ seems to result in changes to $\eta_e$ as expected with $\Delta \tau = 5.42$ ps. Correlation between the $\Delta \tau$ and changes in $\tau_i$ are better with smaller changes to $\tau_i$ and indicates accuracy of around 5 ps!

All in all the circuit seems to perform well and should yield reasonable measurements.

<table>
<thead>
<tr>
<th>$\tau_i$</th>
<th>BB</th>
<th>0.4 V</th>
<th>0.3 V</th>
<th>0.2 V</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta \tau_i \Delta \tau$</td>
<td>9.00 ps</td>
<td>7.45 ps</td>
<td>5.42 ps</td>
</tr>
<tr>
<td>126.8 ps</td>
<td>–</td>
<td>6</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>140.5 ps</td>
<td>13.7 ps</td>
<td>7</td>
<td>8</td>
<td>12</td>
</tr>
<tr>
<td>151.5 ps</td>
<td>11 ps</td>
<td>7</td>
<td>9</td>
<td>13</td>
</tr>
<tr>
<td>160.5 ps</td>
<td>8.9 ps</td>
<td>8</td>
<td>10</td>
<td>14</td>
</tr>
<tr>
<td>166.3 ps</td>
<td>5.9 ps</td>
<td>8</td>
<td>11</td>
<td>15</td>
</tr>
<tr>
<td>171.2 ps</td>
<td>4.9 ps</td>
<td>9</td>
<td>11</td>
<td>16</td>
</tr>
</tbody>
</table>

Table 5.7: A few simulation values from the TDMC.
5.4.5 Layout considerations

Significant efforts were used to get the time critical parts to match up regarding wire lengths and parasitic capacitance. Creating the eight buffers and pass gates in the pulse generator as identical as possible meant placing them in a fix grid and using the same length of wires to connect everything together. The last stage before entering the TDMC for both pulses were identical inverters placed to minimise any parasitics.

In the TDMC tiny inverters are used when tapping the signal from the delay lines. By doing this the added capacitance is kept at a minimum trying to reduce the added delay. This also meant that the signals are buffered one more time before driving the d-flip-flop inputs. The delay elements in the delay line are symmetrical around the detector placed between them. This was done to reduce any mismatch in the circuit created by parasitics.

5.5 TDMC measurements

In this section the measurements for the TDMC are presented.

5.5.1 Measurement setup

A small Printed Circuit Board (PCB) was created so it was easy to test the circuit manually and from MATLAB using the General Purpose Interface Bus (GPIB) interface for the necessary instruments. The measurement setup consists of several voltage sources, an oscilloscope and a signal generator. The voltage sources were controlled from MATLAB together with readout from the oscilloscope making it possible to automate the measurements. By automating the measurements it was possible to do several hundred measurements on each chip so good estimates could be made.

The measurements were done with the same inputs as the simulation of the complete circuit. BB was swept from 0 V to 0.5 V for each of the eight generated time differences $\tau_i$. The measurements are conducted on eight chips with 100 measurements or more for each data point.

5.5.2 Measurements

During the initial measurements a problem with the output arose. The period of the output signal were not 160 $\mu$s as expected with an input clock of 200 kHz and the 32 bit long shift register. To separate these inconsistent measurements from the others, all measurements with a period other than
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160±1 µs are discarded. The result is a very low number of measurements for low values of BB. When a new and better signal generator were used to create the clock input to the shift register a drastic improvement was observed. Lack of clock buffering internally is suspected to be the cause. To determine how reliable the measurements are, figure 5.28 show in percent how many of the measurements gave a valid output. All the 1100 measurements for each data point is considered, and a BB of 0.2 V or higher will result in very reliable measurements. The plot show the average number of measurements obtained at a data point.

![Figure 5.28: 3D view that show the number of valid measurements from the TDMC for all inputs.](image)

Figure 5.29 show the mean measurements at each data point for all the chips. The behaviour is as expected, $n_e$ increases with larger $\tau_i$ and smaller $\Delta \tau$. When compared to the simulated results in figure 5.24, the surface of the measured results is smoother. The reason for this is the averaging of the measurements and the effect of noise on the measured $n_e$. The noise will result in small changes in the pulse ramp and cause the threshold to be crossed at slightly different times. With enough noise and two pulses passing each other between two delays the TDMC will detect different $n_e$ and the average will yield a better estimation than one measurement or the median.

To better see the difference between the simulation and the mean measure-
Figure 5.29: 3D view that show the mean measurements from the TDMC.

Figure 5.29: 3D view that show the mean measurements from the TDMC.

\[ n_{\text{diff}} = n_{e_c} - n_{e_m} \]

is plotted in figure 5.30. It clearly show that the simulation deviates more from the measurements at lower BB, and have a slight increase in difference with higher \( \tau_i \), but over all the difference is small and stable. The increase in error for lower BB is also seen in figure 5.9. The absolute difference between simulated and measured BB effect is larger for lower BB and hence results in larger difference between simulation and measurements.

In figure 5.31 the simulations, mean measurements and \( n_{\text{diff}} \) are plotted together. The measurements follow the simulations well, but detect slightly smaller \( n_e \). This can be explained by the inaccurate BB modeling of the transistor models shown by the ring oscillator measurements provided earlier. Since the biased delay elements actually behave faster in reality than predicted by simulations, the number of elements before the slower pulse is overtaken is lower in measurements.

**Process variations and noise**

We will start by looking at the deviations caused by noise in the individual chips. Since several measurements were performed on each chip, the average of all these measurements, and the corresponding standard deviation (\( \sigma \)) from this average from each of the considered chips can be found.
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Figure 5.30: 3D view that show the difference between simulations and mean measurements for the TDMC.

Figure 5.31: 3D view that show the simulations, mean measurements and the mean error for the TDMC.
The exact causes of this noise is hard to determine, but most of it probably resides from noise in the pulse generator.

In figure 5.32 the resulting standard deviation for all chips has been averaged. It looks fairly random, but it is possible to see the tendency of higher standard deviation at lower BB and higher $\tau_i$ as expected. The increased $\sigma$ for larger $\tau_i$ is caused by the reduced SNR. The increase in $\tau_i$ is smaller for higher values than for lower values, and thus the noise is more prominent. A $\sigma < 0.5\Delta \tau (n_e)$ indicates a precision of about $1\Delta \tau$ for 95\% of occurrences (a confidence interval of 95\%).

Figure 5.32: 3D view that show the average standard deviation of $n_e$ from the TDMC, showing the effect of noise.

In figure 5.33, all the measurements are considered together. This plot therefore includes process variations in addition to just noise between individual measurements. The deviation is much higher here, meaning process variations contribute considerably compared to the noise in the individual chips. The deviation is actually almost four times $\Delta \tau$. The $\tau_i$ of 166.4 ps stands out with higher $\sigma$ than its neighbors. This is caused by the fact that one chip deviates from the rest at this $\tau_i$, as explained in following section.
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Figure 5.33: 3D view that show the standard deviation of $n_e$ for all inputs from the TDMC, including process variations.

Grey-maps

Figures 5.34 and 5.36 are grey-maps of all the 1100 measurements, while figure 5.35 and 5.37 are the measurements of a single chip. Comparing the single chip with the sum of all chips it is clear that the circuit is susceptible to process variations. The single chip show unambiguous $n_e$ measurements while the sum gives much more diverse results. Looking at the grey-maps with regard to BB the same tendency is seen.

For $\tau_i$ at 166.4 ps and 171 ps it is clear that one chip deviates noticeably from the mean at each level. In figure 5.38 all chips are plotted together, and the two chips can be identified. These differences originate from the pulse generator and most likely the threshold of the buffer after the RC delay. This is the reason for the noticeable higher standard deviation at $\tau_i = 166.4$ ps for all the measurements, figure 5.33.

The average results for a single chip are found in table 5.8. With a BB of 0.2 V it starts out with a jump of 3 which fits well with $\Delta \tau$ and the change in $\tau_i$. The next changes in $\tau_i$ do not result in the expected change in $n_e$. The jump from $n_e = 11$ to $n_e = 13$ when $\tau_i$ changes with 5.9 ps also seems strange with that difference in delay. Increasing the BB to 0.3 V or 0.4 V does not change the lack of correlation between $\Delta \tau$ and $n_e$ as a function of
Figure 5.34: Grey-map of all the measurements from the TDMC as a function of generated delay.
Figure 5.35: Grey-map of a single chip as a function of generated delay.
Figure 5.36: Grey-map of all the measurements from the TDMC as a function of BB.
Figure 5.37: Grey-map of a single chip as a function of BB.
simulated \( \tau_i \).

<table>
<thead>
<tr>
<th>( \tau_i )</th>
<th>( \Delta \tau_i )</th>
<th>( \Delta \tau )</th>
</tr>
</thead>
<tbody>
<tr>
<td>126.8 ps</td>
<td>–</td>
<td>9.00 ps</td>
</tr>
<tr>
<td>140.5 ps</td>
<td>13.7 ps</td>
<td>7.45 ps</td>
</tr>
<tr>
<td>151.5 ps</td>
<td>11 ps</td>
<td>5.42 ps</td>
</tr>
<tr>
<td>160.5 ps</td>
<td>8.9 ps</td>
<td>–</td>
</tr>
<tr>
<td>166.3 ps</td>
<td>5.9 ps</td>
<td>–</td>
</tr>
<tr>
<td>171.2 ps</td>
<td>4.9 ps</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 5.8: Mean of measurements from the TDMC for an single chip.

5.5.3 Summary

The idea of using body biasing to obtain relative time difference measurements is interesting because it allows post production tuning of the circuit. This is important, first of all because it means the range and accuracy can be changed in-field, but also because it can be used to compensate for process variations.

The measurements were promising and provided important observations. The pulse generator has some issues though, so the actual performance of the circuit in terms of accuracy is hard to determine. Measurements indicate that an accuracy of 5–10 ps can be achieved. The reader should
however keep in mind that the chip was produced to provide a proof of concept, in which we have succeeded.

When we look at the grey-maps of a single chip, we see a clear tendency in the behaviour of the circuit. For low bias voltages, the circuit fails. This is hardly surprising, since is only means $\Delta \tau$ is too small to be detectable within the range of the implemented circuit. As the bias voltage is increased, the results become more interesting. In figure 5.35 we see a close to linear tendency in $n_e$ as a function of $\tau_i$ for bias voltages higher than approximately 100 mV.

As with the ring oscillator, the sample count is too low, from a statistical point of view, to base a conclusion upon. The measurements does however indicate that the circuit is vulnerable to process variations. When comparing the standard deviation between individual measurements on a single chip to the standard deviation of the total collection of samples, it is obvious that variations between the chips is prominent. A deviation of up to 4 times $\Delta \tau$ is significant, and is an issue that needs attention in a future implementation.

Obtaining precision and accuracy in the order of a few millimetres using RF signals is hard to accomplish using traditional techniques, since it means measuring time differences in the order of a few picoseconds. The circuit described here solves this without the need for high precision clocks, and is implementable in all triple well CMOS processes. Although the implemented circuit has some issues, most of these resides in the pulse generator and not in the measurement circuitry. The measurements therefore provide a solid proof of concept, but before the exact precision and accuracy achievable with this scheme can be found, there are some practical issues that needs to be solved.

One of the challenges in future realisations is how to avoid the added delay when entering the delay line. Simulations estimated this extra delay to about 30 ps, which would add 9 mm when used in ranging. One solution to this problem can be to tune both the delay lines to reduce the difference in gate capacitance. Another is to use really large buffers as the last gate before the delay line. The idea of biasing both the delay lines is an interesting thought. This will reduce the effect of mismatch on both delay lines resulting in higher precision. The extra delay due to higher gate capacitance at the first gate is reduced and it will also be possible to create a very small $\Delta \tau$. Biasing both lines should be tried in any future work. The effect of reversed (negative) body bias should also be investigated.
Chapter 6

Concluding remarks

Different techniques for measuring distances using RF signals have existed for quite some time. For a new technology to be viable it has to offer something new over the already existing technologies. In wireless sensor nodes there are several constrains that needs to be considered, and many of the more traditional approaches to the ranging problem are not suited. To achieve high resolutions without exceeding these constrains, new solutions are therefore required.

It should be obvious that the best solution is the scheme yielding the highest resolution for the lowest cost. Transmission and reception of pulses consume energy, and the extra number of transmissions needed by the ranging should be minimized. It is possible to perform range estimation on already existent signals through the use of RSS. The accuracy of this technique is however in the order of several meters. Many of the potential applications for a WSN require far better resolutions than this.

Recently, UWB technology has received considerable attention due to its high bandwidth and the possibilities it offers to short range communication and ranging. A major issue with many of the proposed ranging schemes utilizing UWB is the complex receiver structures and the synchronization requirement. Active Echo exploits the properties of UWB-IR signals to achieve very high spatial resolution using only low complexity digital components. This is important because it can be implemented in virtually any micro or nanoscale process. Converting an already implemented version to a newer and finer pitched process can be accomplished with little effort, and since the resolution is directly dependent on gate delay the extra performance comes automatically for a faster process.

Although the Active Echo scheme use dedicated pulse transmissions, they are required if high accuracy and precision is desired. It is in the end a
trade off between resolution and power consumption, and the extra trans-
missions required with Active Echo compared to RSS based approaches
are justifiable when considering an improvement in accuracy of 2 orders
of magnitude, or maybe even more. The achievable accuracy is to a first
approximation only limited by the resolution of the TDMC, and by imple-
menting this as suggested in the previous chapter with body biased delay
elements, time resolution below 10 ps is achievable. This corresponds to a
spatial accuracy of 1.5 mm!

To truly get a grasp of the achievable performance, the precision of the
ranging system has to be considered as well. The analysis revealed that
there are some potentially limiting factors on the precision. The delta er-
ror must be considered, and some sort of compensation is needed. NLOS
multipath conditions is another case requiring attention. Minor reflections
can be compensated for, while completely blocked signal paths are harder
to work around.

The initial problem in this thesis was to find a solution to the ranging prob-
lem in WSN applications. The proposed scheme solves this problem, and
should be easily implemented within the constrains of a WSN node. Com-
pared to comparable alternatives, the hardware needed in Active Echo is
minimal. Due to the limited time available with the work of this thesis, no
working prototype was produced. The preliminary and methodical anal-
ysis presented in this thesis should however provide a foundation for a
future implementation of the scheme. The proposed scheme is to our best
knowledge a novel solution for WSN nodes, with at least two orders of
magnitude of improvement in ranging precision and accuracy. All feasible
in a standard digital CMOS technology, fully scalable and requiring little
extra effort to implement.

6.1 Future work

To properly verify the proposed scheme a prototype must be implemented,
with working versions of an echo and a main device. There are some prac-
tical issues that needs to be solved first though.

A single delay line sampler spanning the entire range of the system, would
have to be rather long. Consider for instance a delay line with a resolution
of 40 ps(≈ 6.6 mm). With 1000 samplers in the delay line this corresponds
to a range of 6 m. To extend the range without requiring additional delay
elements, an initial delay can be implemented before the delay line. By
adjusting this delay, the range can be swept. The tunable delay elements
should come in handy here. This does of course require additional pulse
transmissions and receptions. The smaller circuitry gained from this must
therefore be considered against the extra cost in terms of power dissipation from pulse transmissions.

If the full potential of the scheme is to be achievable, the delta error needs to be compensated for. This means some sort of offset correction must be added to the ToF estimation algorithm. There are several thinkable ways to achieve this. If some knowledge about the channel path loss is known, the received signal strength can be coarsely approximated using the already achieved but imprecise distance estimate. This way the precision can be improved somewhat.

Relying on the expected pathloss is however not a very good solution due to the uncertainty this introduce. Using the swept threshold sampler, the received signal can be accurately reconstructed for all SNRs. Knowing this, the nodes could estimate the noise and signal levels prior to the main ranging procedure, for instance using a training sequence of some sort.

Several of the potential applications for short range and high precision ranging schemes use highly NLOS affected channels. The ToF algorithms, in particular the Max selection algorithm, needs to be extended if they are to resolve NLOS conditions.
Appendix A

Layout

This section contain the layout diagrams of the implemented circuits.

A.1 Ring Oscillator

Figure A.1 show the layout of the inverter used in the ring oscillator. Notice the N-well and the deep N-well surrounding the NMOS transistor. The ring oscillator is shown in figure A.2. Because the oscillator consist of 201 equal inverters, the mid section is left out. On top of the oscillator the output buffer can be seen.

A.2 Time Difference Measuring Circuit

Figure A.3 show the delay element used in the TDMC. Notice the deep N-well around the NMOS at the bottom and the large distance requirement between the two transistors due to this. The d-flip-flop used as a detector is seen in figure A.4. The somewhat awkward shape is from the reshaping to make it fit between two delay elements. In figure A.5 two delay elements, two inverters and a d-flip-flop are packed together to create a cell with both delay lines and the detector. This made it easy to adjust the number of elements in the tapped delay line. The RC-delays and the output buffer of the pulse generator is seen in figure A.6. The resistor runs as a snake and the different taps are visible.
Figure A.1: Layout of inverter used in the ring oscillator
Figure A.2: Complete layout of ring oscillator. To make the picture more comprehensible, the midsection of the structure has been left out since the entire ring oscillator consist of 201 equal inverters.
Figure A.3: Layout of the delay element implemented in the TDMC. The input is the left blue wire, and the right is the output. The PMOS-transistor is located at the top, while the NMOS-transistor in a p-well is located below.
Figure A.4: The d-flip-flop used as a detector. The inputs are seen as Clk and MI, and the output is cyan wire to the left of the lower half. The shape is chosen to fit between two delay elements.
Figure A.5: Two delay elements, two inverters and a d-flip-flop connected as a cell. These cells were stacked to create the delay line. The delay line inputs are on the left side, and the d-flip-flop output is the green wire running to the top.
Figure A.6: The RC-delay in the pulse generator. The output inverters and pass gates are seen at the top. The two pulses are entering this part in the two blue wires at the bottom, and the delayed pulses leave at the two inverters at the top. The signals from the decoder are entering from right at the top. The thick lines are the supply lines.
Appendix B

PCB and Measurement setup

B.1 Measurement setup

Pictures of the measurement setup of the two circuits are included in figures B.1 and B.2. The ring oscillator PCB in figure B.1 is fairly straightforward, consisting only of decoupling capacitors and inputs and outputs. The TDMC PCB in figure B.2 use push button switches and schmitt triggers as inputs to the pulse generator. Both PCBs are connected to an oscilloscope through the shown coaxial cable connector.
Figure B.1: Picture of the measurement setup for the ring oscillator
Figure B.2: Picture of the measurement setup for the TDMC
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