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1 Introduction 

1.1 Background 

In October 2021, France24 published a report accusing authorities in Madagascar of bankroll-

ing fake profiles on Facebook.com to share biased or false information for political gain. The 

report features anonymous testimonies from alleged state-sponsored ―trolls‖ describing the 

processes and goals behind these practices. For example, one woman, tasked with creating 

fake profiles and commenting on publications posted by a team leader, showed France24 

journalists a fake publication where the cook of a popular restaurant poses with the Malagasy 

president, to convey an image of closeness to the people. According to her, these operations 

are led by the Minister of Communication, who denied any wrongdoing.
1
  Besides praising 

the government, ―trolls‖ would also criticize and discredit journalists and opposition leaders.
2
 

The advent of the internet and new information and communication technologies (ICT) has 

brought significant changes in our communication processes and given rise to new societal 

issues
3
. The current digital landscape harbors growing levels of disruptive and manipulative 

communications, especially over social media platforms.
4
 Much of the literature and debate 

on the subject tends to generalize the ―widespread exploitability of information on the inter-

net‖
5 

under the epithet of ―Fake News‖ but the situation referenced above, and the deliberate 

emphasis on ―criticize and discredit‖ over other goals, mirrors a specific trend of states such 

as Ecuador,
6
 the Philippines,

7
 and Venezuela

8 
using tactics of digital disinformation as part of 

broader attacks against perceived dissenting voices.
9
 

Often, such campaigns target individual journalists, activists, and others who criticize the 

government or its affiliates.
10

 One notable example was the campaign launched against Maria 

Ressa, founder of the Filipino media outlet Rappler and co-recipient of the 2021 Nobel Peace 

                                                 
1
 France 24, “Facebook 'troll farms'.” 

2
 Id.  

3
 Bennett & Livingston, ―A Brief History,‖ 3. Bradshaw & Howard ―The Global Organization,‖ 1. 

4
 Bennett & Livingston, id.  

5
 Helm & Nasu, “Regulatory Responses”, 302. 

6
 Woolley, Monaco & Nyst, “State-sponsored trolling”, 29. 

7
 Id, 32. 

8
 Id, 41. 

9
 Id, 5. 

10
 Woolley, Monaco & Nyst, “State-sponsored trolling,” 12. 
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Prize
11

, after she reported on her government‘s misuse of social media in 2016.
12

 As in the 

Madagascar story, the attacks against Ressa occurred predominantly on Facebook.
13 

Affirm-

ing the company‘s passive awareness, Ressa denounced Facebook, Inc.
14

 as either ―negligent‖ 

or ―complicit in state-sponsored hate.‖
15

   

Ressa‘s accusation is a thorny one. It sparks an intuitive acquiescence as social media compa-

nies are being increasingly put under criticism for their response to what is viewed as harmful 

user content, often being accused of platforming hate speech and spreading disinformation. 

However the appropriate response to harmful media content is complicated by the existence 

of countervailing rights of freedom of expression.
16

   

Article 19 of the International Covenant on Civil and Political Rights (ICCPR) guarantees the 

right to hold opinions without interference
17

 and to seek, receive and impart information and 

ideas of all kinds, regardless of frontiers and through any media.
18 

The United Nations Human 

Rights Council and General Assembly stated that the freedoms people enjoy offline also apply 

online.
19

 While freedom of opinion (the right to hold opinions) is absolute, freedom of expres-

sion (the right to seek and impart information and ideas) may be restricted under certain cir-

cumstances.
20

  But under international human rights law the falsity of information alone can-

not be a legitimate ground for restrictions,
21

 as freedom of expression extends to the right to 

impart information and ideas that ―may shock, offend and disturb.‖
22

 However, the 2017 Joint 

Declaration on Freedom of Expression and ―Fake News‖, Disinformation and Propaganda 

contends that ―State actors should not make, sponsor, encourage or further disseminate state-

ments which they know or reasonably should know to be false (disinformation).‖    

                                                 
11

 The Nobel Prize, “The Nobel Peace Prize.” 
12

 Woolley, Monaco & Nyst, “State-sponsored trolling”, 32. 
13

 Id, 33.  
14

 Facebook, Inc. has changed its corporate name to “Meta” in October 2021 as part of a large rebrand cam-
paign.  For the purposes of this paper, we will refer to the company by its former name. BBC, “Facebook chang-
es.” 
15

 Woolley, Monaco & Nyst, “State-sponsored trolling”, 32. 
16

 Joseph, ―The Human Rights Responsibilities,‖ 6.  
17

 ICCPR, art. 19. 
18

 Id. 
19

 GA 68/167; UNHRC A/HRC/RES/26/13; UNHRC A/HRC/ RES/32/13; UNHRC A/HRC/32/38.    
20

 ICCPR, art. 19(3). 
21

 GC CCPR/C/GC/34, para  49.  
22

 “Joint Declaration,”  para 7. 
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Under the ICCPR, States have a duty to refrain from interfering with free speech, and com-

mandeering online information to intimidate and silence critical individuals constitutes inter-

ference.
23

 In her 2021 report on ‗Disinformation and freedom of opinion and expression‘, the 

Special Rapporteur Khan distinguishes ―state-sponsored disinformation‖ as a key concern 

which ―can emanate from State institutions directly or from proxies targeting audiences‖
24

 

and which can aim to ―[...] curb protests against and criticisms of Governments‖
25

. Bradshaw 

and Howard refer to ―cyber troops‖ as ―state-sponsored organizations tasked with conducting 

disinformation campaigns on the Internet‖
26

. Nyst and Monaco dub the phenomenon as ―state-

sponsored trolling‖
27

 Wu notes a diminished reliance on direct censorship as a means of 

speech control,
28

 in favor of new techniques such as ―trolling‖ which ―seek to humiliate, har-

ass, discourage, and even destroy targeted speakers using personal threats, embarrassment, 

and ruining of their reputations‖
29

.  

Whether instigated by States or non-State actors, ideologically or financially motivated, 

online disinformation campaigns often involve social media companies, as platforms have 

become a key medium for many people in the world to receive and impart information. While 

disinformation can be traced as far back as the invention of the printing press,
30

 the scale to 

which digital technology has enabled it to be created and disseminated is unprecedented and 

poses serious challenges to democracy and human rights.
31

 According to Benesch, Facebook 

by itself is running more human communication than any government does, or ever has.
32

   

Benesch underlines that social media companies hold ―extraordinary, transnational power and 

influence‖
33

 and ―human rights impacts of great magnitude‖
34

 and that yet they ―govern large-

ly on their own, and in secret.‖
35

 This reflects the core issue of business and human rights, 

                                                 
23

 Woolley, Monaco & Nyst, “State-sponsored trolling”, 46. 
24

UNHRC A/HRC/47/25, para 47. 
25

 Id, para 49. 
26

 Bradshaw & Howard ―The Global Organization,‖1. 
27

 Wolley, Monaco & Nyst, ―State-sponsored trolling,‖ 1. 
28

 Wu, ―First Amendment,‖ 558. 
29

 Id, 560. 
30

 Politico, ―The Long and Brutal History.‖  
31

 UNHRC A/HRC/47/25, para. 2. 
32

 Benesch, “But Facebook’s,” 86. 
33

 Id, 92.  
34

 Ibid. 
35

 Ibid. 
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which Biltchiz dubs ―the problem of corporate human rights obligations.‖
36

 The quest for fill-

ing the ―accountability gap‖ of business-related human rights abuses has led to many regula-

tory initiatives, both in soft and hard law, most predominant of which being the ―Protect, Re-

spect, Remedy‖ framework of the U.N. Guiding Principles on Business and Human Rights 

(UNGP).  

The UNGPs provide the principal international instrument defining the basic norms of re-

sponsible corporate behavior. They assign to corporations a responsibility to respect human 

rights,
37

 primarily those rights enshrined in the International Bill of Rights and the Interna-

tional Labor Organization‘s (ILO) Declaration on Fundamental Principles and Rights at 

Work, including article 19 ICCPR. The UNGPs indicate that companies ought to avoid in-

fringing on those rights and address adverse human rights impacts with which they are in-

volved.
38

 A crucial means of fulfilling these responsibilities is the conduct of ―human rights 

due diligence‖ (HRDD).
39

  

The responsibility to respect constitutes a social expectation rather than a legal duty, the 

UNGP themselves falling under the category of ―soft‖ rather ―hard law.‖ Under this frame-

work, corporations lack any binding positive obligations in relation to human rights, as can be 

seen through the deliberate use of ―responsibility‖ rather than ―obligation.‖
40

 Deva deplores 

this approach as a ―regressive step‖
41

 which ―unduly narrowed down the scope of corporate 

obligations.‖
42

 In his view, companies should in certain situations have independent obliga-

tions such as the ‗protect‘ and ‗fulfill‘ types of duties along with states.
43

 Bilchitz criticizes 

the UNGPs as inadequate and unduly restrictive, arguing that the normative foundations of 

key international human rights instruments do incur legally binding and wider obligations on 

corporations.
44

 Recently, domestic measures introduced in various States address this issue, 

with countries such as France,
45

 Germany
46

 and Norway
47

 adopting mandatory human rights 

                                                 
36

 Biltchiz, “Putting Flesh on the Bone,” 2. 
37

 OHCHR HR/PUB/11/04, Principle 11 & commentary. 
38

 Id. 
39

 OHCHR HR/PUB/11/04, Principle 1. 
40

 UNHRC A/HRC/14/27. 
41

 Deva, Regulating Corporate, 109. 
42

 Id, 110. 
43

 Ibid. 
44

 Biltchiz, “A chasm between,” 108. 
45 Herbert Smith Freehills, “Respecting Human Rights.” 
46

 Herbert Smith Freehills, “Hurdles on the Journey.” 
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due diligence laws, while a proposed EU-wide mandatory due diligence framework
48

 is being 

negotiated. Another relevant initiative is the ongoing negotiation process for a ―Legally Bind-

ing Instrument to Regulate, in International Human Rights Law, the Activities of Transna-

tional Corporations and Other Business Enterprises‖
49

 at the UN level, though consensus has 

yet to be reached.  

Social media companies play a major role in the critical challenges generated by disruptive 

user content such as disinformation, and their efforts to address the issue have been deemed 

inadequate and detrimental to human rights
50

. In her aforementioned report, Khan called for a 

recalibration of State responses to disinformation along with a review of the business models 

of digital platforms. 
51

  

1.2 Objective and Scope 

This project aims to contribute to the academic debate on the scope and ambit of the corporate 

responsibility to respect human rights, focusing on the harm generated through social media 

platforms to the right to freedom of expression as enshrined in article 19 ICCPR. To a lesser 

extent, the research purports to assess how well suited the UNGPs are as a framework to 

guide corporate responses to challenges to the digital right to freedom of expression. To 

achieve this, the research will undertake a normative-empirical analysis on the nature and 

scope of Facebook, Inc.‘s corporate responsibilities regarding the right to freedom of expres-

sion and the information content published on its Facebook platform.  

The research will analyze the issue of state-sponsored digital disinformation in Madagascar 

(the Madagascar case) through a business and human rights (BHR) approach. Whereas some 

authors encompass the concepts of ―disinformation‖ and ―misinformation‖ under the term of 

―fake news‖
52

, Nuñez underlines the importance of distinguishing between the three terms to 

address their unique specific threats.
53

 For the purposes of this research, we will refer to the 

Wardle and Derakhshan classification of types of information disorders
54

 to distinguish be-

                                                                                                                                                         
47

 LOV-2021-06-18-99.  
48

 Herbert Smith Freehills, ―EU Mandatory Human Rights.‖ 
49

 UNHRC A/HRC/RES/26/9, 2-3. 
50

 Id, para. 3. 
51

 Id, para. 5. 
52

 Helm & Nasu, “Regulatory Responses”, 302. 
53

 Nuñez, “Disinformation Legislation ”, 785. 
54

 Wardle & Derakhshan, “Information Disorder.” 
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tween misinformation (when false information is shared, but no harm is meant), disinfor-

mation (when false information is knowingly shared to cause harm) and malinformation 

(when genuine information is shared to cause harm). The research will focus on ―disinfor-

mation‖ understood as the subset of misinformation that is knowingly propagated. 

1.3 Relevance and Justification 

Disinformation has been studied from the perspectives of the media, technology, or politics,
55

 

but viewing it through a BSR approach to freedom of expression enables unique insights and 

relevance.  

Disinformation in the digital era is so pervasive that Livingston and Bennett shortcut to speak-

ing of the ―Disinformation Age‖ as governments spend significant resources to manipulate the 

public debate via social media.
56

 In this regard, Wu notes the end of the ―scarcity of infor-

mation‖ era under which censorship was the main threat to free speech and the advancement 

in its stead of a new paradigm where information is plentiful and may be used to attack and 

silence as much as it is used to illuminate or debate.‖
57

 Wu argues that in the 21st century, 

danger comes less from directly suppressive states and more from states that ―targets listeners 

or undermines speakers indirectly‖ by weaponing speech itself.
58

 

Under this new paradigm of threats to free speech, social media companies often appear as a 

key actor. These companies face critical human rights dilemmas: combating what is viewed as 

harmful content risks silencing speech that, under international law, should be permitted.
59

 

Moreover, social media platforms do not constitute an empty page on which every internet 

user has an equal right to write, but rather they manipulate the dissemination of information 

according to commercial imperatives, prioritizing high engagement through often controver-

sial material.
60

  

Facebook‘s surveillance-based model, in particular, has been subjected to scrutiny after whis-

tle-blower Frances Haugen leaked internal documents showing the company‘s profit oriented 

                                                 
55

 Nunez studied disinformation as a distortion to the “marketplace of ideas”. Wu studied disinformation as 
weaponized speech.  
56

 Bradshaw & Howard, ―Troops, Trolls and Troublemakers‖; see also Bradshaw & and Howard, ―Challenging 

Truth and Trust‖. 
57

 Wu, "Is the First Amendment", 558. 
58

 Ibid. 
59

 UNOHCHR, ―Moderating online content.‖ 
60

 Woolley, Monaco & Nyst, ―State-sponsored trolling,‖ 48. 
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management of the real-world harm it causes.
61

 The company‘s subsequent rebrand to Meta 

has been surmised as an effort to distance the brand from these revelations. In March 2021, 

eight months before the Facebook Papers, Facebook released a Corporate Human Rights Poli-

cy for the first time in its history. Although a necessary step, the initiative has been met with 

skepticism in the wake of the company‘s past and ongoing failures in safeguarding data, re-

specting free expression, and protecting vulnerable users. Moreover, the policy seems to raise 

more questions than answers about how Facebook will integrate human rights considerations 

into its day-to-day operations. 

At the same time, the conversation around due diligence often centers around labor rights, 

environmental and climate change impact assessments, with few studies applying it to ―regu-

lar human rights‖ and fewer even to a free speech perspective. An approaching endeavor 

would be Benesch‘s article proposing international human rights law as a framework for so-

cial media companies to regulate speech and be held accountable,
62

 though the article does not 

offer a significant focus on the responsibility to respect.  Thus this project offers the oppor-

tunity to interpret a specific human rights concept under a new context.
63

  

1.4 Research Questions 

This project undertakes to address Ressa‘s accusation: has Facebook been negligent, or is it 

complicit? This research will transpose the question to the Madagascar case and rephrase it as 

such: to what extent is Facebook, Inc. responsible for harms to the right to freedom of expres-

sion caused by state-led disinformation campaigns deployed on their Facebook platform in 

Madagascar?  

The main question will be divided into three sub-questions: What are Facebook‘s responsibili-

ties regarding freedom of expression and its information content? What measures has the 

company taken to address its involvement in these impacts? What additional measures, if any, 

should the company take in the context of the case? This research will endeavor to as accu-

rately as possible situate Facebook on a responsibility scale going from not responsible to 

complicit, and derive valuable insights on the human rights responsibilities of corporations 

operating digital platforms. 

                                                 
61

 AP News, “People or Profit.” 
62

 Benesch, “But Facebook’s,” 91. 
63

 Andreassen & Vihn, “Business’ Duties,” 1. 



8 

 

1.5 Methodology and Sources 

The research is designed as a normative-empirical analysis. The research question will be 

answered within the context of the Madagascar situation taken as a case study. Although case 

studies are a well-used method in human rights research
64

 as they offer a convenient ―unit of 

observation,‖
65

 we acknowledge the limitations of single-country analysis for valid generali-

zation and do not aim for a full-fledged comparative nor causal-explanatory study. Rather, we 

focus on a specific case to derive a point of departure for theoretical interpretation.
66

  

The research will combine desk-based documentation with qualitative insights obtained 

through semi-directed interviews with key stakeholders such as civil society representatives 

and individuals who have been targeted by state-led disinformation for opinions they hold or 

ideas they imparted that could be perceived as a form of dissent. 

First, the research will map a selection of six cases of individually targeted disinformation 

campaigns spread on the Facebook platform from 2018 to 2021 in Madagascar. Each case 

reflects an emblematic aspect of the issue, for example Case 1 concerning a smear campaign 

against a journalist reporting on a famine in the South of Madagascar while Case 2 considers 

attacks against a civil society member. The timeframe parallels president Rajoelina‘s current 

term
67

 to anchor the case in a more cohesive context. The mapping aggregates specific disin-

formation content into concerted and coherent disinformation campaigns through social media 

scraping. The campaigns will be analyzed against a model ―anatomy of a state-trolling cam-

paign‖ developed by Nyst and Monaco
68

 to isolate such criterions as target identity, triggers, 

and language used.   

A key point in understanding disinformation is measuring its impact, and therefore assessing 

which goals it pursued and whether said goals were achieved.
69

 This requires access to the 

minds of disinformation producers who in practice seek to conceal their identity
70

. The most 

methodologically rigorous studies of disinformation compensate this gap through years of 

                                                 
64

 Andreassen, “Comparative analysis,” 246. 
65

 Id, 239. 
66

 Id,247. 
67

 BBC, “Madagascar ex-leader.” 
68

 Greene et al, “Mapping Fake News,” 20-21  
69

 Id. 
70

 Ibid. 
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massive data collection.
71

 Given the scope of this project, such an approach would not be fea-

sible. Instead we rely on perception data collected through interviews and triangulated with 

social media scraping
72

. Therefore, we have to acknowledge the limitations of perception data 

throughout the research implementation.  

Following the principle of non-maleficence,
73

 research participants will be interviewed on the 

basis that their responses would not be attributed to them and that their affiliations would not 

be identified. Interviewees give voluntary and informed consent to participate in the re-

search
74

 through a consent form describing the goals of the research and what consent entails, 

such as video recording and withdrawal possibility.
75

 Following the principle of confidentiali-

ty,
76 

respect for privacy in data collection will also be given the utmost consideration.  

Second, the research will map Facebook‘s responses with regard to harmful disinformation 

content published on its platform. These responses may have preceded the selected campaigns 

- as part of company policies - or succeed them - as part of either acknowledgment or denial 

of responsibility. Here, the mapping process shall rely on a combination of primary sources 

such as documentation on relevant content regulation rules as well as secondary sources such 

as press releases, news entries, and academic articles.  

Finally, the research will involve a document analysis of discourse
77 

around the nature and 

scope of the corporate responsibility to respect human rights and how it applies to the digital 

right to freedom of expression and to the Madagascar case. For this purpose, the analysis will 

rely on the text of international human rights law, including hard and soft law instruments, 

notably the UNGPs and the ICCPR. The research shall also benefit from reference to second-

ary sources, in the form of NGO and institutional reports, critical doctrinal contributions and 

other types of scholarly work
78

.  

                                                 
71

 Ibid. 
72

 Bowen, “Document Analysis,” 28. 
73

 Ulrich, “Research Ethics,” 196. 
74

 Id, 199. 
75

 Nygaard, Writing your master's, 39. 
76

 Ulrich, “Research Ethics,” 199. 
77

 Id. 
78

 Bowen, “Document Analysis,” 32. 
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1.6 Structure 

Chapter 2 will set out the theoretical framework surrounding the subject. It will reflect the 

corporate responsibility to respect human rights (Pillar 2) and how and to what extent it ap-

plies to social media businesses such as Facebook, given the inherent dilemmas of free speech 

regulation. The chapter will propose a UNGP-based ―responsibility scale‖ for instances of 

adverse human rights impacts of Facebook related to the right to freedom of expression. 

Chapter 3 will provide an empirical analysis of the Madagascar case. The chapter will present 

six selected cases of allegedly state-sponsored disinformation campaigns launched on the Fa-

cebook platform between 2018 and 2021 against individuals sharing information or ideas crit-

ical of the current Malagasy regime. Drawing from Chapter 2, we will then determine whether 

and to what degree Facebook has been involved in adverse impacts to free speech.  

Chapter 4 will then map and assess the relevant Facebook responses in the context of the case 

to provide a normative analysis of the soundness and efficacy of these measures. To answer 

the main research question, the chapter will then explore the desirability of an extended re-

gime of corporate human rights responsibility for social media companies.  
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2 Facebook and the Corporate Responsibility to Respect Free 

Speech 

This chapter discusses Facebook‘s corporate responsibilities regarding the right to freedom of 

expression, to provide the theoretical foundations to guide further reflection. More precisely, 

this chapter aims to determine the contours of the corporate responsibility to respect human 

rights regarding free speech infringements involving user content on the Facebook platform. 

2.1 The ‘respect’ pillar applied to Facebook’s activities 

2.1.1 A gap in the conversation 

The UNGP mark a milestone in the quest for accountability for human rights abuses.
79

 The 

human rights regime developed in the twentieth century crystallized states as sole duty bear-

ers, yet by the 1990s multinational corporations had reached a level of societal influence that 

transcended the reach of public governance. This ―accountability gap‖ provided opportunities 

for companies to commit harmful acts without sanction or redress and spurred a quest for reg-

ulation first through binding instruments such as the United Nations Code of Conduct on 

Transnational Corporations in 1974 or the UN Draft Norms on the Responsibilities of Trans-

national Corporations and Other Business Enterprises in 2003.
80

 Other developments consist 

in soft law, such as the OECD Guidelines for Multinational Enterprises in 1976, the ILO Tri-

partite Declaration of Principles Concerning Multinational Enterprises in 1977, the UN Glob-

al Compact in 2000, and the UNGP in 2011.  

The UNGP adapt existing human right standards for market actors
81

 and provide the first in-

ternationally accepted standard for preventing and addressing adverse human rights impacts 

linked to business activity. They encompass three pillars outlining how states and businesses 

should act:  

- The state duty to protect human rights against harm caused by third parties; 

- The corporate responsibility to respect human right;  

                                                 
79

 Pillay, ―The corporate responsibility." 
80

 Though it was met with stiff resistance and garnered little international support. 
81

 Andreassen  & Vinh, ―Business‘ Duties Across Borders,‖ 7. 
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- Actions that both states and companies must perform to enhance access to remedy for 

victims. 

The UNGP have been said to put more emphasis to human rights‘ ethical and moral character 

than their potential legal ramifications.
82

 They provide that the duty of states under interna-

tional law to protect human rights against third party-caused violations must be complement-

ed by corporate commitment to respect human rights in practice, regardless of the effective-

ness of states‘ actions. Since their implementation, the GPs have generated a wide array of 

national and international measures, issued by governments as well as business associations. 

Human rights groups, workers organizations and civil society are also using the GPs as an 

advocacy tool. Despite criticisms regarding their normative reach, the GPs are recognized as 

state of the art in terms of articulating corporate responsibilities for human rights.
83

  

The GPs emphasize equal application to all business enterprises regardless of size, sector, 

location, ownership, or structure. However, Joseph notes that certain industries, such as ex-

tractive companies, the garment industry, and pharmaceutical corporations, have been sub-

jected to greater scrutiny.
84

 The focus on these industries is understandable given their capaci-

ty for serious human rights impacts, but the UNGP‘s key premise remains that all industries 

can generate impacts, both positive and negative, on the enjoyment of all human rights.
85

  

One sector which has been overlooked according to Joseph is the media industry, a situation 

she deems a ―glaring gap in the conversation‖ given the societal impact of platforms such as 

Facebook.
86

 Social networking sites have revolutionized human communication
87

 and Face-

book by itself centralizes more than 2 billion active users worldwide.
88

 One illustration of 

Facebook‘s potential to negatively impact human rights would be its role in the ethnic cleans-

ing of Myanmar‘s Muslim Rohingya population.
89

 In the ICT sector, the Global Network Ini-

tiative Principles (GNI Principles) do offer principles on privacy and freedom of expression 
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with guidelines referring to the UNGPs.
90

 However, the GNI Principles focus on protecting 

those rights against governmental interference rather than protecting individuals against hu-

man rights infringements facilitated by social media companies.
91

  

2.1.2 A content-based impact 

The GPs set the baseline responsibility of all enterprises to respect human rights wherever 

they operate, independently of the ability or willingness of states to fulfill their own obliga-

tions, and over and above compliance with national laws and regulations.
92

 Businesses must 

comply with national laws with respect to human rights,
93

 but they should also self-regulate to 

ensure that they respect human rights in the absence of adequate domestic regulation or en-

forcement.
94

 Another foundational principle states that businesses should seek to prevent or 

mitigate adverse human rights impacts that they have ―caused or contributed to‖, as well as 

those ―directly linked‖ to their operations, products or services through their business rela-

tionships, whether contractual or non-contractual.
95

  

The UNGPs set out the steps for companies to identify, prevent, mitigate, and remedy their 

adverse impacts through the process of due diligence.
96

 This process differs from the financial 

or legal liability due diligence, as it identifies impacts to people rather than to corporate as-

sets.
97

 Beyond legal compliance, the UNGPs focus on the need to prevent and address adverse 

human rights impacts
98

 by embedding human rights commitments and policies into the com-

pany‘s day-to-day operations.  

The due diligence process concerns human rights impacts that a company causes
99

, those to 

which the company contributes and those to which the company‘s operations, products, or 

services are directly linked by its business relationship with another entity.
100

 In such situa-
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tions, a company that is able to should exercise ―leverage‖ to help prevent or mitigate its im-

pacts.
101

 In the BHR context, leverage refers to the influence a business enterprise has with an 

entity involved in a human rights abuse, for example a government or a company in the value 

chain.
102

 In practice, leverage may include a broad range of measures, which enterprises may 

undertake by themselves or together with others.
103

 

The UNGPs‘ due diligence approach has been integrated into regulatory instruments such as 

the EU Corporate Sustainability Due Diligence Directive and into national legal instruments 

such as the French Corporate Duty of Vigilance Law, the Norwegian Transparency Act and 

the German Supply Chain Act. The 2011 revision of the OECD Guidelines
104

 adopted human 

rights due diligence and, using the term risk-based due diligence, expanded its application 

beyond human rights to labor relations, environmental issues, anti-corruption, and consumer 

concerns. The OECD issued several sector-specific guidance documents, as well as a guid-

ance document for risk-based due diligence that applies to all sectors, though no specific 

guidance has been developed for the ICT sector yet. For application and interpretation pur-

poses, these OECD texts complement the UN‘s BHR instruments
105

 along with the OHCHR‘s 

general guidance on the corporate responsibility to respect human rights in 2012
106

.  

As any other business, Facebook has a responsibility to avoid causing or contributing to harm 

to human rights in relation, for example, with its workforce or environmental impacts. How-

ever, Joseph notes the particularity of social media‘s core business, which is the publication 

and dissemination of content.
107

 The media industry in general might employ workers and 

impact the environment, but the product/service which constitutes a media business‘s main 

output and income sets them apart from other sectors. Joseph further distinguishes between 

social media and mainstream media in that the former do not publish their own content, rather 

they publish and curate content created and posted by others.
108

 Gillespie defines social media 
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platforms as sites and services which ―host, organize, and circulate‖ user content.
109

 Lévesque 

further argues that ―curation is the product‖ rather than simply content.
110

 The business model 

of social media sites will be further discussed in 2.2, but this content-grounded model implies 

content-grounded potential human rights impacts.  

Furthermore, the UNGP refer to the concept of ―saliency‖ to guide enterprises in identifying 

potential adverse impacts. The most salient human rights for a business enterprise are those 

that stand out as being most at risk and in practice will be the ones a company prioritizes.
111

 

Saliency will vary according to the sector and operating context. As a company operating on 

user content, Facebook‘s corporate responsibilities appear by way of logic most likely to arise 

from said user content. We will thus focus on the areas where Facebook, as a company, is 

pursuing its ―core business‖: the provision of a platform where users can consume, publish 

and/or disseminate content. We also limit our discussion to user content possibly infringing 

on freedom of expression. In contrast, we will not be focusing on those areas where Facebook 

as a company is acting beyond the scope of the operations which distinguish it from other 

non-social media businesses, such as abuses regarding its workforce.  

2.2 The specificities of free speech on social media 

2.2.1 The dilemma of content regulation 

Applying the corporate responsibility to respect to the right to freedom of expression in rela-

tion to Facebook‘s user content poses the problem of content moderation.  

On the one hand, article 19(2) ICCPR provides the right to freedom of expression for every-

one ―regardless of frontiers, either orally, in writing or in print, in the form of art, or through 

any other media of his choice‖ and the jurisprudence of the Human Rights Committee applies 

the provision to freedom of expression on the internet.
112

 Means of expression are considered 

to include ―all forms of electronic and internet-based modes of expression‖.
113

 In the terms of 

the ICCPR, freedom of expression can only be restricted for protection of ―the rights or repu-

tations of others‖, ―national security or of public order (ordre public), or of public health or 
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morals‖ and only given that the restrictions are ―provided by law‖ and ―necessary‖.
114

 Any 

restrictions on the operation of websites, blogs or any other internet-based, electronic or other 

such information dissemination system, including systems to support such communication, 

such as internet service providers or search engines, are only permissible to the extent that 

they are compatible with Article 19(3).
115

 Compulsory restrictions on expression are imposed 

by Article 20, which mandates the prohibition of propaganda for war and hate speech on ra-

cial, religious or national grounds. As it stands, Facebook content can fall under protected 

speech under article 19(2) ICCPR as well as in the zone of speech that should be punished for 

compromising the rights of others.  

On the other hand, the UNGP state that businesses, including social media companies, have 

an independent responsibility to respect human rights, which stems from ―a global standard of 

expected conduct for all business enterprises wherever they operate‖.
116

 Corporations should 

avoid causing or contributing to adverse human rights impacts through their activities and 

address such impacts when they occur. For the Facebook operations which interest this paper, 

this means avoiding causing or contributing to those adverse impacts resulting from content 

posted on the Facebook platform. Facebook user content can threaten privacy, security of the 

person, a person‘s freedom from hate speech, and other rights. As social media users as a 

group lack traditions or expectations of ethical behavior,
117

 social media posts are likely to 

ignore injunctions imposed for privacy reasons,
118

 to ―blurt out‖ prejudicial details about an 

accused person in an upcoming trial,
119

 or to constitute hate speech.
120

   

So what is the appropriate response to harms to human rights arising from or facilitated by 

social media content? The answer is complicated by the existence of countervailing rights of 

freedom of expression, as measures taken by social media providers to prevent one type of 
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harm (for example, the offence of child pornography) can themselves lead to harmful human 

rights impacts. Joseph distinguishes two issues regarding social media companies.
121

 

The first issue concerns the extent to which a company complies with domestic censorship 

laws. Facebook, for example, has long been negotiating to enter the Chinese market, and has 

signaled a willingness to comply with China‘s censorship demands.
122

 Any human rights 

abuses in this instance are driven by the State, rather than the social media company. One 

could argue that in such a situation Facebook would be complicit in State human rights abuse. 

However, it is arguable that the social media company is not doing any harm, as the re-

strictions on free speech would exist regardless of their involvement. Pillar 2 does not direct 

businesses to disobey domestic laws even if those laws might compel human rights abuses. 

The second issue concerns company-imposed censorship, which gives rise to Pillar 2 consid-

erations. There are few official remedies available if Facebook, for example, chooses to take 

one‘s page down.
123

 The reconstruction of a page on another platform, particularly if the page 

had thousands of followers and sophisticated multimedia, is difficult if not impossible.
124

 In 

this regard, the Fake News Declaration states that social media companies: ―[…] should re-

spect minimum due process guarantees including by notifying users promptly when content 

which they created, uploaded or host may be subject to a content action and giving the user an 

opportunity to contest that action, subject only to legal or reasonable practical constraints, by 

scrutinising claims under such policies carefully before taking action and by applying 

measures consistently.‖
125

  

Social media posts could also allude to complicity. ―Complicity in the BHR context refers to 

the indirect involvement of companies in human rights abuses‖
126

 and has legal and non-legal 

meanings.
127

 Joseph argues that media content which promote abusive policies can ―be seen 

as‖ contributing to a government‘s decision to adopt or retain, and therefore implement, that 
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policy.
128

 However, for social media content, the main issue lies in the appropriate liabilities 

of social media businesses regarding content posted by users.  

States take differing approaches to this question: the US excludes intermediary liability
129

 

while the EU provides some but not total immunity to the business running the platform.
130

 

The European Court of Human Rights discussed this issue in Delfi AS v Estonia and ruled 

that intermediary liability for third party posts is not per se a breach of the right to freedom of 

expression.
131

 In contrast, the Fake News Declaration has stated that: ―[i]ntermediaries should 

never be liable for any third party content relating to those services unless they specifically 

intervene in that content or refuse to obey an order adopted in accordance with due process 

guarantees by an independent, impartial, authoritative oversight body … to remove it and they 

have the technical capacity to do that‖.
132

 Here, reliance is put on Pillar 1 to solve the issue – 

censorship is to be enforced by State bodies rather than the platforms themselves. However, 

the Declaration also recognizes that self-regulation may have a role to play: ―Where interme-

diaries intend to take action to restrict third party content (such as deletion or moderation) 

which goes beyond legal requirements, they should adopt clear, pre-determined policies gov-

erning those actions. Those policies should be based on objectively justifiable criteria rather 

than ideological or political goals and should, where possible, be adopted after consultation 

with their users‖.
133

  

Online platforms have revolutionized the social conditions of speech.
134

 Combining lower 

costs for generating and sharing information with access to a wide array of interaction, the 

largest platforms such as Facebook and YouTube exert considerable influence over public 

discourse.
135

 Though these platforms have tended to deny the extent of this influence,
136

 it is 

undeniable they ―govern speech‖
137

 through an array of content curation methods designed to 
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both ―gatekeep‖ and ―organize‖ what their users see and hear.
138

 Gillespie‘s definition of so-

cial media platforms includes that they ―moderate the content and activity of users‖.
139

  

Thus platforms – an ambiguous term oftentimes reclaimed by companies to inspire neutrality 

and evade regulatory scrutiny
140

 - at their core do far more than platform: they also edit, often 

for profit and growth, to the extent that it has spurred concerns about corporate imperatives 

overriding public interest or silencing legitimate debate.
141

 In 2018, David Kaye proposed to 

re-align the private incentives of platform governance with larger public interests through ―a 

framework for the moderation of user-generated online content that puts human rights at the 

very center.‖
142

 But even a human rights-based approach to online content moderation cannot 

evade the regulatory pitfalls inherent to the right to freedom of expression.
143

  

2.2.2 Users as business relationships  

One way to activate Pillar 2‘s regime of responsibility that has been proposed by authors is to 

interpret social media users, who provide the bulk of the content making up the commodity of 

the social media platforms, as business relationships in the sense of the UNGPs.  

Companies need revenue to make profit and remain in the market. A business model express-

es how a company works in terms of its value proposition (the desirability of the goods or 

services it offers), value creation and provision, and financial endurance (costs and reve-

nue).
144

 The conventional business model for companies providing goods to individuals as 

consumers is based on the consumer obtaining the company‘s product for a monetary price. A 

clothing company, for example, obtains revenue by producing or sourcing a piece of clothing 

and selling it to consumers against cash or cash equivalents.
145

  

The business model of social media providers that give access to platforms without charging a 

fee fundamentally differs from the conventional model. This model makes it seem like users 

have free access to a product – the platform – but in fact themselves, or rather the data they 
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represent, are the revenue. Social media users ―pay‖ for access to platforms with data about 

their buying patterns, activities, and preferences. Social media providers track, store and ana-

lyze that data, using it for targeted advertising and selling it to other companies. This provides 

the social media provider with its revenue.
146

 For these companies, ―user data is the currency 

and curation the product‖.
147

  

Scholars distinguish between two types of social media companies. The first comprises social 

media providers that own and operate social media platforms. Facebook is one such company. 

The second comprises companies using platforms for their communication with customers 

and other stakeholders. The latter pay companies of the first category for access to user da-

ta.
148

 This can be seen to bring the user into a ―business relationship‖ with the social media 

provider as the user, by supplying data, creates a source of revenue for the provider.  

In other words, when social media companies provide access to platforms, they provide a ser-

vice to which users supply data in return. Under this paradigm, users transcend the status of 

consumers, or stakeholders, to attain that of business relations, within the meaning of the 

UNGPs.
149

 This adds a new dimension to the potential of companies to contribute to harmful 

impacts. It also has implications for HRDD and the appropriate actions companies must take 

when they are involved in a human rights infringement.
150 

Differentiating between causing a risk or harm, contributing to one, or being directly linked to 

one can be difficult, and the connections involving social media providers and their stake-

holders are often complex.
151

 For example, a Facebook user can share photos that infringe 

upon the privacy of others. Buhman and Olivera compare this to an enterprise using cobalt 

obtained through child labor in its products or an investor providing capital to an investee 

company and thereby enabling it to function.
152

 As the harmful impact is directly linked to the 

social media company through the service provided and the user‘s actions, the company 

should, at the least, exercise leverage. That leverage needs to be appropriate to the context and 
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the target group: in such a case, the actor causing harm is an individual acting in a non-profit 

capacity. For these purposes, leverage might entail targeted efforts by the social media pro-

vider, such as building users‘ capacity for identifying situations that may result in human 

rights risks.
153

 

Alternatively, the social media provider could be contributing to the risk or harmful impact by 

providing the technical solution through which the infringement occurs. The user‘s action 

causes the impact, but the company enables it. This mirrors the situation of a company lend-

ing vehicles to security forces that use the vehicles to travel to local villages and commit 

atrocities, where in case the ‗vehicle‘ provided is the platform itself. From an impact by omis-

sion perspective, it could also be said that the user causes the harm, but by failing to act on its 

knowledge of users‘ harmful use of its platform and the potential of its platform to enable 

such use, the social media provider can be seen to have contributed to that harm.
154

  

2.3 The Facebook Responsibility Scale 

While analyzing tensions between the responsibility to respect free speech of social (and 

mainstream) media businesses and the countervailing rights to freedom of expression, Joseph 

concludes that ―there is no easy answer‖
155

 as to the appropriate response expected from Fa-

cebook under the Ruggie process for free speech infringements involving user content. As 

many other issues in the human rights field, the issues surrounding Facebook‘s free speech 

responsibilities can be interpreted as less of a dichotomy – to be resolved by a binary of 

choices: to platform or to edit – and more of a tension – to be managed through a balance of 

circumstances and imperatives. As such, this paper proposes the following ‗responsibility 

scale‘ as a reflective tool to proceed with the paper‘s research goals and to contribute to gen-

eral scholarship on the issue.  

The proposed ‗Facebook responsibility scale‘ is adapted from the OHCHR and OECD guid-

ance texts on forms of business involvement in harmful impacts and appropriate actions. 

Based on the UNGPs, these texts identify that companies can be involved with human rights 

impacts by:  
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- Causing them: in this case, the company‘s activities are sufficient on their own to re-

sult in the adverse impact and it would be required to take appropriate action to stop 

these activities, to mitigate and remedy any ongoing harm, and prevent or mitigate fu-

ture harm.
156

 

- Contributing to them: in this case, the company‘s actions cause, facilitate or incen-

tivize another entity to cause an adverse impact. This is mainly relevant for substantial 

contributions, not those that are minor or trivial
157

 and requires for the company to 

cease, remedy, prevent or mitigate, and/or use its leverage to influence the entity caus-

ing the harm. The UNGPs however recognize that situations requiring leverage can be 

complex, in terms of what would be appropriate action for the company to take to 

meet its responsibility to respect human rights.
158

 

- Being directly linked through operations, products, or services by its business re-

lationship with another entity: this category proves complex, both in terms of as-

sessing the character of the linkage and determining what would constitute appropriate 

action.
159

 Direct linkage is defined by the relationship between the harm and the com-

pany‘s operations, products, or services through a ‗business relationship‘.
160

 An addi-

tional layer of complexity arises in our case as mentioned above as to whether social 

media users can be analyzed as a business relationship to the social media provider in 

the sense of the UNGPs. For the enterprise that is directly linked to the harm, appro-

priate action entails using its leverage to prevent or mitigate the harm.
161

 

For the purposes of this research, the scale extends over and above the UNGP‘s classification 

to include levels of non-involvement and grounds for complicity, to better delineate the vary-

ing possible situations in which Facebook user content may or may not present negative im-

pacts on free speech. The scale is presented in this chapter will then be applied to our case 

analysis in Chapter 3. 
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Table 2.1: Facebook Responsibility Scale

Adapted from the UNGP's three ways companies can be involved with human rights impacts—cause, contribution and linkage--which define how companies are expected to respond.

Designed for cases of free speech infringements involving the Facebook platform's user content. 

Level of involvement Non-impacting Non-involved Caused Contributed Linked Complicit - non-legal Complicit - legal

General definition No human rights impact 

Human rights impacts registered in 

the periphery of the company's 

activities but not engaging the 

company's responsibility under 

Pillar 2

Causes an impact through its own 

activities

Contributes to an

impact either

directly or through

some outside entity

(government,

business or other

A company‘s operations, products 

or services are linked to a negative 

human rights impact through a 

business relationship (or series of 

relationships)

Indirect involvement in human 

rights abuses

Aiding and abetting to human rights 

impacts

National criminal liability

or International criminal law 

jurisprudence: ―knowingly providing 

practical assistance

or encouragement that has a 

substantial effect on the 

commission of a crime‖.

Facebook-specific definition

Facebook's activities involving its 

user content do not infringe on the 

right to freedom of expression of 

others

Facebook's activities involving its 

user content restricts freedom of 

expression in confirmity with 

international human rights law 

standards (Article 19(3) and 20 

ICCPR)

Facebook directly infringes on 

freedom of expression with regard 

to user content

Facebook contributes to free 

speech impacts directly or through 

an other entity

Facebook is directly linked to a free 

speech infringement through the 

service its provide and its users‘ 

action 

Facebook indirectly and knowingly 

causes/enables abuses to free 

speech by a third party

Facebook is aiding and abetting to 

unlawful restrictions on freedom of 

expression

Scenario

Facebook platforms posts in a way 

and content that does not infringe 

on freedom of expression

Facebook applies content 

moderation policies with respect to 

the demands of freedom of 

expression, and with satisfactory 

overshight and transparency

Facebook applies content 

moderation policy which generally 

targets and suppresses posts on 

certain subjects or by certain 

groups, in opposition with 

international standards for freedom 

of exression

Facebook contributes to harm to 

free speech by enabling harmful 

posts (providing the technical 

solution or failing to acknowledge 

and prevent harmful use of its 

platform)

Facebook users coordinate harmful 

posts on the company's platform 

without Facebook leveraging 

against it

Facebook allows/facilitates its 

platform to be used in harmful 

ways by a third party

Facebook allows/facilitates its 

platform to be used in unlawful and 

harmful ways by a third party

Appropriate actions None None 

• Cease the activity

that caused the

impact

• Provide remedy

• Take steps to

prevent impact from

recurring

• Cease activity and

avoid contribution

• Provide remedy

• Use leverage to

mitigate any

remaining impact to

the greatest extent

possible

Has forward-looking

responsibility to

prevent the impact

from recurring

• No explicit

responsibility to

provide remedy but

can choose to do so


_ _

Conditions _ _ _ Users as business relationship Users as business relationship

Facebook is knowingly involved

Facebook's contribution is not minor 

or trivial

Facebook is knowingly involved

Facebook's contribution is not minor 

or trivial

Legal liability is provided

 

Example _

Hate speech or war propaganda is 

disseminated on the Facebook 

platform and removed in conformity 

with relevant international and 

domestic norms, and with sufficient 

transparency as part of Facebook's 

due diligence process.

Napalm Girl' case: Facebook 

removing a post by a Norwegian 

journalist containing an iconic 

photograph of a girl fleeing a 

napalm attack during the Vietnam 

War. 

Facebook's algorithm prioritises 

maximized user engagement over 

other considerations and facilitates 

the spread of disinformation 

campaigns

Myanmar Case

Facebook establishes an informal 

cooperation with state agencies 

which encourage the company to 

respond to removal requests within 

narrow timeframes, effectively 

enabling the State to circumvent 

legal avenues to remove alleged 

illegal content.  
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3 The Madagascar case 

This chapter analyzes instances of individually targeted, state-sponsored disinformation cam-

paigns launched on Facebook in Madagascar. The empirical foundation thus provided, along 

with the UNGP-based theoretical findings of Chapter 2, will enlighten our assessment of Fa-

cebook‘s level of involvement the resulting adverse free speech impacts. 

3.1 Background and context 

Madagascar‘s Constitution provides for the right to freedom of expression and freedom of the 

press.
162

 The country has also ratified the ICCPR and its optional protocols. Still, the country 

scores relatively low on well-established reports such as those of Freedom House
163

 or Re-

porter Sans Frontières (RSF)
164

. Precisely, freedom of expression in Madagascar is challenged 

through a two-fold mechanism, both in law and in practice.  

First, free speech guarantees in Madagascar are undermined by criminal libel laws and other 

restrictions. The 2016 Code of Media Communication
165

 decriminalizes press offenses but 

swapped criminal penalties for disproportionately high fines.
166

 Journalists and civil society 

members have decried the law as ―liberticide‖ and strategically dissuasive.
167

 The law con-

ceded welcomed modifications in 2020,
168

 though how these legal changes transfer into prac-

tice remains to be seen. The 2016 law on cybercriminality
169

 prohibits online ―defamation‖ or 

―insult‖ toward a public or institutional figure and practice has shown authorities to adopt a 

wide interpretation of these offenses.
170
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Second, this legal stronghold on expression and information is exacerbated by the particulari-

ties of Madagascar‘s media landscape.
171

 Studies mapping media ownership in Madagascar 

underline the high percentage of media outlet owned by politicians or businessmen with a 

prominent political obedience.
172

 This results in ―a concentrated and unbalanced media land-

scape,‖
173

 where journalists are at best challenged and at worst constrained by their editorial 

lines.
174

 This situation climaxed during the 2020 covid-19 pandemic, when the government 

took drastic measures to control information shared by the media and individuals. It evoked 

Law 91-011 of 1991 – which was intended to be applied in exceptional circumstances – and 

permitted the media to share only official government information. Other restrictive measures 

included prohibiting radio stations from broadcasting phone-in show.
175

 The government tar-

geted and harassed journalists and media outlets who allegedly spread ―false information‖ 

about pandemic responses.
176

  

According to our interviewees, these aspects concur to foster an environment of ―self-

censorship‖, where journalists and citizens feel constrained in how they can express and im-

part information.
177

 Social media platforms‘ potential for speech liberation and democratiza-

tion, for example by overriding remoteness and bringing forth voices and topics that would 

otherwise have been ―reserved to bars and bistros‖,
178

 thus offer an opportunity to leverage 

the situation for the better. This potential has been demonstrated after the passage of a de-

structive cyclone in 2022, as instances of ―online citizen journalism‖ have contributed to dis-

prove misleading official reports on the extent of destruction and the efficacy of authorities‘ 

responses.
179

 This aspect of platforms‘ societal impact reinforces the relevance of questioning 

the free speech responsibilities of Facebook, especially as in Madagascar disparities between 
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expensive internet data bundles and cheap Facebook packages means that for a lot of people, 

―Facebook is the internet‖.
180

 

3.2 Case mapping and analysis 

3.2.1 Mapping process 

This section aims to establish the empirical basis for assessing Facebook‘s corporate respon-

sibility. The scope of this research does not permit for an exhaustive account of online disin-

formation in Madagascar is not feasible. Rather, we picked a selection of cases to showcase 

the phenomenon through a process of inductive reasoning.
181

 These cases were identified 

through social media scraping triangulated with what interviewees deemed as salient cases. 

We acknowledge the limitations of this approach, such as the reliance on perception data and 

the fact that the inductive approach can only infer probable (rather than true) conclusions.
182

 

For the purposes of this research, state responsibility is therefore understood, much as in cor-

porate involvement as per the UNGP, as a spectrum of degrees of involvement, rather than an 

evidence-based causality. This approach might be less reliable but it is a well-established 

proxy, as attributing responsibility for actions that occur in the online realm is at best imper-

fect and at worst impossible.
183

 According to the Atlantic Council, ―the Internet enables ano-

nymity more than security,‖ thus policy makers often struggle to determine the source of 

cyber-attacks while analysts often fall into the trap of ―attribution fixation‖.
184

  

There have been various studies on online disinformation campaigns, state-sponsored or 

not,
185

 such as Bradshaw and Howard‘s 2018 paper
186

, itself drawing from their 2017 Compu-

tational Propaganda Project.
187

 However, Nyst and Monaco‘s typology appears most relevant 

as it applies specifically to state-led social media campaigns designed to repress dissent. In 

their 2018 report, Nyst and Monaco conducted case studies of ―state-sponsored trolling‖ 

across countries such as the United States, Azerbaijan, Bahrain, Ecuador, the Philippines, 
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Turkey, and Venezuela. The report shows that though the phenomenon occurs in a variety of 

contexts, it often deploys similar strategies.  

In this paper, we will use the model developed by Nyst and Monaco to identify ―state-

sponsored trolling‖ and apply it to Facebook posts published between 2019 and 2021 in Mad-

agascar to determine whether and to what extent the Madagascar experience compares to 

abuses observed for example in the Philippines of Duterte. The ―in Madagascar‖ criterion 

does not refer to a strict geographical delimitation, as campaigns might target people living 

abroad as well, but refers to Facebook content that was posted by a user residing in Madagas-

car or references events happening in Madagascar.  

The model surmises that state-sponsored attacks rise beyond general exploitation of digital 

infrastructures as a distinct category of disinformation campaigns. Others have used the term 

―patriotic trolling‖ to refer to these campaigns which often obscure, by design, the state‘s role 

therein.
188

 The term mirrors those used to describe state hacking campaigns carried out under 

the guise of independent hackers to mask the attacks‘ provenance.
189

 The common features of 

a state-sponsored digital campaign, according to Nyst and Monaco, are:  

- Targets and triggering actions: journalists, activists, and others who criticize the 

government, government affiliates, or status quo institutions are the prime targets of 

states using digital platforms and tools.
190

  

- Language: although state-trolling represents one of the new tactics of state control 

with ―speech itself as a censorial weapon‖
191

, online campaigns fall back on well-

established messaging tactics to seed distrust and turn public opinion against journal-

ists and activists
192  

such as accusations of collusion with foreign intelligence agencies, 

accusations of treason, use of violent hate speech, creation of elaborate cartoons and 

memes, and politicians and their proxies using claims of ―fake news‖ as a form of dog 

whistling to state-sponsored trolls.
193
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- Use of bots and algorithms: campaigns appropriate and game the algorithms of social 

media sites
194

 to increase the prominence and pervasiveness of their messaging.
21

 

- Election antecedents: the infrastructure and mechanisms for state sponsored trolling 

attacks in numerous countries have grown out of, or been built upon, infrastructure 

and mechanisms established during election campaigns. Once a candidate or party is 

successful, these same resources are often deployed in pursuit of consolidating and ex-

tending power.
195

 

This typology is completed by Nyst and Monaco‘s ―mechanisms of state responsibility‖, 

which differentiate the degree to which attacks can be attributed to the state. Nyst and Mona-

co agree with the Atlantic Council that in analyzing online disinformation, the question of 

who did it should be trumped by the question of who is to blame, and therefore designed a 

model resting on inference of probability rather than certainty of state responsibility. The 

model proposes a spectrum of overlapping state responsibility mechanisms: 

- State executed: state-funded and -directed ―cyber militia‖ execute strategies designed 

by the government to disseminate propaganda, isolate dissenting views, and drown out 

or remove anti-government sentiment.
196

 These campaigns can be deployed through 

volunteers, amateurs and professionals.
197

  

- State directed or coordinated: governments directing or coordinating, but not exe-

cuting, online attacks, using coordination channels to outsource campaigns to private 

actors.
198

 

- State incited of fueled: governments maintain a distance from the attack but both in-

stigates and profits from it. Governments may use high-profile proxies and other gov-

ernment stand-ins to signal state support for a particular attack.
199
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- State leveraged or endorsed: governments point to the existence of seemingly inde-

pendent groundswells of public opinion to justify and legitimate state positions. In do-

ing so, it signals to internet users its tacit approval of harassment campaigns and im-

plicitly promises impunity for state-sponsored trolls
200

  

Through social media scraping, we aggregated Facebook posts and analyzed them against this 

model. For the purposes of this research, we only perform this form of discourse analysis on 

initial posts. Though we acknowledge the impact of comments and shares in building the ―se-

verity‖ of online attacks
201

, those will be left out of our discussion they often mirror initial 

posts in terms of content. 
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3.2.2 Campaigns presentation 

3.2.2.1 Case 1: Journalist 

On 21 June 2021, independent journalist and international correspondent Gaelle Borgia post-

ed a video
202

 on her Facebook account showing locals in Ambovombe-Androy (South of 

Madagascar) eating scraps of leather from zebu skin, normally used to make sandals. The 

sequence illustrates the precariousness of the victims of a famine which affects part of the 

south of Madagascar.
203

  

The video spread on social media and provoked chain reactions to question the probity of the 

reporter. First, in an official statement on 23 June 2021, the governor of the Androy region 

accused the journalist of ―peddling false information‖ and exploiting the misfortune of the 

population "to try to shine publicly."
204

 Then, a report on the national TV channel (TVM), 

which is linked in its operation to the Ministry of Culture and Communication, accused the 

journalist of hiring the locals to make false testimonies.
205

 In a new video shot and broadcast 

by Borgia, the witnesses in questions later admitted to having been threatened by men armed 

with a knife and bought to confirm these allegations. According to RSF, the TVM report was 

produced to discredit the journalist, who was not questioned to defend her version of the 

facts.
206

 Both these tactics can be interpreted, following Nyst and Monaco‘s model, as a way 

for the state to instigate and dog-whistle
207

 online trolls through its proxies (the national TV 

channel and the governor in office).   

Following the initial video publication by the journalist, and in parallel to the discredit cam-

paign launched by the governor of the Androy region and the TVM channel, online attacks 

spread on the Facebook platform. A joint declaration from the foreign press correspondents in 

Madagascar noted that the journalist was the target of ―a smear campaign, repeated insults on 
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social networks, which amount to cyberbullying.‖
208

 It is to be noted that posts attacking the 

credibility and professionalism of the journalist have been happening prior to the triggering 

event, however not to the same intensity. Facebook posts accused the journalist of orchestrat-

ing a fake news campaign to destabilize the current regime and disparage the image of Mada-

gascar.
209

 She is referred to as ―the one who denigrates the regime with lies and misinfor-

mation‖
210

 and is accused of harboring a malicious ―hatred‖ against the president.
211

 Other 

posts accuse her of working to destabilize Madagascar for the benefit of foreign donors
212

 and 

other states
213

. The campaign often raises the journalist‘s ties to foreign entities and challeng-

es her ―Malagasy blood‖.
214

  People supporting her are called traitors.
215

  

3.2.2.2 Case 2: Civil Society  

During the 2018 presidential elections, civil society member and human rights defender 

Ketakandriana Rafitoson commented on a TV5Monde interview on the disproportions of 

means deployed by then-presidential candidate Rajoelina‘s electoral campaign and raised sus-

picions of corruption on the account of the presidential candidate being sponsored by busi-

nessman Mamy Ravatomanga, an essential figure in Madagascar for investors, at the time 

being investigated before the Parquet National Financier (PNF) in France for ―rosewood traf-

ficking, corruption and tax evasion‖.
216

 The interview gartered its share of attention and out-

rage. Offline, Mrs. Rafitoson was threatened with defamation suits and interferences in her 

professional position. Though these threats were not followed upon, the smear campaign that 

spread in parallel on Facebook ―had their effect‖ according to an interviewee.
217

 

The main point of language used during the campaign accused Mrs. Rafitoson of being affili-

ated with Rajoelina‘s political opponents and spreading defamatory information to harm his 
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reputation. Along with this, violent misogynistic and sexist language was used. Trolls re-

posted photos of her and her family members on Facebook and turned them into virulent 

memes. A difficulty in determining state responsibility for this case arises from the fact that 

the campaign happened at a time where Rajoelina was not yet in office, and the teams presup-

posed coordinating the smear campaigns on Facebook were not attached nor affiliated to the 

state. However, online attacks against Mrs. Rafitoson have since sporadically re-appeared 

with similar language strategies. Additionally, in the wake of Mrs. Rafitoson‘s interview, the 

Malagasy newspaper Free News published an article revealing personal information about her 

husband (doxxing
218

, as noted by Nyst and Monaco, is often a method used during state-

trolling campaigns). The then editor in chief of Free News has since become Minister of 

Communications under Rajoelina‘s presidency, and is at the heart of the accusations relayed 

in the 2021 France24 report on rolls farms in Madagascar. 

3.2.2.3 Case 3: Journalist 

The covid-19 crisis in Madagascar brought upon a tightening of the public debate, with a ban 

on live radio interventions and the obligation for all private audiovisual media to broadcast 

state-produced programs devoted to the pandemic. The Covid Organics (CVO), a traditional 

remedy based on artemisia, was at the heart of the governmental response. On 20 April 2020, 

president Rajoelina announced in a television broadcast that his country had found a "preven-

tive and curative" cure for COVID-19.
219

 He publicly consumed the remedy and ordered a 

nation-wide distribution to families.
220

 The CVO was developed and produced in Madagascar 

by the Malagasy Institute of Applied Research. Its launch garnered a wide range of scientific 

skepticism from within and outside Africa
221

 but also raised queries within Malagasy society. 

In July 2020, journalists investigating on the composition of the CVO and its supply chain 

production faced online attacks after interviewing the director of the Malagasy Institute of 
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Applied Research. In a news report on July 30, the latter accused the journalists of fraudulent 

practices (that they introduced themselves with false pretense and documents). Later, personal 

information about the journalists (names and media affiliations) was leaked in a Facebook 

group, spurring a wave of online harassment
222

. Civil society collaborators of the journalists, 

by way of association, also faced online attacks. As in the two first cases, attacks accuse them 

of being a ―pawn‖
223

 at the hands of foreign powers. A post by an account called Vaovao An-

droany accused the civil society organization collaborating with the journalist of willfully 

creating controversy to destabilize the country, saying, ―Their real mission is to overthrow the 

government.‖
224

  

3.2.2.4 Case 4: Opposition  

The ―opposition‖ differs to other cases in this selection as it does not exactly qualify as an 

―individually targeted disinformation campaign‖, but rather a cluster of individually targeted 

campaigns presented as one case. Through our mapping process, we have found that these 

campaigns are less trigger-oriented and rather follow a recurring, systematic basis: a member 

of the opposition party calls a rally or comments on political affairs, and soon enough vitriolic 

online commentaries follow. It appears the target here, rather than the individual, is the entity 

they represent, which the campaigns paint as a constant adversary to progress and develop-

ment. The campaigns often use disparaging comments on the physical and mental health of 

their targets, alluding to depression, senility, and other afflictions. They accuse targets of col-

lusion with foreign interests and sabotage to destabilize and overthrow the government such 

as manipulating student strikes. People perceived as supporting the opposition are also ac-

cused of sabotage, extremism and fanaticism. 

As an illustration, Hanitra Razafimanantsoa is an elected Member of Parliament from the 

main opposition party Tiako I Madagasikara (TIM). She is known to be an outspoken critic of 

the current government and serves as one of the leaders of the ―Miara-Manonja‖ movement, 

an opposition media initiative producing radio and video episodes. Mrs. Razafimanantsoa has 

been targeted by online smear campaigns, accused of being ―the instrument of Marc Ravalo-
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manana
225

 and certain foreign powers to try to destabilize the regime.‖
226

  The attacks appear 

as a systematic reaction to her every moves and declarations. The campaigns accuse her of 

being ‖radicalized‖, of ‖extremism‖, ―hysteria― and ―fanaticissm― and question her mental 

health by pointing to ‖disjointed and delirious remarks‖, suicidal tendencies and paranoia.
227

 

In February 2021, the attacks extended to a humiliation campaign against her daughter, after 

the latter was arrested for possession of cannabis. The Bar Association of Madagascar speaks 

of an unjust conviction and an illegal investigation procedure, while Mrs. Razafimanantsoa 

denounces a political machination.
228

  

3.2.2.5 Case 5: Whistleblower 

In November 2020, Ravo Ramasomanana resigned from Madagascar's public health ministry. 

Working in the procurement management unit, he had refused to sign documents which he 

said were tainted with irregularities and demonstrated acts of corruption. He denounced these 

acts in a video, with supporting evidence, posted on Facebook in April 2021. His revelations 

concern 130 million Ariary (€285,689) spent on white paint intended for the facades of public 

hospitals, while under covid-10 hospitals severely lacked medicines, oxygen, protective mate-

rials and personnel, and suspicious movements of the Ministry of Health's funds amounting to 

44 billion Ariary. Mr. Ramasomanana was summoned by the cybercrime cell and deferred to 

the courts, facing up to 5 years of imprisonment for threatening public order and inciting po-

litical unrest.
229

 He was later acquitted on the benefit of the doubt but sentenced to pay a fine 

for ―insults and defamation‖, as per the law on cybercrime.
230

 

Ramasomanana was supported by human rights entities and anti-corruption NGOs in Mada-

gascar, including Amnesty International in Madagascar and Transparency International. He 

was also submitted to an online smear campaign, as the same post accusing him of being a 

paid mercenary of the opposition to spread disinformation was shared multiple times in multi-

ple Facebook mega groups (8 groups ranging from 5000 to 40 000 subscribers, including 3 

groups named after popular television channels in Madagascar, with their logo as profile pic-
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ture) in May 2021.
231

 Other posts accused him of being a drug addict, doxxed and weaponized 

information on his mental health, and accused him of falsifying facts about his previous em-

ployment at the Ministry (―impersonating a public servant‖).
232

 

3.2.2.6 Case 6: Africa-France Summit 

In 2021, a delegation of Malagasy activists attended the New Africa-France Summit, in 

Montpellier, France. The Summit purported to re-define the fundamentals of the relationship 

between France and the African continent through a novel format, as it brought into dialogue 

French president Emmanuel Macron with members of African youth and civil society instead 

of a meeting between Heads of State and Governments. The Summit has been criticized as a 

communication campaign to reaffirm the African policy carried by President Macron.
233

 The 

absence of political peers during this meeting caused astonishment and irritation among Mac-

ron‘s African counterparts.
234

 

Members of the Malagasy delegation have faced vitriolic online reactions during and after the 

summit, being called ―traitors‖ and ―sold‖, and accused of colluding with the French govern-

ment and French enterprises against Madagascar‘s interests. The core content of these posts, 

according to one of our interviewees, could be summed by the phrase ―France has organized a 

Summit for the opposition.‖
235

 This phrase was twitted verbatim by the then Minister of For-

eign Affairs
236

, in what can be analyzed against our state-trolling model as a form of dog 

whistling to indicate governmental support of the campaigns and their content. One inter-

viewee confessed the smear campaign eclipsed the messages the civil society wanted to con-

vey through their participation to this Summit, flawed as it might be.
237

 So much so that an 

alliance of civil society organizations later published a joint press release, with the following 

disclaimer: ―The members of the delegation wish to recall that militants and/or activists are 
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not systematically assimilated to political "opponents". Civil society is neutral and non-

partisan.‖
238

  

3.2.3 General Findings 

As discussed above and in 1.5, we have collected singular posts from the Facebook platform 

and through a process of pattern recognition guided by the model anatomy a state-trolling 

campaign
239

 we aggregated them into concerted and coherent disinformation campaigns to 

illustrate state-sponsored disinformation in Madagascar. In this subsection, we discuss find-

ings which apply across our selection.  

First, campaign targets are generally politically outspoken people of ―higher profile‖.
240

 Those 

are people that would be labeled as ―personalities‖ with some modicum of platform and audi-

ence whereas regular people speaking up against or in ways that would tarnish the image of 

the government, or its proxies face more direct consequences.
241

 Targets can be journalists, 

whistleblowers, political commentators, or a person expressing a potentially dissenting view 

on Facebook, but in most cases, they are active members of civil society (or activists) or ac-

tive/perceived members of the political opposition.
242

  

Second, triggering events vary in location (online or offline), but all concern instances where 

the target expressed views which can be perceived as ―dissenting‖ or revealed information 

which can be analyzed as painting the government in a negative light. Emphasis is put on 

―perceived‖ and ―analyzed as‖ here as the dissenting or critical intent of the targeted speech is 

not always obvious. In Case 1, for example, the journalist showcasing the South‘s precarious 

famine victims alludes to weak governance, whilst in Case 6, civil society participation in the 

Africa-France summit offers a less pronounced link to governmental image or interest. 

Third, the language used in the posts we studied follows the language points raised by Nyst 

and Monaco. The most recurring theme across cases is the accusation of fake news fabrication 
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and dissemination. According to Nyst and Monaco, trolls often accuse targets of the very be-

haviors the state is engaging in.
243

 An adjacent recurring theme is campaigns portraying tar-

gets as working to destabilize the government for the benefit of often unspecified foreign enti-

ties: foreign donors, partners
244

, states,
245

 or foreign press. People expressing supports for 

targets are labeled ―traitors‖.
246

 These reflect two language tactics noted by Nyst and Monaco: 

accusation of collusion with foreign intelligence (here accusation of collusion with foreign 

interests) and accusations of treason. We also note the creation and use of elaborate cartoons 

and memes (for example, the target in Case 1 has been ―memefied‖ as a ‖pseudo journalist‖, 

with all accomplishment susceptible to support her claim to professionalism or integrity iro-

nized into self-aggrandization). The use of violent hate speech as a means of overwhelming 

and intimidating targets varies across cases, but the tone of language is generally bellicose and 

vitriolic, relying on insults and mockery. Misogynistic language (death and rape threats, dis-

paraging comments)
247

 is common toward female targets.
248

  

Whereas these first three criteria can be observed in variations across our selection, the two 

remaining ones (use of bots and algorithms; election antecedents) manifest in the same way in 

all our cases. These are also the two components in the model which cannot be directly ob-

served our dedicated empirical methods (discourse analysis, social media scraping and inter-

views), which require for us to use proxy techniques (literature review, analysis). 

This research does not include large data analysis or social bot detection techniques, which 

are necessary for a full answer on the use of bots and algorithms in a case
249

. However, our 

interview process did provide data confirming the existence of teams using Facebook algo-

rithms to track online mentions of the Malagasy president or his close advisors.
250

 We 

acknowledge the limitations in terms of rigor and reliability given this is based on perception 

data. An alternative, or additional, method would be to confirm the Facebook accounts shar-

ing the aforementioned language points as fake accounts.  
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In ICT and Artififcial Intelligence (AI) studies, fake accounts are called ―Sybils‖. Sybils rep-

resent fake identities controlled by a small number of real users, used in coordinated cam-

paigns to spread spam and malware.
251

 The France24 report refers to fake Facebook accounts 

in the sense that they are created and operated by human beings posing as other people, rather 

than in the sense that they are operated by bots acting as automated social actors. Malagasy 

people online often claim they can intuitively recognize a fake account, or ‖compte fako‖ (a 

pun substituting the English word ‖fake‖ with the Malagasy word ‖fako‖ meaning ‖trash‖). 

Among fake account identifiers, one interviewee cites: the absence of a profile picture (or a 

stolen one), few friends, few interactions and repetitive content in comments and posts.
252

  

Karatas and Sahin distinguish structure-based detection techniques of Sybil accounts.
253

 The 

fundamental assumption underlying this technique is that social networks show a ―homophily 

tendency‖.
254

 That is, two connected accounts on a social network tend to have similar attrib-

utes. This assumption therefor grounds the ―intuition‖ people have when detecting a possible 

fake account. Through our own observations, we found several Facebook accounts fitting the 

above ―intuitive‖ description a fake account (no photos, no friends, no content or interaction 

other than sharing governmental realizations and decrying the untrustworthiness or dishonesty 

of the opposition or a critical individual). Often, these accounts are connected in some way: 

they comment on the same posts, share the same links, follow the same groups, etc. So though 

the actual use of bots and algorithms may remain a black box to us, the data and analysis at 

our disposition do point to a plausible use of it.  

Finally, on the use of structures and resources gathered during election campaigns, the use of 

online attacks by the current governing party has been reported since the 2018 elections.
255

 

Case 2, notably, took place during that electoral period. One interviewee notes that 2018 is the 

time where Facebook ―trolls‖ have started polluting Facebook groups dedicated to national 

and local news.
256

 If the governing party started to resort to online disinformation tactics dur-

ing the election times, it is probable that they continued since being in office.
257

 In the 
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France24 report, when confronted with such accusations, the Ministry of Communication re-

sponded that like in other countries, this government has supporters freely expressing political 

support through legal means.
258

 One interviewee noted that though the government and its 

proxies are not the only entities engaging in online disinformation for political gain, they are 

better-placed in terms of resources and opportunities to profit from such tactics.
259

 

For reading purposes, the six cases constituting our empirical mapping process, which we 

have presented and discussed above, are synthetized into Table 3.1. 
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Table 3.1: Individually Targeted Disinformation Cases in Madagascar

CRITERION CASE 1 CASE 2 CASE 3 CASE 4 CASE 5 CASE 6

Target Journalist Civil society member Activist Opposition Whistleblower Journalist

Trigger

Video post showing the 

precariousness of the victims of a 

famine in the south of Madagascar

News channel interview during 

which the target commented on 

then President-to-be's electoral 

campaign funds origine

Malagasy delegation of activists 

and civil society member 

paticipating to the 2021 Montpellier 

Africa-France Summit

Major figure of opposition; attacks 

more systematic and more target 

oriented than trigger oriented

Posted a video on Facebook to 

disclose cases of high corruption in 

the Ministry of Health

Conduct an investigative report on 

the supply chain surrounding the 

farication of the COVID organics 

(CVO) which has been produced 

and promoted by the gouvernment 

Language

Acusation of collusion with foreign 

interests; accusation of treason; 

accusation of fake news 

dissemination; discrediting memes 

and images; use of insults

Accusation of collusion with the 

opposition, use of violent hate 

speech, accusation of fabricating 

and spreading false information, 

infringement of privacy

Accusation of collusion with France 

and French entreprises; accusation 

of treason; use of mysogynistic 

speech; amalgamation with the 

opposition

Accusation of collusion with foreign 

powers and interests; accusation of 

treason; accusation of sabotage; 

accusation of staging public unrest; 

use of memes and images

Accusation of forging fak news; 

Accusation of being paid by the 

opposition to pose as a public 

officer and stimulate puclic unrest; 

Disparaging comments on mental 

health

Accusation of fake news 

dissemination; accastion of 

sabotage and collusion with the 

opposition; use of discrediting 

insults and images
 

Bots and algortihms

Election antecedents

State Responsibility 

Mechanism

State incited or fueled

Statement of the local governor and 

counter-report with forged 

testimonies on national TV channel, 

accusing the journalist of spreading 

fake news

(use of state proxy)

State coordinated - state incited

Not formally the State at the time, 

but the revelations directly concern 

current president and his advisor

State incited or fueled

Ministry of Foreign Affairs posted 

a tweet implying collusion with 

France and the opposition (dog 

whislting) 

State incited

Less conducive data
State incited

State incited or fueled

Doxxing of information about the 

journalist after document shared on 

TV by a public medical institution 

director (state proxy)

Use of algorithms to track posts mentionning the President or a close advisor

Use of Sybils (fake accounts) to spread partisan speech while discrediting dissenting voices

Observed cases of online campaigns using fake accounts and spreading dispruptive speech for political gainobserved during presidential electoral period in 2018

Current government most well place in terms of resources and opportunities to profit from online campaigning tactics
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3.3 Impacts analysis and Facebook’s involvement 

As we have outlined the ―anatomy‖ of state-involving online disinformation campaigns in 

Madagascar, we now need to determine Facebook‘s level of involvement in the case. As we 

have seen, Facebook‘s content-grounded responsibility (see 2.1.2) and its para-business rela-

tionship to its users (see 2.2.2) make determining Facebook‘s involvement more challenging. 

For this reason, we have developed the Responsibility Scale in 2.3 to formalize scenarios 

which may engage the company‘s responsibility, which we will apply to our findings. 

To determine Facebook‘s level of involvement, we need to determine whether the facts dis-

cussed in this chapter constitute a ―severe negative impact‖ of the company‘s activities (as it 

has been established in 2.1.1 that freedom of expression constitutes a salient human right for 

Facebook, given the company‘s particular business footprint) that should be addressed and 

mitigated.  

The GP‘s framework aims to identify where a company should focus its attention based on 

salience. Salience is determined first based on the severity of harm the risk poses to people.
260

 

Severity is determined by the harm‗s scale, scope and remediability.
261

 For Madagascar, the 

adverse effects to right to freedom of expression appear to take place on a two-tier level of 

individual and societal effects. 

On an individual level, these impacts are:  

- an emotional toll of being subject to what has been described as nearing online har-

assment;  

- collateral toll suffered by affiliates or close relationships (for example, one of the in-

terviewee recounted how their niece was refused an administrative post because of the 

interviewee‘s public stands on political affairs);
262

 

- privacy infringements (photo reposting, private information shared online);
263
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- self-censorship of users who would otherwise take part in the public debate, resulting 

from fear or apprehension of knowing that ―thousands of bots and eyes may be spying 

on you across the digital landscape‖;
264

 

- self-censure of journalists;
265

 

- loss of credibility: targets become isolated in the public debate;
266

 

On a societal level, the impacts are:  

- erosion of public trust in otherwise trustworthy sources;  

- civil society actors are drowned out by waves of virality and performative outrage, and 

isolated due to the erosion of public trust, resulting in a weakened civil society; 

- impacts on right to information, as journalists and contradictory voices resolve to self-

censorship and as public debate and information diversity deteriorate;
267

 

- such campaigns also displace the public debate on other subjects which do not criticize 

state actions, as a sort of diversion tactic;
268

 

The second component to salience is likelihood. Likelihood is predicting how likely the im-

pact may exist or occur in the company‘s operations and supply chain. Although precedent 

Facebook Human Rights Impact Assessments (HRIA) will be discussed more in details later 

in Chapter 4, it is to be noted that Facebook has already had to contend with its platform being 

misused to spread hate speech and disinformation in countries such as Myanmar
269

 and Sri 

Lanka.
270

 Although no HRIAs or other formal investigation have been conducted by the com-

pany regarding state-sponsored smear campaigns in particular, these cases have been exten-

sively reported by stakeholders such as NGOs, activists, civil society and journalists.
271
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Measuring likelihood also involves considering the countries the company is operating in, and 

the capacity of the company‘s business partners to manage human rights risks.
272

 In 2.2, we 

argued that social media users resemble business relationships in the sense of the UNGP. Giv-

en the low level of instruction in Madagascar and the freedom of tones and lack of deontolog-

ical imperatives on Facebook, Malagasy users are at risk of being more vulnerable and per-

meable to disinformation.
273

 Moreover, the media landscape in Madagascar and the re-

strictions on expression result in a weakened information quality, to the benefit of bellicose 

partisan speech, ―leaving less space for the dispassionate discourse needed for democratic 

debate.‖
274

 

Thus, the adverse individual impacts observed in our case are compounded by severe societal 

impacts, which accentuate the already challenged free speech environment in Madagascar. 

Moreover, Facebook‘s previous experience with similar misuse of its platform should have 

enlightened the company on the risk of its platforms being weaponized. From this, we gather 

that Facebook‘s platform, as a product, and Facebook users, as business relationships of the 

company, have been instrumental in spreading disinformation content which reduced the abil-

ity of individual people in Madagascar to fully enjoy their right to freedom of expression. 

Referring to our Responsibility Scale, this situation corresponds to the ―Linkage‖ level of 

involvement.  

This provides us with the first part of the answer to our main research question, the second 

part of which will be addressed in the next chapter as we assess whether Facebook has pro-

vided the requisite effort to address its involvement in this case. 

                                                 
272
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Table 3.2: Facebook Responsibility Scale - Degree of Involvement

Adapted from the UNGP's three ways companies can be involved with human rights impacts—cause, contribution and linkage--which define how companies are expected to respond.

Designed for cases of free speech infringements involving the Facebook platform's user content. 

Level of involvement Non-impacting Non-involved Caused Contributed Linked Complicit - non-legal Complicit - legal

General definition No human rights impact 

Human rights impacts registered in 

the periphery of the company's 

activities but not engaging the 

company's responsibility under 

Pillar 2

Causes an impact through its own 

activities

Contributes to an

impact either

directly or through

some outside entity

(government,

business or other

A company‘s operations, products 

or services are linked to a negative 

human rights impact through a 

business relationship (or series of 

relationships)

Indirect involvement in human 

rights abuses

Aiding and abetting to human rights 

impacts

National criminal liability

or International criminal law 

jurisprudence: ―knowingly providing 

practical assistance

or encouragement that has a 

substantial effect on the 

commission of a crime‖.

Facebook-specific definition

Facebook's activities involving its 

user content do not infringe on the 

right to freedom of expression of 

others

Facebook's activities involving its 

user content restricts freedom of 

expression in confirmity with 

international human rights law 

standards (Article 19(3) and 20 

ICCPR)

Facebook directly infringes on 

freedom of expression with regard 

to user content

Facebook contributes to free 

speech impacts directly or through 

an other entity

Facebook is directly linked to a free 

speech infringement through the 

service its provide and its users‘ 

action 

Facebook indirectly and knowingly 

causes/enables abuses to free 

speech by a third party

Facebook is aiding and abetting to 

unlawful restrictions on freedom of 

expression

Scenario

Facebook platforms posts in a way 

and content that does not infringe 

on freedom of expression

Facebook applies content 

moderation policies with respect to 

the demands of freedom of 

expression, and with satisfactory 

overshight and transparency

Facebook applies content 

moderation policy which generally 

targets and suppresses posts on 

certain subjects or by certain 

groups, in opposition with 

international standards for freedom 

of exression

Facebook contributes to harm to 

free speech by enabling harmful 

posts (providing the technical 

solution or failing to acknowledge 

and prevent harmful use of its 

platform)

Facebook users coordinate harmful 

posts on the company's platform 

without Facebook leveraging 

against it

Facebook allows/facilitates its 

platform to be used in harmful 

ways by a third party

Facebook allows/facilitates its 

platform to be used in unlawful and 

harmful ways by a third party

Appropriate actions None None 

• Cease the activity

that caused the

impact

• Provide remedy

• Take steps to

prevent impact from

recurring

• Cease activity and

avoid contribution

• Provide remedy

• Use leverage to

mitigate any

remaining impact to

the greatest extent

possible

Has forward-looking

responsibility to

prevent the impact

from recurring

• No explicit

responsibility to

provide remedy but

can choose to do so


_ _
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4 Facebook’s responses: in Madagascar, and beyond 

This chapter reviews what Facebook does or has done to address the issue at hand (Sub-

question 2), to see if the company provides the requisite effort and reasonable care to avoid 

harm to other persons to uphold their corporate responsibility in this case and where im-

provement remains necessary (Sub-question 3).  

4.1 An array of untapped measures 

4.1.1 Case-specific measures, or lack thereof  

As we have seen in 3.1.2, the Facebook platform has been instrumental to spreading state-

coordinated and state-fueled disinformation campaigns in Madagascar which resulted in in-

fringements to the right to freedom of expression of the people targeted by such campaigns. 

Pillar 2 of the UNGPs provides businesses should seek to prevent or mitigate adverse impacts 

they are linked to, and in the case of Facebook such impacts extend to harm involving user 

content (see 2.1.2). To uphold its corporate responsibility Facebook should address the cases 

happening in Madagascar to mitigate their impact (by exercising leverage) and to prevent it 

from recurring (by undertaking HRDD).  

Referring to the cases we studied, Facebook should for example take measures to identify and 

take down harmful and defamatory campaigns such as the ones accusing a critical journalist 

of being a ―traitor‖ (Case 1, Case 3) or the ones resorting to violent misogynistic speech to 

attack an outspoken civil society member (Case 2, Case 3, Case 6). Regarding the societal 

impact of these campaigns, Facebook should take measures to contain the spread of these 

campaigns and engage in building Malagasy users‘ capacity to responsibly engage with online 

content and potential disinformation. Our interviewees underlined the provision of a modicum 

of ―media and information literacy‖ as part of the company‘s responsibilities.
275

  

There is a broad range of practical measures that Facebook could adopt to address its respon-

sibility in the Madagascar case, as the GPs are designed as evolutionary and adaptable, and 

offer guidance rather than injunction. However, there is little evidence of measures the com-
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pany has taken specifically in relation to Madagascar. One of our interviewees, for example, 

recounted instances in which campaign targets or their close ones have reported accounts and 

posts they deemed harmful and did not receive any follow up.
276

 However, Facebook‘s opera-

tions are global and cases of state-sponsored disinformation campaigns to silence dissenting 

voices are emerging worldwide as a key free speech issue (see 1.1). For these reasons, based 

on Facebook‘s failure to respond to this phenomenon in Madagascar, we will look at the 

company‘s general measures regarding harmful disinformation, as well as specific measures 

taken in cases similar to that of Madagascar, to guide our assessment. As there is little to as-

sess regarding the question ―what has been done specifically,‖ the next step it to consider 

―what has been done generally‖ along with ―what could have been done specifically.‖ 

Facebook has a wide array of company policies and measures to address harmful misuse of 

their online platforms, which we review below.  

4.1.2 Corporate Human Rights Policy 

The UNGPs afford a central role to HRDD in the corporate responsibility to respect. The pro-

cess should enable any corporation to achieve full respect for all human rights. A pre-requisite 

in undertaking HRDD is for the company to adopt and publish a high-level policy commit-

ment to respect human rights.
277

 This statement should reflect board-level acceptance to se-

cure its proper implementation and should be public, so that external stakeholders have a clear 

platform to scrutinize companies affecting them.
278

  

Facebook published its first corporate human rights policy in March 2021, affirming its com-

mitment to the UNGPs in one central repository that applies to all its products, in all the geog-

raphies of its operation
279

 (therefore, including both axes of our case: the Facebook platform 

as a product and Madagascar as an area of operation). This is done by cataloguing various 

policies, guidelines, principles and practices in one place, stating that Facebook‘s respect for 

human rights is applied through their Community Standards
280

, their membership in the Glob-
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al Network Initiative
281

, the Responsible Supply Chain Program
282

, Privacy Principles
283

, Data 

Policy, Law Enforcement Guidelines
284

, Transparency Reporting
285

, Responsible AI efforts
286

 

and Diversity and Inclusion Practices
287

. The policy commits to measures such as upholding 

end-to-end encryption, protecting human rights defenders, providing remedy for human rights 

harms, and reporting on the policy‘s implementation.
288

 The policy answers to the UNGPs‘ 

demand of ―know and show‖, as put by Miranda Sissons, Human Rights Director at Face-

book: ―Know the standards. Use the UNGPs. Be transparent. Show don‘t tell.‖
289

 

Formalizing Facebook‘s human rights commitment is a welcome step,
290

 but the policy ar-

rives after that of other ‗Big Tech‘ companies such as Apple 
291

, Google
292

, Microsoft 
293

 and 

Amazon 
294

. Given Facebook‘s market leadership since the 2000s and its past harms record, 

the policy might be ―too little, too late‖. The policy also suffers from its vagueness, and core 

issues remain unaddressed. For example, Facebook reiterates its commitment to its Communi-

ty Standards and its recognition of the Oversight Board
295

 but remains opaque on how it mod-

erates content at the first instance. Similarly, Facebook commits to ―report annually on how 

we‘re addressing human rights impacts, including relevant insights arising from human rights 

due diligence, and the actions we are taking in response‖
296

 without specifying the particulars 

of these reports. As pointed by Ranking Digital Rights, ―Facebook should significantly im-

prove its transparency on and accountability for its content moderation by publishing con-

sistent data on actions it takes to enforce platform rules.‖
297
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4.1.3 Due Diligence on Disinformation 

Beyond the ―commitment‖ prerequisite, due diligence as envisaged by the GPs
298

 comprises 

four subsequent steps resembling a typical continuous improvement cycle.
299

 These steps are:  

- Assessing actual and potential impacts of business activities on human rights;  

- Acting on the findings of this assessment, including by integrating appropriate 

measures to address impacts into company policies and practices;   

- Tracking how effective the measures the company has taken are in preventing or miti-

gating adverse human rights impacts;  

- Communicating about the due diligence process and its results. 

4.1.3.1 Assess 

The administration of a HRIA is the first step in the GPs‘ due diligence process. An adverse 

human rights impact may be said to occur when an action removes or reduces the ability of an 

individual to enjoy his or her human rights,
300

 and thus the parameters and process of HRIA 

under the GPs remain emergent and contested.
301

 In recognition of the procedural difficulties 

inherent with large corporations, Principle 17 of the UNGPs allows for corporations to ―iden-

tify general areas where the risk of adverse human rights impacts is most significant […] and 

prioritize these for human rights due diligence.‖  

Facebook has been conducting case-specific HRIAs before publishing its human rights state-

ment. There has been to date no HRIA conducted in Madagascar, as discussed in 3.3 and 

4.1.1, but previous HRIAs hold a modicum of relevance. As per the UNGP, their findings 

should have informed Facebook to take measures and integrate them within its management 

system and operations to alleviate future impacts. The previous HRIAs in question evaluate 

the role of Facebook‘s services in Sri Lanka, Indonesia, Myanmar, and Cambodia (see Table 

4.1).  
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Points raised in these HRIAs echo aspects of the Madagascar case. The duality of Facebook 

use in Cambodia reminds the Malagasy context (see 3.1). As put by the HRIA: ―while Face-

book is widely used as a platform for free speech, many users also exercise a significant de-

gree of self-censorship; while Facebook is an essential outlet for media organizations, it is 

also home to increasingly sophisticated disinformation efforts; while Facebook provides a 

place for civil society to organize, rights holders have been arrested for content they have 

posted, liked, or shared on Facebook.‖
302

 However, the facts analyzed in Madagascar are 

more akin to those observed in Indonesia, notably regarding ‖self-censorship of users‖ as a 

free speech impact, and the risks identified both on an individual and a societal level. Interest-

ingly, for Myanmar, similar impacts to our discussions in 3.3 appear under risks related to 

security as and ICCPR 20, possibly as Myanmar involved hate speech intended to incite of-

fline violence rather than partisan disinformation intended to control public debate.  

Recommendations in all four HRIAs underline the need to invest in functional teams master-

ing the local context and language and more engagement of local stakeholders such as civil 

society (by consultation for transparency reporting, for example) and users (through digital 

literacy initiatives, for example). The recommendation to perform HRIAs in other at-risk 

countries and more systematically is also a recurring point. Indeed, beyond those HRIAs, 

there are documented cases of harmful social impacts due to Facebook‘s conduct in different 

jurisdictions throughout the world. In 2020, Ranking Digital Rights has reprimanded Face-

book on how it conducts HRDD and questioned whether Facebook ―conducts systematic im-

pact assessments of its terms of service enforcement, on its targeted advertising policies and 

practices, on its development and deployment of algorithmic systems, or on its zero rating 

programs.‖
303

 These recommended developments remain unimplemented in Madagascar, 

which shows Facebook‘s failure to integrate its HRDD findings in its overall operations.  
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Country Context Risks identified Recommendations

Sri Lanka

Ethnic and religious tensions playing out 

both online and offline

One of the most critical countries for 

potential human rights infringements on 

the Facebook platform

Risks related to vulnerable groups, including online 

harassment of HRDs by other users

Government overreach to monitor 

defender activity online, which infringes on free 

expression (UDHR 19) if resulting in self-censorship

Facebook‘s response slow and insufficient to meet 

UNGP standard:

Lack of formal human rights due diligence

Limited cultural and language expertise among 

Facebook staff 

Expand country-level HRIAs to other critical 

countries

 

Publish data on content moderators, including the 

number of content moderators disaggregated by 

language expertise, country of origin, age, gender, and 

location 

Make Community Standards accessible and 

understandable, including by ensuring they are 

translated into all languages spoken by Facebook 

users in Sri Lanka

Indonesia

Ongoing domestic limitations on the right 

to free expression, especially targeted 

against non-Muslims

Dsinformation and misinformation issues 

(―hoaxes‖).

Societal risks resulting from disinformation and 

misinformation 

Hoax factories‖ used to target political figures and 

promote politically motivated disinformation in the 

hopes of impacting national and local elections

Formalization of an ―At-Risk Country‖ list

Making Community Standards sufficiently accessible 

and understandable

Developing processes to apply cultural context to 

content moderation

Myanmar

Evaluated the use of Facebook to 

spread anti-Rohingya sentiment in 

Myanmar in 2018

UN Fact-Finding Mission on Myanmar 

concluded that serious crimes under 

international law have been committed 

by military and security forces that 

warrant criminal investigation and 

prosecution 

Hate speech, incitement to violence, and content 

intended to coordinate harm may lead users to self-

censorship as a potential free speech 

Cntent intended to harass users and silence them in 

the public debate are found under risks related to 

security as per UDHR 3 and ICCPR 20 

Forward-looking recommendations shaped by the 

observation that Facebook‘s human rights impacts in 

Myanmar cannot be addressed by Facebook alone

 Enforce community standards through a cross-

functional team that understands the local context

Publish a local, Myanmar-specific version of 

Facebook‘s Community Standards Enforcement 

Report

Develop a more robust and systematic approach to 

human rights by undertaking HRIAs in other high-risk 

markets

Cambodia

Facebook irecognized by local 

stakeholders as an important space for 

freedom of information and expression, 

political participation, and government 

accountability

Challenging legal, social, and political 

context, with civic space being actively 

constrained and low digital literacy 

levels

Assessment prioritizes freedom of expression as a 

salient human right to be taken into consideration, 

although for different risks than the ones in our case

Apply leverage on the legal and regulatory 

framework in Cambodia as it relates to social media 

platforms

Publish a local Cambodia-specific version of the 

Community Standards Enforcement Report

Table 4.1: Overview of independent HRIAs commissioned by Facebook

Source: Article One, "Sri Lanka" & "Indonesia; BSR, "Myanmar" & "Cambodia."
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4.1.3.2 Act 

Once an assessment is completed, the GPs call for businesses to respond to its findings, to 

prevent future abuses and address any existing ones that may have been uncovered.
304

 

According to Article One, which was commissioned for the HRIAs in Sri Lanka and Indone-

sia
305

, Facebook implemented numerous recommendations they proposed, making significant 

strides in addressing the impacts of its products and respecting the rights of users in each 

country. Specific changes Facebook made in response to these recommendations included a 

new policy to remove verified harmful misinformation, the expansion of a bullying policy to 

increase protections to individuals beyond children, and operational management changes 

through launching the Third Party Fact Checkers and hiring a new Human Rights Director.
306

 

As with the Corporate Human Rights Policy, these responses have been criticized for appear-

ing appeasing and reactive rather than proactive.  

According to Business for Social Responsibility (BSR), Facebook‘s response to the HRIA in 

Cambodia sets out the meaningful steps to implement the recommendations.
307

 However, said 

responses overlook recommendations concerning active advocacy for regulatory change in 

Cambodia and other forms of support for human rights defenders and vulnerable groups, cit-

ing user security as a reason to ‖not discuss detailed action steps in public.‖
308

 As for the 

HRIA in Myanmar, Facebook has dedicated teams to work on issues specific to Myanmar, 

and planned to grow the team of native Myanmar language speakers reviewing content to at 

least 100 by the end of 2018.
309

 Nonetheless, Facebook sustains criticisms for not having done 

enough, given their societal reach, to prevent the weaponization of their platform in Myan-

mar.  

These positive measures, however criticized, show that there was precedent that the company 

could and should have built upon to address their adverse impacts in countries presenting sim-

ilar risks and challenges as those identified in Myanmar, Cambodia, Sri Lank and Indonesia. 

As shown earlier, the cases studied in Madagascar present non-negligible similitudes with the 
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cases in Cambodia and Indonesia in particular. The lack of responses in Madagascar thus ap-

pears all the less justified.  

4.1.3.3 Track and Communicate 

The UNGPs enjoin companies to track the effectiveness of their human rights approach by 

drawing upon feedback from external sources, including affected stakeholders, and ―com-

municate‖ on how they are addressing their human rights impacts.
310

 BSR commends Face-

book‘s disclosures of the findings of the HRIAs it has commissioned including the actual and 

potential adverse human rights impacts identified and actions taken, as it remains rare for 

companies to disclose such findings.
311

  

On the other hand, the company faces criticism for the delayed release of an India HRIA and 

the lack of action to addressing its role in spreading hate speech and incitement to violence on 

its services in India.
312

 According to a consortium of civil society organizations in India: ―The 

current perception is that Facebook is not committed to respecting rights in this case…The 

UN Guiding Principles on Business and Human Rights are clear that transparency is a key 

aspect of human rights due diligence and that to account for how they address human rights 

impacts, companies should be prepared to communicate this externally, particularly when 

concerns are raised by or on behalf of the affected stakeholders.‖
313

  

4.1.4 Voluntary Measures on Disinformation 

Beside its HRDD process, Facebook has taken voluntary measures to tackle its adverse im-

pacts on freedom of expression linked to disinformation and online harassment, which could 

have been relevant to address the cases in Madagascar.  

First, the Independent Oversight Board,
314

 created in 2018 as an independent operational 

grievance mechanism. The Board provides an additional remedy to users and helps Facebook 

answer the difficult questions around freedom of expression online: what to take down, what 

to leave up, and why. In its first decisions, the Board demonstrated its independence in over-
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ruling four of Facebook‘s decisions. The Board elicited a variety of responses, with Klonick 

describing its creation as an historic endeavor,
315

 and The Verge deeming it "a wild new ex-

periment in platform governance".
316

  

Second, the Third-Party Fact-Checking Program relies on independent third-party fact-

checkers certified through the International Fact-Checking Network to identify, review and 

rate potential misinformation across Facebook.
317

 The Program differs from Facebook‘s mod-

eration policies as fact-checkers do not remove content, accounts or pages from the Facebook 

platform. Instead, each time a fact-checker rates content as false, Facebook communicates the 

findings to users and reduces the content‗s distribution. The Program was created in 2016, 

after Facebook received criticism about online disinformation during the US presidential elec-

tion
318

 The company discloses countries in which they have third-party fact-checkers but 

gives no insight to the scale of the initiative for each country (number, budget, etc.)
319

. There 

are no third-party checkers for Madagascar.
320

 The Program proposes a novel approach but 

has been criticized for a lack of transparency on its impacts
321

 which has spurred Facebook‘s 

fact-checking partners to question whether this is one more crucial project is given the mini-

mum enthusiasm necessary for public relations.
322

  

4.2 An insufficient implementation 

Despite the array of policies that Facebook applies to address its adverse impacts involving its 

platform, online coordinated attacks in Madagascar remain unaddressed. Beyond the Mada-

gascar case, Facebook‘s measures have been criticized as ―image repair initiatives‖
323

 and 

demonstrate the company‘s failure to apply due diligence consistently and adequately. 
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4.2.1 Deflecting Responsibility  

Although none of the HRIAs developed above concern Madagascar, their findings should 

have informed Facebook enough to identify and anticipate the misuse of their platform to har-

ass or discredit dissenting individuals as a risk beyond the single country level. Indeed, the 

UNGP provide that: ―In order to prevent and mitigate adverse human rights impacts, business 

enterprises should integrate the findings from their impact assessments across relevant inter-

nal functions and processes and take appropriate action.‖
324

 As mentioned before, Facebook‘s 

human rights statement applies globally, while the HRDD process mimics an improvement 

cycle based on a ―horizontal integration across the business enterprise of specific findings.‖
325

 

Theoretically, if the assessment findings have been given due weight, and acted upon, it 

should have provided Facebook with enough foresight to identify other at-risk countries and 

extent prevention and mitigation to these countries. Given the free speech challenges in Mad-

agascar we discussed in 3.1, which as we have mentioned shares similarities with the Cambo-

dian context, Madagascar fits among such countries.
326

   

However, the commentary to Principle 19 recalls: ―The horizontal integration across the busi-

ness enterprise of specific findings from assessing human rights impacts can only be effective 

if its human rights policy commitment has been embedded into all relevant business func-

tions.‖ Facebook‘s human rights policy, for one, dates from little more than a year and re-

mains to be operationalized. Hattotuwa also argues that Facebook needs to own the harm it 

contributed to when it did not have this policy.
327

 The Facebook platform has contributed to 

ethno-political unrest, religious extremism and violent nationalism as far back as 2013
328

 and 

Hattotuwa notes ―how the company‘s lip-service to rights didn‘t sync with corporate impera-

tives‖
329

. She recalls Facebook only started addressing some of these issues when impacts 

entrenched in Sri Lankan and other Global South markets
330

 echoed at scale in the West. 

While releasing its HRIA on Sri Lanka, Facebook deplored the ―misuse of our platform‖, and 
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apologized for ―the very real human rights impacts that resulted‖. It did not however recog-

nize that it had done enough to stop the spread of content inciting hate. Instead, it placed the 

blame on those who misused the platform although at the time there were no well-established 

guardrails against platform harms. 

A close reading of the new human rights policy shows the problem persists. In Section 4, Fa-

cebook recognizes that ―human rights defenders are a high-risk user group‖ but the same par-

agraph deflects and downplays risks HRDs face on Facebook‘s products and platforms. The 

human rights policy names the company when there is a statement of corporate due diligence. 

However, when specific harms are noted, the blame shifts to ―social media‖ at large. Even in 

its most progressive document on human rights, Facebook shies away from corporate respon-

sibility of significant contributions to offline and online violence.
331

 
 

4.2.2 Understating Leverage Capacity 

The commentary to UNGP 19 states that: ―If the business enterprise has leverage to prevent or 

mitigate the adverse impact, it should exercise it. And if it lacks leverage there may be ways 

for the enterprise to increase it. Leverage may be increased by, for example, offering capacity-

building or other incentives to the related entity, or collaborating with other actors.‖ Under-

standings of what constitutes leverage have been discussed earlier in 2.1.2 and 2.2.2.  

Besides the above-mentioned account cleansing in 2019, no measures in Madagascar have 

emanated or are supported in a substantial manner by the company to suggest an intention to 

leverage the adverse impacts discussed in this research.  

The commentary on the UNGPs recognizes that there are situations in which the enterprise 

lacks the leverage to prevent or mitigate adverse impacts. In their submission to the Special 

Rapporteur on Freedom of Opinion and Expression for her Report on Disinformation, Face-

book refers to challenges in addressing disinformation campaigns on their platforms, mainly:  

 the definitional challenge inherent to ―disinformation‖ and other integrity issues;
332

 

 the dilemmas of content moderation, as explored in Chapter 2 (who decides what is 

untruthful and what the penalties for untruthful content should be, as measures at-
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tempting to address these questions risks undue restrictions on freedom of expression 

and the right to information);  

 the highly contextual character of issues involving disinformation campaigns, such as 

language barriers, cultural context, legal ambiguity around the definition of disinfor-

mation; 

 the challenge of identifying, removing and restricting access to harmful disinformation 

on a platform with billions of users; 

 the complexity borne from the enormous scale of internet use worldwide, the rapid 

development of new technologies and increased political polarization in many coun-

tries. 

These are legitimate challenges that a social media provider like Facebook is bound to en-

counter. However, given the scope of Facebook‘s operations and worth, these challenges can 

hardly be considered enough to make leverage or mitigation impossible, even in a culturally 

and economically remote context like Madagascar. Facebook classifies among the ‗Big Five‘ 

of tech companies along Alphabet (Google), Amazon, Apple and Microsoft.
333

 These compa-

nies dominate their respective areas of technology, namely social media for Facebook. They 

have been among the most valuable public companies globally,
334

 each having had a maxi-

mum market capitalization ranging from around $1 trillion to above $3 trillion
335

.  

In 2021, Facebook has an estimated net worth of $124.879 billion and market capitalization of 

$ 939 billion, with 1.93 billion monthly active users as of December 2021,
336

 a true Leviathan 

superseding the GDP of many countries including Switzerland, Saudi Arabia, and Madagas-

car.
337

 This economic weight is compounded by the societal role Facebook plays in many 

countries. With more users than India and China‘s populations combined, Facebook is the 

internet in many regions outside the West.
338

 In many countries in Africa, the largest news 
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sources are Facebook mega groups.
339

 In 3.2, we brought up the case of a whistleblower who 

has sustained defamatory accusations across eight such groups. We have also underlined the 

role of Facebook regarding freedom of expression and access to information in the Malagasy 

context (see 3.1). Thus, along the denial of its full responsibility, Facebook downplays the 

large societal role it plays.  

4.2.3 North-South Disparities 

Facebook‘s influence and the scope to which it facilitates harmful disinformation
340

 is un-

precedented, yet the company remains ―chronically underfunded and understaffed".
341

 Face-

book has come to acknowledge to a degree the level of harm it is at risk of creating yet 

doesn‘t allocate resources accordingly. The Facebook Papers revealed the discrepancy be-

tween what Facebook monetizes in the United States (55 USD per person), in Europe (14.5 

USD per person), in Asia (4.5 USD per person) and in the rest of the world combined (2.5 

USD per person).
342

 Haugen notes an unequal distribution of third-party fact checking pro-

gram across countries of operations.
343

 In 2020, 87% of the operational budget for misinfor-

mation went to English, even though only 9% of users spoke English.
344

 This shows that Fa-

cebook consistently allocates attention for safety, not based on actual severity.  

Irene Khan has remarked that ―the largest [digital] companies, based in the United States and 

influenced by its politics and public opinion there, appear to be driven by United States and 

European priorities. They do not invest sufficient resources in understanding the local factors 

that feed disinformation online in other parts of the world, especially developing coun-

tries.‖
345

 Facebook does not contradict this assessment. Facebook users outside of North 

America contract with the company's Irish subsidiary. This situation permits a divide in 

standards between operations in North America, where stronger regulation is compounded 

with more resources and attention, and the rest of the world, especially the Global South.
346

 In 

2021, Frances Haugen disclosed documents showing the deliberate choices Facebook makes 
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to maximize profit at the expense of public safety, in what has come to known as ―The Face-

book Files.‖  The Files confirmed Facebook chronically underinvests in non-Western coun-

tries, leaving users exposed to disinformation, hate speech, and violent content.
347

  

As seen in our Responsibility Scale, internet companies often risk linkage to human rights 

impacts that they do not cause or contribute. It may be argued that in this case, there is no 

direct or meaningful involvement of Facebook in the adverse impacts observed in Madagas-

car. Indeed, entities affiliated with the State are using the Facebook platform to propagate 

defamatory content to overwhelm, discredit and silence critical individuals. However, it could 

be said that such intents fall under fair use of the platform and should not engage the compa-

ny‘s responsibility, the same way a person shooting another person does not engage the re-

sponsibility of the gun manufacturer, though it may engage the responsibility of the dealer if 

the gun was knowingly sold to an intoxicated person
348

 or a minor
349

, in a word if the dealer 

showed negligence, either by not making its due diligence or by ignoring its findings.
350

 Inter-

estingly, Facebook as company acts as both the manufacturer (Facebook designs the platform 

independently
351

) and the dealer (Facebook provides the platform to users, and lobbies for 

cheaper access prices in Global South countries
352

).  

Following this logic, one could maintain that Facebook did not do anything in the case we are 

studying besides providing the service and product it is its business to provide, in respect with 

all relevant regulations. Facebook itself has argued this way when confronted with its in-

volvement in cases such as Myanmar, deflecting responsibility to its users or to the State. 

However, we argue that the claim that ―Facebook did nothing‖ is the very core basis of Face-

book‘s involvement and responsibility in Madagascar. Facebook published and designed an 

array of measures and initiatives which we have analyzed in 4.1. However, these measures did 

not translate enough into the company's operations to absolve their linkage to the free speech 

infringements evoked in this paper.  
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4.3 Recommended measures 

4.3.1 UNGP measures 

To answer our last research question, many recommendations can be made to improve Face-

book‘s responses in Madagascar and in general.
353

 Based on our earlier analysis, these can be 

synthetized into two main themes: transparency and scale.   

On scale, Facebook should extend its due diligence process to counter the geographical dis-

parities in its policies‘ implementations by conducting more HRIAS in at-risk countries and 

less affluent markets. For our case, an HRIA in Madagascar is necessary, especially with the 

next presidential election scheduled for 2023. Facebook needs to adopt linguistic acuity and 

equity policies, for example ensuring their community standards are available in relevant lan-

guages in the countries where they operate and allocating adequate resources in at-risk coun-

tries such as third party checkers mastering the local language and context. According to 

Khan, ―A thorough understanding of the local political, social and economic context, lan-

guage proficiency and close cooperation with civil society in countries where disinformation 

is more prevalent are necessary.‖
354

 

On transparency, beyond publishing regular updates on the implementation of its human right 

related policies, subject to stakeholder review,
355

 Facebook should open its research to people 

outside the company. A lack of transparency regarding content moderation systems prevents 

adequate assessments of the effectiveness of the measures adopted by the company and its 

human rights impacts. Facebook data remains a ―black box‖ for researchers and users.
356

 Its 

transparency report, for example, provides information on the removal of fake accounts but 

not about content. Similarly, no information is provided about the ratio of disinformation con-

tent or the level of user engagement with disinformation, including numbers of shares, views, 

reach and number of complaints or requests for removal.
357

 This confirms Benesch‘s observa-

tion that ―internet companies govern, without meaningful accountability to the people under 
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their control.‖
358

 According to Haugen, ―we can develop privacy-conscious ways of exposing 

radically more data than is available today, [...] It is important for our ability to understand 

how algorithms work, how Facebook shapes the information, to have these data sets publicly 

available for scrutiny.‖
359

 

4.3.2 Beyond UNGP?  

In her paper ―But Facebook‘s not a country‖, Benesch argues that Facebook should be held to 

a higher standard of responsibility given the magnitude of its impacts: as a social media com-

pany, Facebook can limit ―not only what people say (or write) but what they see and read‖. 

When exercised in public spaces, such powers are reserved for governments. This extraordi-

nary, transnational power sets companies like Facebook apart from other corporations, as it 

can influence the political, cultural, and economic development of entire societies.
360

 

Moreover, the UNGPs‘ limitations have often been criticized. Biltchiz deplores their inade-

quacy to address the exact nature and extent of the obligations and expectations they assign on 

States and corporations, while Deva deems the lack of positive human rights obligations bind-

ing corporations as a regressive approach.
361

 It is thus important to consider an extended or 

more intensive regime of corporate responsibility for social media companies. Auto-

regulation so far has borne lackluster results, at least in the case of Facebook, as Haugen 

hammers: ―platforms cannot be trusted to act in the public interest.‖
362

  

One alternative lies within domestic and regional regulation. The incoming the EU Digital 

Services Act (DSA) and Digital Market Act (DMA), which set to strengthen rules around tech 

companies to create a safer digital space, promise an important advancement. However, there 

is no silver bullet in ensuring accountability for social media disinformation issues given the 

complex tangle of state and corporate responsibility, and countervailing rights, those entail. 

Alone, regulatory frameworks risk entertaining the rift in standards between countries having 

these regulations and countries not having them. When the EU applies the DSA, it will hope-

fully engineer an environment better suited to protect such rights as freedom of expression 
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online – in the EU. When the US Congress raises the issues of disinformation on 2016 Face-

book, Facebook complies with the Oversight Board and a renewed commitment to truth-

seeking – in the US. Whatever improvement the company adopts through these frameworks 

scarcely reaches more vulnerable regimes such as Madagascar, where local regulation re-

mains challenging, as  our  interviewee expressed: ―Today, I think that Facebook has become, 

somewhere, a ‗weapon‘ in the hand of the state […] and the state is not going to repress itself, 

it is not going to restrain itself.‖
363

 

De Schutter argues that only an international treaty could establish uniform corporate ac-

countability irrespective of whether states comply with their duty to protect or not.
364

 On so-

cial media businesses, Benesch argues that adhering to a single body of standards would give 

companies a source of ―forceful normative responses against undue State restrictions‖ and 

would provide a basis for users to hold companies accountable.
365

 In our introduction, we 

mentioned the ongoing drafting process of a ―Legally Binding Instrument to Regulate, in In-

ternational Human Rights Law, the Activities of Transnational Corporations and Other Busi-

ness Enterprises.‖ A similar, sector specific initiative, might offer the single body of standards 

needed to counter social media businesses‘ uneven enforcement of their own community 

standards. Similarly, Haugen advocates for a dedicated ―oversight body‖ with the power to 

oversee social media platforms.
366

 
 

Controversy remains regarding best path towards business respect for human rights: a binding 

instrument or a practical approach focused on national law and voluntary initiatives?
367

 Rug-

gie maintains that a binding instrument offers more difficulties than advantages
368

 while Deva 

considers ―single instrument‖ or ―single strategy‖ approaches misguided and emphasizes the 

need for complementary approaches coordinating persuasion with sanctions,
369

 juts as Khan 

called for rights-based multidimensional and multi-stakeholder responses to tackle online dis-

information.  
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5 Conclusion 

In her report on ‗Disinformation and freedom of opinion and expression‘, Irene Khan under-

lined the threats posed by disinformation to human rights in our current digital world and 

called for better responses from States, but also from companies. With social media increas-

ingly shaping our daily lives and public spheres, ensuring human rights accountability on the-

se platforms is crucial. As corporations operate the most prevalent platforms, the UNGP 

framework provides one possible tool to do so.  

This research focused on a case study of state-led disinformation campaigns as a free speech 

infringement involving the corporate responsibility of Facebook (now known as Meta) as a 

social media business. The case retraces how the Malagasy state and its proxies leverage 

online attacks on Facebook.com as a way to silence dissent, and the research aimed to assess 

whether Facebook has responded adequately to the resulting impacts on free speech which it 

is directly linked to. Our main research question (to what extent is Facebook, Inc. responsible 

for harms to the right to freedom of expression caused by state-led disinformation campaigns 

deployed on their Facebook platform in Madagascar?) segues into three sub questions, which 

we now address once more.  

The first sub question concerns the scope and content of Facebook‘s responsibilities regarding 

the right to freedom of expression on its platform. As any other business, Facebook has a re-

sponsibility to avoid infringing upon the human rights of others and address adverse human 

rights impacts with which they are involved. As a social media company, Facebook contends 

with a ―content-based‖ responsibility to respect freedom of expression, in the sense that the 

company may find itself involved with free speech infringements resulting from the content 

published on its platform. The exact contours of this responsibility and the corresponding ap-

propriate actions from the company are difficult to define, as any attempt to address harmful 

user content may result in countervailing impacts on freedom of expression.  

We sought to formalize the scenarios in which the company may be involved in such in-

fringements through a ―responsibility scale‖ adapted from the UNGPs. Applying this scale to 

our case, we found Facebook directly linked, through its users and its platform, to adverse 

impacts on free speech such as individual self-censorship and overall pull down on civic 

space and the public debate. Our analysis presented six cases of coordinated online harass-

ment and disinformation campaigns, which targeted journalists, civil society members, oppo-
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sition members and whistleblowers in Madagascar. These cases show the weaponization of 

the Facebook platform to serve state interests in a way that interferes with individuals‘ right to 

free speech. 

This observation brought us to our second sub question on measures taken by Facebook to 

address its involvement in the case. The UNGP provide that a company linked to adverse hu-

man rights impacts should seek to mitigate these impacts by exercising leverage where possi-

ble and preventing them from recurring. However, we have found that the company has yet to 

address the cases raised in our study and the resulting adverse free speech impacts in any 

case-specific way. Our analysis thus drew comparative evidence from the company‘s previous 

responses in cases with similar aspects, which show what the company could have done to 

uphold it responsibility. In these countries, the company did provide efforts, to an extent, to 

take adequate measures to address its impact. It could have drawn on these measures for pos-

sible avenues forward. Beyond actual measures taken, the experience and the knowledge the 

company has acquired through their HRDD process in these countries should have enlight-

ened it on the risk of its platform being misused to stifle and overwhelm dissenting voices.  

With this knowledge, and to answer our last sub question (What additional measures, if any, 

should the company take in the context of the case?), the company should have applied for-

ward thinking to prevent the impacts identified in these countries from recurring in similar 

contexts. As such, impacts identified in Myanmar and Sri Lanka for example (where online 

harm could result in self-censorship of users who would otherwise participate in the public 

debate) could have been prevented from recurring in Madagascar (where this form of self-

censorship has been analyzed as one of the main impacts of the campaigns we studied).  

To return to our main question, we found Facebook responsible for harms to the right to free-

dom of expression caused by state-led disinformation campaigns deployed on their platform 

in Madagascar. Its platform has been instrumental to facilitate these harms and its insufficient 

and selective HRDD demonstrate a lacking commitment in making the decisions and invest-

ments necessary to ensure respect for human rights. In the case of Madagascar, Facebook did 

not conduct a HRIA or offer otherwise specific responses, despite a socio-political context 

marked by vulnerabilities. In addressing disinformation, the company conducts country-

specific HRIAs on a situational rather than systematic basis, despite a recent step in the right 

direction with the publication of their human rights policy. Facebook has been shown to effect 

a preferential treatment to countries such as Canada and the United States, while not allocat-
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ing the same resources in countries of the Global South. Facebook‘s negligence is compound-

ed by the company‘s denial of its responsibility in cases where online disinformation resulted 

in offline harm. In this regard, Facebook still functions in a way that prioritizes profits over 

people, which brings us back to the core premise of business and human rights.  

This research focused on a specific human rights issue involving the business footprint of 

Facebook. Throughout this paper, we have endeavored to isolate the relevant aspects of said 

issue to analyze and derive normative conclusions. However, the human rights risks and mis-

givings of Facebook run deeper than what could be addressed this paper. The platform‘s most 

harmful characteristic remains its algorithmic logic that gives the most reach to the most divi-

sive and polarizing content. However, social media provide new opportunities to leverage 

rights and bring the powerful to account. For these reasons, it is imperative to search for ef-

fective responses to lessen companies such as Facebook‘s harmful impacts, through multidi-

mensional and multistakeholder responses. 
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