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Abstract

Background: Software systems must continuously evolve to meet new business requirements. A modular software architecture is key to facilitating the evolution of the system. Many software development organizations also require their software to be deployed on the cloud due to demands on scalability and availability. Microservices is an architectural style that allows the implementation of all these requirements. However, software architecture is prone to sub-optimal solutions, because of several factors such as time constraints, uncertainty, miscommunication, and the growing complexity of software systems. Such factors may lead to architectural technical debt (ATD). There are only a few studies about ATD in the context of microservices (MS-ATDs).

Objective: This work aims to understand what MS-ATDs are, including their costs and solutions, and investigate methods to support their quantification, prioritization, and management.

Method: The reported studies combined qualitative and quantitative research methods. We started with a multiple case study in seven large software development organizations to identify MS-ATDs, costs, and solutions. We then proceeded with an in-depth multiple case study in four large software development organizations on how a specific MS-ATD, the misuse of shared libraries, affects development agility. Next, we performed another multiple case study in three large software development organizations in the early stages of migration to microservices to understand how MS-ATDs occur during migration and how they can be prioritized. Finally, we conducted a quantitative case study in a large company before and after refactoring some MS-ATDs to understand how the refactoring affected the occurrence of incidents. We used incidents as a proxy of MS-ATD costs.

Results: Our results include a catalog of MS-ATDs, their causes, their solutions, a quantification of the debts’ interest based on the number of incidents resulting from the debts, and an approach to prioritize MS-ATDs. Examples of MS-ATDs are the lack of communication standards among microservices, the misuse of shared libraries, and an excessive number of small products. We report negative effects of misusing shared libraries on development agility. We also presented suggestions of how software development organizations could deal
Abstract

with this problem. Finally, we proposed a systematic prioritization approach for MS-ATDs based on factors such as the likelihood of their occurrence, the difficulty of their resolution, and their importance for the practitioners.

Conclusion: Software development organizations are still learning how to use microservices and pay a high interest due to the lack of experience with this architectural style. Such organizations can use our catalog to identify 16 different MS-ATDs, their costs, and solutions. They can also integrate our lightweight MS-ATD prioritization approach into their agile development processes. Researchers can find our results valuable in understanding MS-ATDs and contributing to reducing the current knowledge gap that leads to MS-ATD high costs. Finally, we quantified part of the MS-ATD interest using incidents. Such an approach might be helpful for companies and researchers when seeking new ways of measuring the debt’s interest.
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Chapter 1

Introduction

Architectural technical debt (ATD) is present when architectural sub-optimal solutions lead to a benefit in the short term but increase the overall costs in the long run [MBC15]. Every software is prone to ATD: software development organizations may accumulate ATD when trying to accelerate the development of a software architecture or when an architecture is degraded due to architectural choices that were optimal in the past but are currently hindering architecture development [Ver+21].

Over the past years, we have seen a growth in the popularity of the microservices architectural style [Dra+17]. A microservice architecture consists of a suite of small and independent services working together and communicating through lightweight mechanisms [LF14]. This architectural style facilitates software scalability and reduces the length of testing, build and release phases, among other advantages [Fow15]. Such advantages made several software development organizations use microservice architectures in their solutions.

Still, architecting with microservices is not easy [DLM19]. Software development organizations are still learning how to use them properly [TLP20]. Many of those organizations are developing microservices from scratch, while others are migrating from other architectural styles. It is common to see success stories in workshops, conferences, and other events worldwide for both cases.

Like any architectural style, microservices are prone to ATD. However, the current literature on the topic does not define ATD in microservices, their causes, solutions, or how to avoid them (see the systematic mapping study about architecting with microservices by Di Francesco et al. [DLM19] and the systematic literature review about the management of ATDs by Besker et al. [BMB18]). Software development organizations also do not know how to deal with these debts.

Moreover, microservices are distinct from other architectural styles. Specific characteristics lead to microservice-specific ATDs (MS-ATDs). Like any ATDs, identifying and managing MS-ATDs are essential to prevent software failure.

---

This work investigates what MS-ATDs are, how they occur, and how to prioritize and repay them.

Figure 1.1 shows the main topics discussed in this thesis. The following chapters will expand each of these topics.

Figure 1.1: The topics discussed in this thesis.
Architectural technical debt (ATD) is a specific type of technical debt (TD). Figure 2.1 presents the relationship between TD and ATD, as well as related concepts.
2. Background and related work

2.1 Technical Debt

The first mention of “technical debt,” or TD in short, dates back to 1992, in a report written and presented by Ward Cunningham at the Object-Oriented Programming, Systems, Languages & Applications Conference (OOPSLA) [Cun92]. Cunningham described TD as a metaphor to explain the fragile balance between making decisions with short-term benefits and their consequences: an increase in long-term software development costs. Since then, researchers and industry practitioners worldwide have used the metaphor. The first research studies on TD emerged in the early 2000s and the more significant ones after 2010 [CLM21].

Several years after the original definition of TD, in 2007, Steve McConnell wrote the first most noticeable refinement of the metaphor. He defined two types of TD: the unintentional, which happens due to low-quality work and the intentional, caused by strategic decisions. Later, in 2009, Martin Fowler defined the “Technical Debt Quadrant,” classifying TD as deliberate or inadvertent and reckless or prudent. The definition by McConnell and the Technical Debt Quadrant by Fowler expanded the original interpretation given by Cunningham, given space to interpret (intentional or unintentional, deliberate or inadvertent, and reckless or prudent) TD also as part of an overall investment strategy to speed up software development.

Several years later, in 2016, the Dagstuhl Seminar 16162 “Managing Technical Debt in Software Engineering,” came up with the most recent and well-used definition of TD [Avg+16]:

> In software-intensive systems, technical debt is a collection of design or implementation constructs that are expedient in the short term but set up a technical context that can make future changes more costly or impossible. Technical debt presents an actual or contingent liability whose impact is limited to internal system qualities, primarily maintainability and evolvability.

Essentially, the TD metaphor is composed of three main components:

- The debt is a contingent technical issue or sub-optimal implementation that might or not incur intentionally. Practitioners might intentionally take the debt to accelerate the development process. Alternatively, the
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debt might emerge due to technology degradation when an acceptable solution in the past is not satisfactory anymore. One example of debt is skipping the support for scalability in a web development platform due to time-to-market constraints.

- The interest is the cost of taking the debt. Following the previous example of debt, part of the interest could be the cost for handling maintenance issues and potential loss of clients due to current platform limitations, which cannot scale to support a higher number of clients.

- The principal is the cost of developing the optimal architecture from the beginning or the cost of repaying the debt. In the example above, the principal is the cost of rewriting the software to be scalable later, such as costs due to effort spent on extra development and learning technologies.

Many have contributed to the state of the art of technical debt since the definition of the term [CLM21]. Examples are the TD landscape by Kruchten et al. [KNO12], which separates the concept of TD from other issues such as code smells and coding style violations, the TD categorization by Li et al. [LAL15], and the accumulation model of architectural TD by Martini et al. [MBC15].

### 2.1.1 Types of Technical Debt

Over the years, the research on TD classified the debts into distinct types. Each type applies to different software artifacts, such as code, architecture, and requirements. Alves et al. [Alv+14] and Li et al. [LAL15] are two secondary studies that systematically identified TD types in the research literature. They identified 13 and 10 distinct types of TD, respectively, as shown in Table 2.1.

Some TDs were studied more than others over the years. Li et al. [LAL15] shows that code TD is the most cited type in the research literature (40% of the studies assessed), followed by ATD (27% of the studies assessed). The other types of debt are spread throughout the remaining 33% of the studies assessed. Alves et al. [Alv+16] inferred that a plethora of tools for source code analysis might explain the high amount of studies on code TD. Other types of TD do not have such an abundance of tool support. ATD is the second most studied TD type. However, answering how to identify, monitor, and manage ATD is still an open research question [Ver+21]. There is increasing evidence that ATD is the most challenging type of debt to handle [KNO12]. This thesis assesses the management of ATDs in microservices, as described in Section 3.

On the other hand, Service Debt is the least studied type of TD, with a single study on the topic by Alzaghoul and Bahsoon [AB13] as identified by
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Table 2.1: The TD types according to Alves et al. [Alv+14] and Li et al. [LAL15].

<table>
<thead>
<tr>
<th>Debt</th>
<th>Identified by Alves et al.</th>
<th>Identified by Li et al.</th>
<th>Refers to</th>
</tr>
</thead>
<tbody>
<tr>
<td>Architectural Debt</td>
<td>X</td>
<td>X</td>
<td>Sub-optimal architectural decisions.</td>
</tr>
<tr>
<td>Build Debt</td>
<td>X</td>
<td>X</td>
<td>Difficulties during the software building phase.</td>
</tr>
<tr>
<td>Code Debt</td>
<td>X</td>
<td>X</td>
<td>Issues found in the software source code.</td>
</tr>
<tr>
<td>Defect Debt</td>
<td>X</td>
<td>X</td>
<td>Defects found in the source code, usually identified by test activities.</td>
</tr>
<tr>
<td>Design Debt</td>
<td>X</td>
<td>X</td>
<td>Issues at the design level, such as complex classes and methods or code smells.</td>
</tr>
<tr>
<td>Documentation Debt</td>
<td>X</td>
<td>X</td>
<td>Lack of system documentation.</td>
</tr>
<tr>
<td>Infrastructure Debt</td>
<td>X</td>
<td>X</td>
<td>Suboptimal infrastructure decisions.</td>
</tr>
<tr>
<td>People Debt</td>
<td>X</td>
<td></td>
<td>People and socio-technical decisions.</td>
</tr>
<tr>
<td>Process Debt</td>
<td>X</td>
<td></td>
<td>Inefficient processes.</td>
</tr>
<tr>
<td>Requirements Debt</td>
<td>X</td>
<td>X</td>
<td>Inconsistencies between the actual implementation and its optimal requirements.</td>
</tr>
<tr>
<td>Service Debt</td>
<td>X</td>
<td></td>
<td>Issues regarding web service selection and composition in cloud-based architectures.</td>
</tr>
<tr>
<td>Test Automation Debt</td>
<td>X</td>
<td></td>
<td>Issues with the test automation functionalities.</td>
</tr>
<tr>
<td>Test Debt</td>
<td>X</td>
<td>X</td>
<td>Poor testing practices.</td>
</tr>
<tr>
<td>Versioning Debt</td>
<td></td>
<td>X</td>
<td>Incorrect source code versioning management.</td>
</tr>
</tbody>
</table>

Alves et al. [Alv+14]. At first hand, this type of TD seems related to the topic of this thesis. However, the authors studied non-microservice SOA applications. They investigated a scenario in which architects want to replace pieces of their software with web services available in the cloud market. Different vendors may have different but similar web services, and the architects have to decide which one to use. According to the authors, selecting one of the web services might incur TD. They propose an approach to support practitioners to decide what web service to use. In this scenario, their applications might be monoliths consuming web services. Furthermore, the term “web services” itself was strictly defined as using specific technologies not commonly used in microservices (see
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the definition of web services by the W3C Working Group\(^1\).

2.1.2 Architectural Technical Debt

Software architecture plays a significant role in the development of large systems [KNO12]. Therefore, it is important to manage ATDs. Examples of ATDs are incorrect or not well-defined data structures, unexpected dependencies among components, pieces of the architecture that do not satisfy the product requirements (e.g., scalability), and misplaced functionality (e.g., business logic in the software UI) [MB17].

Several tools can help with TD, and some of them expose architecture-related issues such as coupling and circular dependencies [Avg+21]. However, such tools primarily rely on analyzing the software source code [BMB16]. Therefore, they cannot capture whether architectural decisions, for example, concerning the source-code framework used to build the application or database technology in a particular setup lead to debts.

ATD might emerge from decisions made in previous phases of software development. For example, frameworks chosen several years earlier might not support newer scalability requirements or migration to the cloud. Modifications in the business context, time pressure, or lack of understanding about a system’s future business requirements might be causes for consequential changes in the system requirements and, thus, new ATD. Regardless of the causes, ATDs may be costly and require management to prevent the system from being unmaintainable [MBC15].

2.2 Microservice Architecture

The microservice architectural style requires breaking down applications into smaller, independent pieces. Each piece, called a microservice, provides independence among teams, improved maintainability, and scalability. Over the years, several authors proposed definitions for microservices. Di Francesco et al. [DLM19] identified at least 27 authors using their own or informal definitions of the term. However, the most used definition is the one provided by Lewis and Fowler [LF14] in 2014: “an approach to developing a single application as a suite of small services, each running in its own process and communicating with lightweight mechanisms, often an HTTP resource API.”

Microservices are born in the industry. They were in use years before that definition in 2014. According to Newman [New19], Lewis spotted the originally

\(^1\)https://www.w3.org/TR/ws-arch/wsa.pdf
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called “micro-apps” in a few companies to which he had access yet in 2011. After that, “micro-apps” became a topic under discussion in a few circles. Later, they were renamed “micro-services” (as one can still find them named in some publications), and finally “microservices” [New19]. Sometime later, the most well-accepted definition of the term was born.

In the subsequent years, microservices were better developed and adopted and became a matter of interest by many companies worldwide. Many of these companies gradually moved out from SOA-specific solutions in favor of microservices. Not all these companies managed to have pure microservice architecture, so it is somewhat common to see architectures that mix microservices and other SOA-oriented solutions. According to Di Francesco et al. [DLM19], the number of research papers on microservices increased considerably after Lewis and Fowler’s [LF14] definition of the term.

Microservices are becoming increasingly popular and are frequently described as an alternative to monolithic applications, which are built and deployed as a single unit. However, microservices also bring some challenges, such as the risk of increased data inconsistency and operational complexity [Fow15]. Figure 2.2 highlights the topics discussed in the remainder of this section.
Figure 2.2: Microservice characteristics and migration topics.
2. Background and related work

2.2.1 Microservices characteristics

Lewis and Fowler [LF14] proposed a set of characteristics to describe microservices. According to them, not all microservice architectures have all the proposed characteristics, but they should exhibit most. We present those characteristics below:

- **Componentization via Services:** A component is a unit of software that can be updated or replaced independently. Examples are libraries that can be linked to the running software. Although microservices architectures can use libraries, their primary way of componentizing is through services. These services are independently deployable, and usually do not require changes in other services.

- **Organized around Business Capabilities:** The microservice architecture is organized around atomic business functions, reducing dependencies among components. Since each development team is independent, they can develop their software at their own speed.

- **Products not Projects:** Many software development organizations create software using a project model, in which a team works on the project until its delivery. After that, the development team hands it over to a maintenance team. In contrast, microservices shift the focus from the project to the product. Teams working with microservices are responsible for the whole lifetime of the product, including its maintenance and evolution. Other software architectures can benefit from this approach, but microservices are smaller, making it easier for teams to take ownership of the services.

- **Smart endpoints and dumb pipes:** The mechanism used for communication among services should not contain logic, acting as “dumb pipes.” All the logic should be moved to the endpoints, i.e., the microservices themselves.

- **Decentralized Governance:** It is common on centralized governance models that everything is standardized to use a single technology platform. On the other hand, Microservice development teams prefer to take advantage of different standards and technologies.

- **Decentralized Data Management:** Microservices prefer letting each service manage its own database, which facilitates that conceptual models
of the world differ between systems: “users” in one department may be called “vendors” and “authors” in another department. Such decentralized data management facilitates independence among services and teams, but it also introduces some challenges, such as difficulties to manage distributed transactions when needed.

- **Infrastructure Automation:** Microservices benefit significantly from the use of infrastructure automation techniques. As the number of services grows, it is increasingly necessary to have good infrastructure automation.

- **Design for failure:** Microservices should be designed for failure because it is increasingly likely that one or more services become unavailable for a number of reasons as the number of services grows.

- **Evolutionary Design:** Microservices can be created or extinguished due to business needs. The microservice architecture should allow the replacement, upgrade, or removal of services.

### 2.2.2 Microservices trade-offs

Microservices provide several benefits, but they have trade-offs. Fowler [Fow15] proposed the following benefits:

- **Strong Module Boundaries:** If well-defined, microservices have strong module boundaries and reinforce the modular structure of the product, facilitating the management of microservice projects, especially the larger ones.

- **Independent Deployment:** It is easy to deploy independent services. They are autonomous and usually do not require deep knowledge of other services to be deployed. If the architecture is well-defined, services that go wrong after deployment should not affect the remainder of the system.

- **Technology Diversity:** Microservices allow developers to mix multiple programming languages, development frameworks, communication methods and protocols, databases, and other involved technologies.

However, those benefits have costs [Fow15]:

- **Operational Complexity:** The overall architecture is complex and must be adequately managed. The company must have a mature operations team to help with such management.
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- **Eventual Consistency:** Distributed systems frequently rely on decentralized data. It is common to have different databases with data that is related, so the databases need to be synchronized. Synchronization is needed when one of the databases receives the data before the others. Eventually, all databases will be updated, and there will be consistency in the data. Eventual consistency might be beneficial to some projects. However, in many cases, such as when migrating from systems with strong consistency, maintaining the desired consistency in the data may be too costly.

- **Distribution:** Microservices are distributed systems, which brings many challenges such as handling failures on remote calls and additional latency.

2.3 Technical Debt and the development with microservices

Software development organizations adopt microservices aiming to work more efficiently and gain all the benefits this architectural style provides. However, architecting with microservices is not easy. It requires dealing with many challenges, such as the management of network latency, data consistency, and fault tolerance [DLM19]. There are trade-offs to be considered by practitioners (see Section 2.2.2).

Moreover, it is clear from research and practice that every software architecture is prone to ATD, and that is not different for microservices. Some ATDs are specific to microservices due to this architectural style’s unique characteristics. Therefore, managers, architects, developers, and other roles must understand and manage the repayment of microservice-specific ATDs (MS-ATDs) to develop their software architecture. Consequently, ATD management is vital to increase the software life expectancy since ATD accumulation may lead to a development crisis [MBC15].

Usually, Product Owners (POs)\(^2\) and architects\(^3\) (or equivalent roles, depending on the software development method adopted by the company)

---

\(^2\)The Product Owner (PO) is the customer’s representative in Scrum [SS20], an agile framework. There are equivalent roles in other agile frameworks, such as the on-site customer in eXtreme Programming (XP) [UKS19]. Among their functions, POs should prioritize the work to be done by the development teams.

\(^3\)Software architects are responsible for the technical solutions that satisfy the business requirements and specific system qualities [McB07]. Examples of such qualities are scalability, reusability, and responsiveness. As such, their architectural design may lead to more or less ATD [LLA15].
are the ones responsible for prioritizing feature development and ATD repayment [MB15]. Although knowing that ATD must be repaid and requires management, such prioritization-responsible practitioners frequently down-prioritize ATD repayment because of feature prioritization [MB15]. One reason for such down-prioritization is that such roles use individual experience or intuitive judgment to decide about ATD repayment, which makes it hard to justify the decision for the management [MB17]. Another reason is that they do not know the costs of the debts in the long run or that the debts exist. Time pressure, reuse of legacy software, and lack of documentation might contribute to this accumulation of debts [MBC15]. Therefore, POs, architects, and equivalent roles need more information for practical prioritization of the ATDs [MB15]. Nevertheless, as we will discuss next, the lack of knowledge about MS-ATDs in the research literature indicates a research gap that requires investigation.

Software developers are less involved in the prioritization than roles such as POs and architects. However, they are responsible for the implementations that may cause or repay ATD. Therefore, they also need more information about ATDs and related costs to avoid or repay them properly.

Both ATD and microservices are reasonably recent areas of study; see Figure 2.3 for reference. Despite being introduced in 1992, blog posts and non-scientific discussions were the most relevant remarks regarding ATD in the first 20 years. Only after that did TD become a topic under discussion in pertinent research circles [CLM21]. Concerning ATD, one specific type of TD, the lack of tools to identify it further narrowed the research efforts during these years [CLM21]. On the other hand, microservices as a research topic started to become popular a few years later, in 2014 [DLM19].

Due to the recent nature of both areas, previous research has not addressed MS-ATDs satisfactorily. Researchers on microservices addressed complexity, low flexibility, security needs, and other concerns [DLM19], but not from an ATD point of view. Still, they lack in-depth discussions regarding when such concerns are debts, when they are acceptable, and when they require repayment. For example, two microservices might be highly dependent on each other. The high coupling among those might be against the microservice definition as independent services. However, this coupling might never be debt and never cause problems or undesired costs to the software. On the other hand, researchers on ATD have not yet started investigating MS-ATDs in recent studies [BMB18]. Therefore, there is a gap in research revealing missing knowledge regarding MS-ATDs that would benefit practitioners and researchers.
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Figure 2.3: The most expressive references among the ones mentioned in Sections 2.1 and 2.2.

- **1992 OCTOBER**
  - OOPSLA
  - Ward Cunningham introduces the Technical Debt (TD) metaphor.

- **2007 NOVEMBER**
  - *Blog post*
  - Steve McConnell introduces the intentional and unintentional TD.

- **2009 OCTOBER**
  - *Blog post*
  - Martin Fowler introduces the TD Quadrant in a famous post.

- **2012 JANUARY**
  - *IEEE Software*
  - Kruchten et al. distinguish TD from other issues on their TD landscape.

- **2015 JULY**
  - *Blog post*
  - Martin Fowler writes about the trade-offs of using microservices.

- **2015 MARCH**
  - *JSS (Journal)*
  - Li et al. publish the most comprehensive syst. mapping of TD and its management.

- **2014 SEPTEMBER**
  - *MTD Workshop*
  - Alves et al. present a categorization of TD using an ontology of terms.

- **2014 MARCH**
  - *Blog post*
  - James Lewis and Martin Fowler define the term microservices.

- **2015 NOVEMBER**
  - *IST (Journal)*
  - Martini et al. introduce an accumulation model of architectural TD.

- **2016 APRIL**
  - *Dagstuhl Seminar*
  - Averiou et al. define the most recent and well-used definition of TD.

- **2021 JANUARY**
  - *IEEE Software*
  - Averiou et al. publish an overview of TD Measurement Tools.

- **2021 JULY**
  - *JSS (Journal)*
  - de Toledo et al. publish a multiple case study regarding MS-ATDs.

**Legend:**
- Scientific publication
- Non-scientific publication
- Publication about Technical Debt
- Publication about Microservices

20 years gap (very few scientific publications in this interval)
The number of academic publications on microservices starts increasing from here
There are very few studies related to MS-ATDs in this interval — one of them (from 2019) is ours
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Research Questions and the Thesis Studies

As stated in Section 2.3, architecting with microservices is not easy and is prone to MS-ATDs. If not managed, MS-ATDs may accumulate and lead to a development crisis. Therefore, managing MS-ATDs is vital to increasing the software life expectancy. In their systematic mapping study, Li et al. [LAL15] described a set of activities for TD management found in the research literature. Those activities include identifying and prioritizing debts.

Despite the importance of managing MS-ATDs, the previous research literature does not describe what MS-ATDs are, how they occur, or how to prioritize or repay them (see Figure 3.1 and Section 2.3). Practitioners trust their individual experience or intuitive judgment to decide on debt repayment. However, complex architectures involving many microservices might make this task difficult.

We started searching for previous research regarding MS-ATDs in the systematic mapping study by Di Francesco et al. [DLM19] and the systematic literature review by Besker et al. [BMB18]. Later, we performed a lightweight literature review for the years not covered by those studies. As we did not find any relevant contributions to this research topic, we proposed four main research questions (RQs) and eight subquestions, presented in Table 3.1.

Microservices introduced new ways of thinking about how to implement the software architecture. Unique characteristics such as the focus of each microservice on single business functionalities and the need for lightweight communication mechanisms lead to specific ATDs not found in other architectures. We call them MS-ATDs.

As shown in Figure 3.1, previous research literature on MS-ATD does not describe what MS-ATDs are, how they occur, or how to prioritize or repay them. A recent systematic mapping study about architecting with microservices [DLM19] did not find research on ATD. Another recent systematic literature review regarding the management of ATDs [BMB18] also did not find contributions related to microservices. We performed a lightweight literature review for the years not covered by those studies looking for research papers on the area and did not find any relevant contributions. Therefore, we proposed
3. Research Questions and the Thesis Studies

four main research questions (RQs) and eight subquestions, presented in Table 3.1.

Figure 3.1: The MS-ATD research gap and the questions answered in this thesis.

This Ph.D. thesis presents four research studies named 1 to 4. Each research study addresses fully or partially one or more RQs. Figure 3.2 provides an overview of each RQ and the studies. We describe the general findings for each RQ in Chapter 10. The remaining of this section describes how each study answers each RQ in more detail.

3.1 Research studies addressing the definition of MS-ATDs (RQ1)

The first main research question (RQ1) aims to understand what MS-ATDs are, including their consequences and solutions, from distinct perspectives in
Table 3.1: Research questions.

<table>
<thead>
<tr>
<th>Main Research ID</th>
<th>Research Question (RQ)</th>
<th>Sub-question ID</th>
<th>RQ description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>What are MS-ATDs?</td>
<td>1.1</td>
<td>What are the most critical MS-ATDs?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.2</td>
<td>What is the negative impact of such MS-ATDs?</td>
</tr>
<tr>
<td>2</td>
<td>How do MS-ATDs occur?</td>
<td>2.1</td>
<td>How do MS-ATDs occur in early-stage microservices?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.2</td>
<td>How do MS-ATDs occur in mature microservice systems?</td>
</tr>
<tr>
<td>3</td>
<td>How to prioritize MS-ATDs?</td>
<td>3.1</td>
<td>Which MS-ATDs do practitioners consider risky?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.2</td>
<td>Which methods can companies use to prioritize the avoidance or repayment of MS-ATDs?</td>
</tr>
<tr>
<td>4</td>
<td>What are the solutions and effects of repaying or avoiding MS-ATDs?</td>
<td>4.1</td>
<td>What are possible solutions to repay or avoid MS-ATDs?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.2</td>
<td>What are the effects of repaying MS-ATDs on their interest?</td>
</tr>
</tbody>
</table>

Research studies addressing the definition of MS-ATDs (RQ1)

MS-ATDs are a subset of ATDs specific to the microservice architecture. As any TD, MS-ATDs have interest and principal. There are no differences between ATDs and MS-ATDs apart from the fact that the latter are instances of ATDs that are not found on other architectures or, at least, not precisely in the same way as seen in microservices. To define MS-ATDs concretely, we created a catalog of them with their description, including their interest and principal.

The following examples illustrate how MS-ATDs are different from debts in other architectural styles:

Coupling among services may emerge on other Service-Oriented Architectures (SOAs). However, microservices are smaller because they focus on a single task each. There is no such limitation in SOA, in which a service can easily do
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Figure 3.2: Relationship between the RQs and the studies.

- **RQ1:** What are MS–ATDs?
  - RQ1.1
  - RQ1.2
  - Study 1 (Chapter 6)

- **RQ2:** How do MS–ATDs occur?
  - RQ2.1
  - RQ2.2
  - Study 2 (Chapter 7)

- **RQ3:** How to prioritize MS–ATDs?
  - RQ3.1
  - RQ3.2
  - Study 3 (Chapter 8)

- **RQ4:** What are the solutions and effects of repaying or avoiding MS–ATDs?
  - RQ4.1
  - RQ4.2
  - Study 4 (Chapter 9)

multiple jobs. The equivalent in microservices of the functionality provided by a single SOA service is usually composed of many smaller services working together. Therefore, more services are involved in a microservice architecture than in equivalent SOA architectures. A more significant number of independent services also raises the probability and costs of coupling. Therefore, the costs with coupling are different for each architecture.

The communication among microservices should use dumb pipes, i.e., no business logic in the communication layer. On the other hand, other SOA approaches accept and even promote logic in the communication layer for implementing data transformation capabilities, for example.

Both monolithic and microservice architectures may use shared libraries. However, a monolith is a single application, while microservices are many smaller independent applications. It is easier to upgrade the version of a library in a single application than in many. Microservice applications are easily composed of dozens to several hundreds of services, increasing the costs of such
Research studies addressing the definition of MS-ATDs (RQ1) upgrades compared to monoliths.

Figure 3.3: Answering RQ1 by defining MS-ATDs, a subset of ATDs specific to the microservices architecture and identifying their interest and principal.

The first main research question (RQ1) aims to understand what MS-ATDs are, including their consequences and solutions, from distinct perspectives in the software industry. We address this research question in Studies 1 and 2:

- **Study 1 (Identifying architectural technical debt, principal, and interest in microservices: A multiple-case study):** In this study, we survey MS-ATDs in seven large companies running microservices. We create a catalog of the debts, the costs for taking them (interest), and solutions (principal).

- **Study 2 (Improving agility by managing shared libraries in microservices):** In this study, we dive deep into one of the debts identified in Study 1 to understand the impact on development agility.
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3.2 Research studies addressing the occurrence of MS-ATDs (RQ2)

Starting a microservice architecture from the beginning is different from migrating from an existing architecture. When migrating from existing architectures, software development organizations frequently need to maintain both the original and the new ones running until the migration is complete, and sometimes they even keep part of the old architecture. On the other hand, starting the implementation directly with microservices does not require this effort. Therefore, there are differences in how MS-ATDs occur in each situation.

Yoder and Merson [YM20] investigated migrating approaches from monolithic architectures to microservices. They stated that one of the first decisions companies running such migrations have to make is completely rewriting the monolith or gradually migrating functionalities to microservices. In the last case, some functionalities remain in the monolith until migrated. Solutions that practitioners would consider MS-ATDs, e.g., sharing databases with the original implementation, may be a necessary step for the migration. Therefore, the MS-ATDs during migration may differ from those in a complete rewrite of the software architecture.

Furda et al. [Fur+18] named a gradual migration to microservices as “incremental modernization.” This kind of migration poses a unique situation where both the original and the new architectures coexist and work together. The microservices may have to communicate with the legacy software using suboptimal approaches because the legacy application may not have the proper support for using the right approach. This situation raises a discussion about whether the suboptimal communication is an MS-ATD because it is also a necessary step to the migration, especially considering that the practitioners should remove the suboptimal communication approach once they conclude the migration. Sometimes, having a temporary debt is acceptable or the right choice for the project.

As presented in Figure 3.4, the final microservices architecture accumulates MS-ATDs already in early stages, either from a gradual migration or from a complete rewrite of the architecture. However, MS-ATDs may accumulate differently in different contexts. We, therefore, investigated how MS-ATDs accumulate in these different contexts in Studies 1, 2, and 3 as follows:

- **Study 1 (Identifying architectural technical debt, principal, and interest in microservices: A multiple-case study):** This study investigates how the MS-ATDs occur in seven large companies running microservices. We
Research studies addressing the prioritization of MS-ATDs (RQ3)

describe the context of the companies and discuss the debts for each company.

- **Study 2 (Improving agility by managing shared libraries in microservices):** The definition of microservices does not discuss the use of shared libraries. However, large companies make extensive use of them. Study 1 found that misusing shared libraries may be an MS-ATD related to issues such as breaking changes and dependencies among teams. The companies from Study 1 that discussed the problem also reported how this debt affected the development agility. Study 2 dives deep into the situation to examine the occurrence of the misuse of shared libraries by the involved companies.

- **Study 3 (Accumulation and prioritization of Architectural Debt in three companies migrating to microservices):** Studies 1 and 2 only investigate companies with mature microservice architectures. Study 3 complements them by presenting the occurrence of MS-ATDs in companies incrementally migrating to microservices.

### 3.3 Research studies addressing the prioritization of MS-ATDs (RQ3)

Companies remain competitive by constantly delivering value to their customers. Software products provide value by meeting their consumer’s demands. Still, the quantity of customer requirements that a software development organization could implement in their software is frequently more extensive than the personnel available to do the job. Additionally, several non-functional requirements are also critical to the software, even though many stakeholders ignore or down prioritize them at some point. Thus, software development team members must correctly prioritize functional and non-functional requirements if they want to deliver value to customers continuously.

MS-ATDs are not requirements, but they need management. But they are invisible and thus hard to control. Fortunately, researchers invested time in finding better ways to manage TD over the years. In 2011, for example, Guo and Seaman [GS11] proposed an initial portfolio approach in which they identify TDs as items, allowing visualization and tracking. Following this idea, MS-ATDs can be prioritized together with other requirements. POs, architects, and related roles have what to prioritize, but now they lack information on how to do it.
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Figure 3.4: How MS-ATDs occur, either when developing microservices from scratch or migrating from previous architectures. The final microservices architecture contains the debts accumulated during the development of the microservices.

MS-ATD prioritization is complex because different MS-ATDs have different impacts in distinct contexts. For example, one project might depend much more on asynchronous communication approaches than another. MS-ATDs affecting asynchronous communication approaches are more impactful in the former context than in the latter. Therefore, MS-ATDs demand prioritization according to their specific context before repayment.

Practitioners involved in the MS-ATDs prioritization must know the ATDs’ impact to be able to prioritize them [Mar+18]. It is however a hard problem to quantify the impact of debts. Practitioners frequently resort to informal approaches to determine such impact [Ver+21].

Researchers have been trying to discover techniques to prioritize ATDs. Martini et al. [Mar+18] proposed a systematic approach for prioritizing ATDs through architectural smells. However, the tool used (Arcan) can only analyze a small subset of ATDs identified through architectural smells in the source code, and the debts analyzed are not related to microservices. As described in Studies 1 and 2, we identify most MS-ATDs qualitatively, and tools such as
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Figure 3.5: MS-ATDs prioritization. Having an appropriate prioritization method and a backlog of debts, practitioners may prioritize the repayment of MS-ATDs.

Arcan cannot identify nor help to prioritize them. There is a need to create prioritization methods for MS-ATDs.

Our third research question (RQ3) aims to investigate new ways of prioritizing MS-ATDs. Study 3, *Accumulation and prioritization of Architectural Debt in three companies migrating to microservices*, addresses RQ3 by proposing an approach for prioritizing MS-ATDs that is not dependent on tools. As presented in Figure 3.5, practitioners may use our prioritization approach to
select the MS-ATDs to prioritize repayment.

3.4 Research studies addressing the repayment of MS-ATDs (RQ4)

ATD repayment concerns eliminating or mitigating the negative costs of a specific ATD [LLA14]. An ATD may not be repaid at once because of the costs involved in such repayment. Therefore, there are cases in which an ATD is partially repaid.

As shown in Figure 3.6, repaying MS-ATDs involves identifying solutions for the debt. The solution should lead to a reduction of the debt’s interest, and the costs saved by avoiding interest should usually justify the costs of repayment [MB16b]. We address this research question in Studies 1, 2, and 3:

- **Study 1 (Identifying architectural technical debt, principal, and interest in microservices: A multiple-case study):** This study identifies solutions for MS-ATDs repayment from seven large companies running microservices.

- **Study 2 (Improving agility by managing shared libraries in microservices):** This study dives deep into the use of shared libraries in microservices. It addresses how to repay the related MS-ATD to improve agility in developing microservices with proper debt management.

- **Study 4 (Reducing Incidents in Microservices by Repaying Architectural Technical Debt):** This study investigates the impact and benefits of MS-ATD repayment in a case study in a large financial services company.
Figure 3.6: The benefits of the MS-ATDs repayment. Practitioners may apply solutions to repay MS-ATDs. That leads to benefits that reduce the total interest in the project.
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This thesis aims to understand MS-ATDs, that is, how they occur and how they can be prioritized and repaid. The thesis includes four studies in ten large European companies named from A to J, summarized in Table 4.1 together with the research methods and techniques used.

Table 4.1: Overview of the included publications, the companies involved, and the research methodologies.

<table>
<thead>
<tr>
<th>Study</th>
<th>Paper Title (chapter)</th>
<th>Companies involved</th>
<th>Research Method</th>
<th>Research Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Identifying architectural technical debt, principal, and interest in microservices:</td>
<td>A, B, C, D, E, F, G</td>
<td>Case Study - Qualitative</td>
<td>Semi-structured Interviews (n=25)</td>
</tr>
<tr>
<td></td>
<td>A multiple-case study (chapter 6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Improving Agility by Managing Shared Libraries in Microservices (chapter 7)</td>
<td>A, D, E, F</td>
<td>Case Study - Qualitative</td>
<td>Semi-structured Interviews (n=6)</td>
</tr>
<tr>
<td>3</td>
<td>Accumulation and prioritization of Architectural Debt in three companies migrating to</td>
<td>H, I, J</td>
<td>Case Study - Mixed methods</td>
<td>Structured interviews (n=47) + Validation</td>
</tr>
<tr>
<td></td>
<td>microservices (chapter 8)</td>
<td></td>
<td></td>
<td>Semi-structured group interviews (n=16)</td>
</tr>
<tr>
<td>4</td>
<td>Reducing Incidents in Microservices by Repaying Architectural Technical Debt (chapter</td>
<td>A</td>
<td>Case Study - Mixed methods</td>
<td>Semi-structured Interviews (n=10) + Quantitative</td>
</tr>
<tr>
<td></td>
<td>9)</td>
<td></td>
<td>(mostly quantitative)</td>
<td>analysis (8330 incidents) + Member checking (n=2)</td>
</tr>
</tbody>
</table>

The remainder of this section describes the research context, the companies involved, and the factors that led to selecting the research approaches.

4.1 Research context

This thesis is based on collaborations with software companies located in Europe working with microservices. For confidentiality reasons, we limit the
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description of the companies to the information approved by them. All those companies are architecting with or migrating to microservices. Some of them started microservices-like architectures before the official definition of the term in 2014 by James Lewis and Martin Fowler. Examples of such companies are A, E, and G in this study. Due to the old age of their systems, it is still possible to find SOA-oriented solutions that are inadequate for microservices. Frequently, these implementations are a source of MS-ATDs, as we can see later in this thesis. Other companies started their architecture development shortly after Lewis and Fowler [LF14] defined microservices. At that time, microservices were a relatively new subject, and such companies had difficulties dealing with them, accumulating ATD. Company F is an example of such in our study.

Yet other companies worked with many internal projects related to different products. Some of their projects used monolithic architectures. Others used old SOA approaches due to requirements such as scalability. Finally, especially after 2014, when microservices became a trending topic, they started to develop new products using this architectural style. As such, these companies acquired valuable experience with microservices. Companies B, C, and D are examples.

Finally, some companies have monoliths and just started migrating to microservices because they need to scale to attend to greater demand or other reasons. These companies have their first experiences with microservices. Examples of these companies are H, I, and J.

Companies A to J have different experiences with microservices and operate in different contexts. By looking into them, we can further understand how MS-ATDs affect software development from a broader perspective. Below you will find a more detailed summary of each of those companies:

- **Company A** is a financial services institution that develops software to assist users with financial operations, money management, payments, insurance, and investments. The company employs more than 30 thousand employees, mainly in Europe, with more than two thousand working in IT-related positions. The project under investigation in the company had approximately 1000 unique microservices, of which about 150 were business-critical. This project has more than ten years on the market.

- **Company B** develops software as services available in the cloud to third-party consumers. These consumers buy licenses for using the services available. The company employs more than seven thousand employees in Europe, but only about 200 employees worked in the project under evaluation. This project consisted of 50 unique microservices and started
about two years before our research. The company, however, is several
years older.

- **Company C** develops software in the Internet of Things (IoT) domain. Their software aims to manage IoT devices. The company also collects and processes the information provided by the devices. Company C was as big as Company A, with more than 30 thousand employees, mainly in Europe. Approximately two-thirds of their employees work in IT-related positions. About 500 employees worked on the project under investigation. The project under investigation had about 80 unique microservices and started two years before the research collaboration.

- **Company D** provides health services. Its portfolio includes software for managing medical devices and medical data processing and storage. About 250 people were involved in the project under investigation, which had about 40 unique microservices and was started one and a half years before the research collaboration. Company D also had more than 30 thousand employees and about 1200 of those work in IT-related positions.

- **Company E** develops software used in public services, such as payslip management and taxes administration. The company is a significant player in the sector, with more than 30 thousand employees. However, they have a relatively small IT department, with only 250 employees, 150 of which were involved in their main project, which was investigated in our research. They had about 400 unique microservices in a more than ten years old project.

- **Company F** develops software used in trains, metros, and other transport solutions mainly for people and goods. Its project was four years old and had about 600 unique microservices. They had about 300 employees, and about half worked in IT-related positions and were all involved in the project under investigation.

- **Company G** is a software-oriented company with the more extensive software among our case studies, counting approximately 3000 unique microservices. The company develops software solutions to transport people, goods, and services. They had more than 20 thousand employees, and an unknown but undoubtedly large number of them work in IT-related positions. Their solution is more than ten years old.

- **Company H** provides business software and IT-related development and consultancy. It employs nearly a dozen thousand employees and
has hundreds of thousands of customers, mainly in Northern Europe. The project under investigation was a dynamic ERP system for large companies, which was one of the company’s flagship products and was under migration to microservices.

- **Company I** has more than 20 thousand employees and provides IT and product engineering services. It serves thousands of customers in more than 90 countries. We conducted our study in one of the company’s branches located in a Nordic country developing financial services, such as banking solutions.

- **Company J** is one of the largest financial services groups in the Nordic region (mainly banking). The company has more than 9000 employees and serves several millions of customers. We conducted our study with software teams working at the core of their in-house software department.

### 4.2 Case study research

The overall research strategy adopted in this thesis is a mix of qualitative and quantitative research, but primarily qualitative, based on case studies. The remainder of this section explains the rationale behind selecting these methods.

Our primary research objective is exploratory, empirically identifying and understanding MS-ATDs in the context of large companies. Such a context is intensely industrial and requires a flexible research method adapted to distinct companies and processes to observe the occurrence of MS-ATDs, their costs and solutions, without disrupting the work environment.

Case studies investigate phenomena in their context [RH08; Yin18]. They cannot identify causal relationships but provide a deeper understanding of the phenomena under consideration [RH08]. Case studies were initially designed to be used in social science research [Yin18] but started to be used for many kinds of software engineering research over the years [RH08].

Changes in the software architecture depend on the projects’ context. The software architecture for the internet of things (IoT) differs from the architecture developed for a banking solution, which is in turn different from software developed for an e-commerce platform, but all three examples may use microservices. Therefore, the context of the project is important to identify MS-ATDs. Understanding the phenomenon of MS-ATDs requires studying the perception of individuals, which in turn requires qualitative methods. According to Yin [Yin18], case studies are effective to investigate context-dependent phenomena, including the perception of distinct individuals.
Runeson and Höst [RH08] present three other major empirical research strategies used in software engineering research: survey, experiment, and action research. Each of those strategies has its advantages and disadvantages. We briefly summarize them below and explain why we preferred case studies instead.

- **Case study versus survey:** A survey is a collection of information standardized for a specific population frequently done through questionnaires or interviews [Rob02]. Surveys provide an overview of the studied field, not in-depth studies [RH08]. They are primarily quantitative and aim to describe the population under consideration [RH08]. Our study, however, has unclear boundaries between phenomena and context. Given that surveys are designed beforehand, and we do not have prior knowledge regarding MS-ATDs, we would have required running interviews or pilots before finalizing the survey design to avoid missing critical factors for understanding the context. We wanted to deeply understand the companies’ context, but surveys only provide a more in-breadth overview. Therefore, we found case studies to be a better option in this case.

- **Case study versus action research:** Action research is closely related to case studies, but they aim to influence or change the objects in focus in the research [RH08]. Action research requires mutual learning and involvement of researchers and practitioners [SDJ07]. Case studies, on the other hand, are solely observational [Yin18]. Our research aimed to understand the phenomenon of MS-ATDs rather than being mutually involved with practitioners in specific cases. In addition, action research is a feasible alternative if the researchers and the companies involved are long-term committed to each other because the time required for evaluating the changes might be considerable. In our case, the companies were involved in this thesis for a relatively short period. We focused on obtaining evidence from multiple companies in order to capture as many distinct contexts as possible, rather than focusing on a deep commitment with one of them.

- **Case study versus experiment:** An experiment is an empirical inquiry in which we manipulate one or more variables in the study while keeping other variables under control in order to understand the effects of the manipulation. Experiments require a certain level of control of the environment under study. Generally, it collects valuable statistics through many observations. There were not many projects available in our
cases from which we could make valid statistical inferences, and the understanding of MS-ATD is not mature enough for us to run experiments. Case studies are observational and study phenomena in depth in a given context. Therefore, they were a better option for our investigations.

4.3 Interviews

According to Yin [Yin18], interviews are one of the most important sources of case study information. They are particularly useful for exploratory research [RH08]. Interviews are also the primary source of information for this thesis because our studies were mainly exploratory. They enabled us to follow up on topics the practitioners commented on but we had not envisioned beforehand. Table 4.2 summarizes all the interviews performed in this thesis. We interviewed a total of 69 subjects in ten large European companies. We reached out to several other companies, but not all decided to contribute to our research. The remainder of this section details the information presented in Table 4.2.

4.3.1 Types of Interviews

Interviews can be unstructured, semi-structured, and fully structured [Rob02]. Unstructured interviews develop the dialog based on the mutual interest of the interviewee and the researcher. Fully structured interviews require all questions prepared beforehand and asked in the same order as planned during the interview. Semi-structured interviews lie between those two other options: the method requires prior planning, but the researcher may ask new questions during the interview and not follow the same strict order.

Interviews can also take place in a group context. Group interviews allow the participants to interact with each other and increase the amount of data the researchers may get by collecting from several people simultaneously. Therefore, they are usually flexible and carry out the characteristics of both a discussion and an interview, because the traditional format of question and answer may eliminate the group interaction, one of the strengths of group interviews [Rob02]. In a group interview, participants may see the differences in perceiving the problem. However, there might be conflicts of personalities, and some participants might agree with the stronger opinions instead of exposing their own.
### Table 4.2: Summary of interviews in this thesis by company.

<table>
<thead>
<tr>
<th>Comp.</th>
<th>First interviews</th>
<th>Follow-up interviews</th>
<th>Mean # weeks between interview rounds</th>
<th>TOTAL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># interviewees</td>
<td>Type</td>
<td># interviewees</td>
<td>Type</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>10</td>
<td>Individual</td>
<td>3</td>
<td>Individual</td>
</tr>
<tr>
<td>B</td>
<td>2</td>
<td>Individual</td>
<td>1</td>
<td>Individual</td>
</tr>
<tr>
<td>C</td>
<td>3</td>
<td>Individual</td>
<td>1</td>
<td>Individual</td>
</tr>
<tr>
<td>D</td>
<td>3</td>
<td>Individual</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>E</td>
<td>2</td>
<td>Individual</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>F</td>
<td>1</td>
<td>Individual</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>G</td>
<td>1</td>
<td>Individual</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>H</td>
<td>9</td>
<td>Group</td>
<td>3</td>
<td>Group</td>
</tr>
<tr>
<td>I</td>
<td>19</td>
<td>Group</td>
<td>7</td>
<td>Group</td>
</tr>
<tr>
<td>J</td>
<td>19</td>
<td>Group</td>
<td>6</td>
<td>Group</td>
</tr>
<tr>
<td>TOTAL</td>
<td>69</td>
<td></td>
<td>21</td>
<td></td>
</tr>
</tbody>
</table>

#### 4.3.2 The main interviews

We selected our interviewees by convenience sampling, i.e., from the collaboration network we had access to. The interviewees directly or indirectly worked with the object of investigation, the MS-ATDs. We only interviewed participants with an active role in their respective projects and relevant to our studies.

The interviews performed were partially face-to-face and partially remote. Face-to-face meetings allow the interpretation of non-verbal actions and support the communication flow. Therefore, we preferred in-person meetings and traveled to the interviewee locations when possible. However, in some cases, the distance between researchers and the interviewees, and the influence of external factors (such as incompatibility of travel schedule) required audio or video interviews. We mostly had semi-structured interviews.
4. Research Methodology

The main interviews for Study 3 differ from the other studies. They contained structured, closed questions to obtain quantitative data to rank the MS-ATDs. We used the data collected from those interviews to propose an approach to prioritize the MS-ATDs.

4.3.3 Case selection

A total of 10 companies named from A to J, as presented in Table 4.2, participated in this study. We selected all the companies by convenience. The first seven companies, A to G, had substantial experience with microservices, a requirement for our first studies. Therefore, we just accepted companies working with microservices.

Companies H, I, and J started migrating to microservices and have less experience with this architectural style. Therefore, they participated in a different kind of study in which we investigated the migration to microservices.

4.3.4 Data analysis

Qualitative data collection and respective analysis are frequently carried out in parallel because the analysis can reveal the need for additional data. Commonly, new insights arrive in later stages of the research, so new data must be collected and analyzed. Therefore, the data analysis process must follow a systematic approach, allowing researchers to navigate back and forth between data collection and analysis and to be able to communicate their findings in a way readers can follow the results and conclusions back to the data [Run+12].

We transcribed most of the interviews throughout the studies for posterior analysis. Then, we used open coding, an approach that is part of grounded theory, for our data analysis. Grounded theory is a systematic inductive methodology that builds a theory grounded in the data to explain the topic under investigation [CS15]. Open coding is usually the first step of coding in exploratory studies and aims to produce a set of concepts that fit the data [CS15]. We used it for its rigor as a systematic approach.

Open coding is an interpretive process by which one breaks the data and labels them as codes. The codes enable researchers to continuously compare concepts in the data [CS15]. The codes’ comparison already allowed us to understand the data and draw our results and conclusions. We used the computer-assisted qualitative data analysis software tool NVivo\(^1\) to process the codes and categorize the data.

\(^1\) https://www.qsrinternational.com/nvivo-qualitative-data-analysis-software
The structured interviews from Study 3 resulted in quantitative data. They consisted of votes related to specific contextual information on MS-ATDs, such as whether a specific debt is found in the context of the project in which the practitioner is involved, or if the project participants consider the debt important to be prioritized. We analyzed the data using descriptive statistics and proposed an approach to prioritize debt repayment.

### 4.3.5 Follow-up interviews

We conducted follow-up interviews in all our studies with distinct purposes. Studies 1, 2, and 4 (with Companies A to F) required a longer interval between the main and follow-up interviews due to the amount of qualitative data to process. Study 3 (with Companies H, I, and J) contained a dataset that was easier to evaluate and required less time between the interview rounds. Table 4.2 shows the mean weeks between the interview rounds for each company in this thesis.

In Studies 1 and 2, the follow-up interviews were necessary to clarify aspects not covered in the original interviews or to investigate missing details. For example, some companies distinguished the impact of libraries developed by the company from libraries from external parties, such as open-source software. This distinction was not clear for certain companies interviewed before. Thus, we conducted additional interviews to ask about this subject.

Study 3 developed a prioritization approach for MS-ATDs based on the main (structured) group interviews. We presented the results from that group interviews to a subset of the study’s original participants. After that, we conducted follow-up semi-structured group interviews to validate the usefulness of our approach. In that case, semi-structured interviews allowed us the freedom to follow up on topics presented by the interviewees when answering our questions.

Study 4 required a cleanup of the original dataset because, according to previous interviews, there was duplicated or invalid data in the dataset. After receiving the dataset, we performed a cleanup based on the information from the earlier interviews. For example, some automatic tools reported the same incident several times until fixed. However, many of our assumptions during this cleanup were initially open to interpretation. Considering that changes in those assumptions would affect the interpretations of the results, we contacted two former interviewees with extensive knowledge about the solution to check such assumptions. We conducted two separate interviews. We made the proper adjustments in the dataset according to feedback from those interviewees. Runeson and Höst [RH08] describe this approach as *member checking*. 
4. Research Methodology

4.4 Document analysis

Initial interviews with participants in Study 4 raised concerns about incidents as an effect of MS-ATDs. Therefore, we collected information about numerous incidents for analysis. Company A assigned an architect to collect data internally and send them to the researchers. This architect was also responsible for removing sensitive data from the dataset before sharing it. We received the following documents:

- Two spreadsheets, one containing details about the incidents with the previous architecture and the other containing details about the incidents in the new architecture.
- One set of slides from an internal training about how the incidents should be registered by practitioners.
- Two text documents containing lists of critical incidents in the previous and the refactored architecture, respectively.

We used the presentation and the list of incidents to clarify information given during the initial interviews. The spreadsheets together contained more than eight thousand entries of incidents, including a short description of the incident, the date and time it was registered, the urgency, impact, and priority of the incident according to internal guidelines, the type of the incident, and the submitter (a human or an automatic software).

We organized the information in the spreadsheets as a dataset and used graphs and descriptive statistics to understand them. We compared the number of incidents before and after the repayment of the debts.

Measuring the actual interest of the debts is difficult due to the lack of reliable metrics and data for such calculations. However, the incidents have been reported as directly related to many MS-ATDs found in Company A. They were one of the main drivers for the architectural refactoring. Therefore, we used them as a proxy for part of the debts’ interest.

Study 4 was exploratory, so we did not conduct hypothesis testing. Future research may be able to run hypothesis testing when the understanding of MS-ATDs matures.

4.5 Validity and reliability

We designed and carried out all research activities according to well-known guidelines for case studies [RH08; Yin18]. We reduced potential sources of bias
as discussed in the remainder of this section. Even so, potential threats to the validity and reliability of the research remain and are impossible to avoid. The remainder of this research discusses the potential threats to the validity and reliability of this work and how we mitigated them when possible. We use the criteria for judging the quality of research designs presented by Yin [Yin18]: construct validity, internal validity, external validity, and reliability.

### 4.5.1 Construct validity

Construct validity concerns the definition of a concept and how it is measured by a set of indicators [SB21]. Studies 1, 2, and 3 have threats to construct validity because participants could have distinct understandings of the debts. Therefore, if two different definitions of the same debt appeared in Studies 1 and 2, we enforced one single definition in the follow-up interviews. When the participant discussed something with a different meaning, we considered both distinct debts. For example, we separated the definition of *shared libraries* from what we called *external dependencies*. Although the participants originally discussed both as *shared libraries*, we separated the concepts, because they have different meanings.

In Study 3, the votes of the participants could have different meanings, invalidating our results. We mitigated this threat by presenting all the MS-ATDs to the participants beforehand and asking if they understood the explanations. We also collected data regarding that debt right after the explanation.

### 4.5.2 Internal validity

Internal validity threats concern the cause-effect phenomena [Yin18]. Most of our studies were descriptive and exploratory. We did not try to prove causality. Although we have some hypotheses that might indicate causality in some cases, we do not claim to have any evidence on that. Therefore, internal validity threats are not applicable for the studies in this thesis.

### 4.5.3 External validity

External validity threats concern to what extent it is possible to generalize the study’s findings beyond the immediate study [Yin18].

This thesis is explorative in the sense that studies on MS-ATDs have not been reported in the research literature before. It is too early to discuss the generalization of the results. As explained by Yin [Yin18], researchers should think of case studies as opportunities to shed empirical light on some theoretical
4. Research Methodology

4.5.4 Reliability

Reliability threats concern the extent to which the data and the respective analysis depend on the involved researchers [RH08]. There might be factors that the researchers were not aware of because the interviewees themselves were also not aware of or did not express in the interviews, such as the quality of the implementations and management issues. We mitigated this threat by asking participants from the companies to confirm the results through member checking in some cases.

Additionally, there is a threat in which the researchers may have interpreted what the practitioners said in the interviews based on the researchers’ background. For example, the practitioners mentioned how they used a particular service mesh technology to improve the visibility of microservices, but they did not mention such a reason explicitly. Therefore, the researchers assumed that the new service mesh was used to solve network issues, as reported by a company in a previous study. We mitigated this threat by addressing our inter-reliability by having at least two researchers present in most interviews. We also discussed every result and interpretation among the researchers involved in the research.

Furthermore, we designed some of our studies to contain validation phases with member checking to prevent wrong interpretations of the results.
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Abstract

Background: Using a microservices architecture is a popular strategy for software organizations to deliver value to their customers fast and continuously. However, scientific knowledge on how to manage architectural debt in microservices is scarce.

Objectives: In the context of microservices applications, this paper aims to identify architectural technical debts (ATDs), their costs, and their most common solutions.

Method: We conducted an exploratory multiple case study by conducting 25 interviews with practitioners working with microservices in seven large companies.

Results: We found 16 ATD issues, their negative impact (interest), and common solutions to repay each debt together with the related costs (principal). Two examples of critical ATD issues found were the use of shared databases that, if not properly planned, leads to potential breaks on services every time the database schema changes and bad API designs, which leads to coupling among teams. We identified ATDs occurring in different domains and stages of development and created a map of the relationships among those debts.

Conclusion: The findings may guide organizations in developing microservices systems that better manage and avoid architectural debts.
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5.1 Introduction

Microservice architecture is a relatively new architectural style that is becoming increasingly popular in the industry. A microservice is a small component that can be developed and deployed independently, is easy to scale, and has a single responsibility [Dra+17]. Such characteristics make microservices particularly convenient for continuous delivery [Thö15]. Microservices are built around business capabilities and provide an architectural style capable of organizing cross-functional teams around services [Dra+17]. Microservices are supposed to support companies to deliver value to their customers in a fast and continuous fashion.

Despite their advantages, microservices are still an emerging technology. There are still drawbacks of using such an architectural style, such as data inconsistency among various services [Fur+18]. As a simple example, suppose an online bookstore has three services: one for managing the book catalog, another to manage orders, and a third for deliveries to the customers. Each of those services has its own database. When a client finishes an order, the book must be removed from the stock by the book service, and the delivery must be triggered. When the orders database is updated, the product remains in an inconsistent state until the other services finish updating their databases. Meanwhile, the client and the store own the book since it is still available in the stock and orders databases, and there is a chance the company will sell more books than it has, causing problems for the company.

Companies are still learning how to properly migrate from old monolithic software to systems that use microservices. There are still several challenges in implementing microservices from scratch to make them easy to maintain and evolve [Bog+19a], which leads to a situation in which practitioners make architectural sub-optimal decisions that lead to a benefit in the short term,
but increase the overall costs in the long run, i.e., a situation described by a metaphor known as Architectural Technical Debt (ATD) [VML18].

Di Francesco et al. [DLM19; DML17] state that fundamental principles, claimed benefits, and quality (including maintainability) of microservices still must be proven by research and envisioned further qualitative studies with practitioners. Studies on managing ATD in microservices, which directly affects software maintainability, would be part of such a request.

There is a body of grey literature and books that concern microservices, migrations, and related practices. Still, such literature does not focus specifically on ATD. In particular, it does not explore the diversity of challenges regarding ATD and microservices across companies.

As a contribution to meeting the needs described above, we conducted a multiple-case study in seven international Europe-based companies to investigate ATD in microservices through the following research questions:

- **RQ1**: What are the most critical ATD issues in microservices?
- **RQ2**: What are the negative impacts of such ATD issues?
- **RQ3**: What are possible solutions to repay or avoid such ATD issues?

For each of the identified ATDs, we outlined how to determine interest and principal, which is needed to develop metrics for quantifying the costs of the ATDs. Our contributions may also support practitioners’ decision-making in projects involving microservices.

## 5.2 Background

This section describes the concepts of microservices and architectural technical debt.

### 5.2.1 Microservices

Lewis and Fowler [LF14] provide the most accepted definition of the microservices architectural style: “an approach to developing a single application as a suite of small services, each running in its own process and communicating with lightweight mechanisms, often an HTTP resource API”. Microservices are frequently described as an alternative to monolithic applications, built and deployed as a single unit (see Figure 5.1), since well-known companies, such as Amazon and Netflix, have been using microservices
to overcome difficulties with their previous monolithic architectures [LF14]. Applications that use microservices are easier to scale, have shorter cycles for testing, build and release, and are less frequently affected by downtime than monolithic applications [Fow15]. These and other characteristics make microservice applications particularly desirable for continuous delivery. In fact, new features can be independently and continuously tested and delivered by updating specific microservices without changing the whole product, which drastically reduces lead time. Still, there are challenges, such as the risk of increased data inconsistency and operational complexity [Fow15].

Microservice architecture may also be described as one way of implementing Service Oriented Architecture (SOA), although there are different views on this claim [Zim17]. Certainly, SOA describes a set of applications that cannot be considered microservices. For example, many SOA applications are implemented using an Enterprise Service Bus (ESB), an infrastructure that mediates requests among services, intercepts communications, and provides transformation capabilities, among other functions [NG05]. ESBs can be a single monolithic artifact that can be deployed together with the services at the same place [MW16]. In contrast, microservices employ what is called a *dump pipe* or a communication layer without business logic. Other characteristics can also describe SOA but not microservice architectures. Rademacher et
al. [RSZ17] provide a list of such characteristics including the following: (i) there is no guidance about the service granularity in SOA, while a microservice architecture suggests that each service represents one capability only; (ii) SOA may support transport protocol transformation, while microservices usually apply REST over HTTP or a protocol supported by a message bus; (iii) there are several service types in SOA (e.g., business, enterprise, application), while there are only two types of microservices—that is, they are functional (representing business capabilities) or infrastructure (providing technical capabilities like authentication and authorization) services.

Despite such differences, there are several concepts and techniques in the area of microservices that were borrowed from SOA, such as the approaches for communication detailed in Section 5.2.1.1; the concepts of scalability, service discovery, and service registry detailed in Section 5.2.1.2; and the concepts of service availability and responsiveness detailed in Section 5.2.1.3. There are some adaptations of those concepts and techniques in a microservice architecture, such as a limited set of communication protocols. Other concepts such as Service Mesh, explained in Section 5.2.1.4, emerged to support microservice architectures [Li+19].

In summary, while there is an overlap, there are certainly many differences in techniques and concepts between SOA and microservice architecture. In this paper, we focus on microservices.

5.2.1.1 Microservices communication

In a microservice architecture, clients and services may communicate directly with each other synchronously [New17] (Figure 5.2) or through an API gateway [MW16] (Figure 5.3). They can also communicate asynchronously through a message bus [New17], which holds the message in a queue until one or more services consume(s) it, as shown in Figure 5.4. Such communication may also be mixed: for example, by using a synchronous request with an asynchronous response.

5.2.1.2 Scalability and service discovery

In the microservices context, scalability is the service’s ability to cope and perform under high demand. A scalable microservice adapts itself to the needs of its consumers [MVA18]. It is possible to scale those services by running multiple instances of them; each instance of the same service should be able to replace any other so that if one fails or already has high traffic, another working instance may be used in its place (see service E in Figure 5.5). An available
Figure 5.2: Microservices synchronous communication

Figure 5.3: The API gateway
Background

Figure 5.4: Microservices asynchronous communication

instance of the service may be found by a service discovery mechanism in such situations. The service discovery (i.e., the act of finding a running instance of a service) may be performed by consulting a service registry (i.e., a service that stores information about other services and their available and unavailable instances; for example, service E instances 01–03 in Figure 5.5) [MW16]. One way of performing the service discovery is exemplified in Figure 5.5. The API gateway can query the registry to find a running instance of service E that the client requires. The service discovery method exemplified before is called server-side discovery, as opposed to the client-side discovery, in which the client is responsible for querying the service registry [MW16].

5.2.1.3 Service availability and responsiveness

In the setting where one service (consumer) requests information from a remote service (producer), service availability is the producer’s ability to accept the request in a timely manner [Ric16]. Inversely, service responsiveness is the consumer’s ability to receive a timely response [Ric16]. When a consumer makes a request to a producer, the consumer does not know whether they will receive a response. Since they cannot wait indefinitely, it is common for the consumer to wait a specific period of time (the timeout) until they give up and consider
the request as a failure. At this point, the consumer may try the request again. When the producer has a very high load or is entirely inaccessible, consumers may keep (i) repeatedly try to connect until the producer is available or (ii) wait the whole timeout period until they can take some other action [MW16]. Both cases waste resources.

A better technique is to use circuit breakers. When services are down or demonstrate high latency and are mostly unusable, a circuit breaker takes the lead and immediately responds to the consumer (Figure 5.6). The consumer uses fewer resources waiting for services that failed (i.e., they will not keep running and waiting for an unavailable service that may never send a response). Such a solution prevents network or service failure from cascading to other services since some may depend on the consumer in our example [MW16].
5.2.1.4 Service Mesh

Finally, service meshes have emerged with the popularization of microservice architectures. Service meshes are dedicated infrastructure layers acting on the service-to-service communication, designed to make the services safe, reliable, and more observable. They usually implement several of the mechanisms introduced in previous sections, as well as others such as service discovery mechanisms, load balancing, encryption, circuit breaking, and service observability [Li+19]. These mechanisms are not strictly required when implementing microservices, but they might be beneficial, especially when there are many microservices.

5.2.2 Architectural Technical Debt

This section gives an overview of ATD, its management, and its relationship to related concepts.

5.2.2.1 An overview of ATD

ATD is a type of technical debt (TD) consisting of suboptimal architectural solutions, which deliver benefits in the short-term but increase overall costs in the long run. Identifying ATD is particularly important since problems in the architecture may slow down new functionalities and raise the related costs. Several authors [BMB17a; Ern+15; KNO12] describe ATD as the most challenging type of TD to be unveiled and managed due to the lack of research and practical tool support.

The three main concepts of TD are the debt itself and its interest and principal [Avg+16]:

- **Debt**: A sub-optimal solution that has short-term benefits but will generate future interest payment is called a debt. For example, suppose a
functionality is implemented using different components. If the developers create the components without carefully planning their interfaces in order to develop them faster, the solution may end up with tightly coupled components. Such a solution may be easy and fast to develop, but the product’s maintenance may be costly. Due to tightly coupled components, changes in one of the components may cause consequential changes in other components. When the product is updated, it may take a long time to change and test all the components, slowing down the delivery of new functionalities.

- **Interest:** The extra cost that must be paid because of a debt, or the amount that will be saved if there is no such debt, is called interest. In the previous example, the interest is the cost of the additional effort needed to test and update all the dependent components each time a component is changed.

- **Principal:** The cost of developing a solution that avoids the debt, or the cost of refactoring a solution to avoid the debt, is called the principal. In the previous example, the principal is the cost of the effort (e.g., time and resources) required to develop the involved components’ interfaces so that they are not tightly coupled and can be changed and tested independently from each other.

It can be profitable in some particular circumstances to accumulate the debt [Bes+18]. In theory, deciding whether to accumulate the debt is supported by a simple calculation: If the interest is less than the principal, it is better to accumulate the debt. If the interest is more significant than the principal, the debt should be avoided [MB16b; Sch13]. However, it is not easy to know—or measure—the actual costs in practice regarding either the principal or the interest. It is still important for the involved stakeholders to be conscious of a debt’s principal and interest. Practitioners need to make decisions on their ATD.

It is difficult to avoid the accumulation of some of the ATDs during the software’s life cycle [MBC15]. Thus, it is important to know when these debts should be repaid and when to avoid their accumulation. Areas like microservices still lack ways of identifying and measuring ATD [de +19], which motivates this study.
5.2.2.2 ATD Management

Managing ATD is difficult [BMB18] but it is important to repay the debt [LLA14]. Li et al. [LLA14] describe the ATD management process through the following activities:

- **ATD identification**: In this phase, the ATD items (including their interest and principal) are detected and described.

- **ATD measurement**: In this phase, the debts’ costs and benefits are analyzed and estimated.

- **ATD prioritization**: In this phase, the items are sorted by some criteria (e.g., importance) to decide which ATD item must be repaid first or if ATD should be repaid instead of investing in other activities, such as developing new features.

- **ATD repayment**: In this phase, architectural decisions are made to repay the debt, even if partially.

- **ATD monitoring**: In this phase, ATD items are monitored over time regarding their costs and benefits.

In this study, we start this process by identifying ATD in microservices. We then indicate what should be measured and contribute with information helpful for ATD prioritization and monitoring. We also present solutions for ATD repayment.

5.2.2.3 ATD versus related concepts

Figure 5.7 presents the relationship between ATD and other concepts such as architectural patterns, anti-patterns, erosion, drift, and smells. All these concepts have been associated with ATD. A few others, such as defects and degraded system qualities, are also discussed in the TD literature and are briefly discussed in this section. Although various studies exist on these different concepts, there is no comprehensive work clarifying their relationships. Therefore, we report our interpretation of such concepts based on the available literature.
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The most up-to-date definition of TD, available in the Dagstuhl seminar report 16162 [Avg+16], states that “technical debt is a collection of design or implementation constructs that are expedient in the short term, but set up a technical context that can make future changes more costly or impossible.” When discussing architecture, we focus on design constructs. Figure 5.7 shows the relationship between what we call sub-optimal design constructs and some well-known terms we discuss next.

Architectural smells are indicators of design problems; as such, they may be symptoms of the presence of ATD [Mar+18] (see Figure 5.7). However, architectural smells might not point to ATD in certain contexts. Martini et al. [Mar+18] reported a situation in which a set of cyclic architectural dependencies, found in a particular graphical user interface (GUI) component, was not considered suboptimal. In that particular example, such a smell was fairly common as a normal (good) pattern. The reported smells do not represent ATD, as there is no interest and principal in such cases.

Architectural patterns are general, reusable architectural solutions [MA18]. When used correctly and with other context-defined needs, such as an appropriate architecture design, they may be solutions to existing ATD. However, many solutions are context-specific and should be discussed in the context of the respective debts; for example, the design of good APIs (see, for example, Mosqueira-Rey et al. [Mos+18]). An architectural pattern may or may not be a proper solution to a known issue in such contexts. Each solution has a cost, which in turn represents the principal of the debt it is removing (Figure 5.7).

Architectural anti-patterns are repeatable suboptimal design constructs that violate design principles and increase the likelihood of having bugs and changes [Mo+19]. An anti-pattern might represent a debt if it generates interest, but there might be cases in which the anti-pattern does not. Besides, the suffered interest of ATD can consist of something else than bugs or changes, for example, a loss of development speed or the degradation of other software qualities [Mar+18]. In the example by Martini et al. [Mar+18] that we reported when discussing architectural smells above, an anti-pattern could be causing the cyclic dependencies disclosed, but no interest was reported. In fact, the practitioners said the opposite: it was a solution (a pattern). The research on anti-patterns in microservices is still in its infancy; for example, there is no well-defined taxonomy [Bog+19b]. Bogner et al. [Bog+19b] identified 14 studies on SOA patterns. Only one book and one paper focused on microservices, although many of the SOA patterns presented in the studies seem relevant to microservices.

Architectural erosion describes design changes in a system’s architecture that
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violate the original architecture [VB02]. An example of architectural erosion is the addition of workarounds to bypass the decided architecture. Architectural drift describes the situation in which the rules implied by the architecture are unclear, leading to divergences between parts of the architecture and making it easier to have violations (i.e., erosion) [VB02]. Both terms represent how the amount of suboptimal design constructs increases over time, but they do not consider interest and principal, as in TD. Also, they become worse over time, accumulating more debts. The debt, however, remains the same. Still, its costs (interest and principal) may vary depending on the context (e.g., a debt leading to a data leak in a bank system is far worse than the same debt in a newsletter system in which, only the email addresses are compromised). The notions of architectural erosion and drift are discussed in the literature through different terms, such as architectural degeneration, software or design erosion, and architectural or design decay [DB12].

Defects are conditions in a software product that need to be fixed because they cause the software’s malfunction or produce unexpected results. As explained by Kruchten et al. [KNO12], defects are visible for the customers and are, therefore, different from any kind of TD, such as ATD. Defects, as well as degraded system qualities and other issues perceived by customers, or even internal issues such as reduced productivity, might be an effect caused by the existence of some kind of TD. All these effects have a cost—the interest of the debt which caused them (Figure 5.7).

Other concepts apart from those we discussed may also be used to perceive the gap between the suboptimal and optimal constructs or solutions. For example, misused architectural patterns (i.e., their use in a context they are not suitable for) may also be responsible for such a gap. However, describing such a gap between optimal and suboptimal design is not enough to formulate the problem as ATD, which is focused on the financial variables related to its costs (principal and interest) and dependent on the contexts.

5.3 Methodology

This study aims to identify the most common and critical ATD issues, interests, and principals in products using microservice architectures. We investigated which circumstances led to ATD and identified solutions and insights related to its occurrence. We conducted an exploratory multiple-case study, where each analyzed product represents a case. The remainder of this section presents the cases and how the data was collected and analyzed. Figure 5.8 outlines our methodology.
Figure 5.8: Methodology overview

1. Recording
2. Analysis
3. Additional input
4. Update analysis
5. Synthesis
6. Member checking
7. Update results
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5.3.1 Case Selection

We studied seven different software products in seven large international companies. Two products were provided by different sub-companies within the same multinational conglomerate. All the products had a microservice architecture. Although in some of the products, minor parts were previously developed using a monolith design or SOA approaches, the overall architecture was considered a microservice architecture, and such parts were in the process of being migrated.

The various application domains of the products gave us diversity in investigated contexts, which helped to understand whether the found problems and solutions were widespread or domain-specific. Table 5.1 shows a summary of the studied companies and products. For confidentiality reasons, we named the companies A, B, C, D, E, F, and G, respectively. The application domains of the microservices projects we investigated are as follows:

- **Finance**: The software was used to assist users with financial operations, money management, payments, insurance, and investments.

- **Cloud**: The software provided a set of services to be used in the Cloud by third-party consumers.

- **IoT**: A software in the Internet of Things domain that was used to control, share information, and/or gather data from devices connected to the internet.

- **Health**: The software was used to provide health services, such as user profiles and medical information.

- **Public services**: The software was used to provide public services, such as payslip management and taxes.

- **Transport**: The software was used to assist users of public and private transport of both passengers and goods.
### Table 5.1: Companies context

<table>
<thead>
<tr>
<th>Context</th>
<th>Company</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Application domain</strong></td>
<td>A: Finance; B: Cloud; C: IoT; D: Health; E: Public services; F: Transport; G: Transport</td>
</tr>
<tr>
<td><strong>Approx. number of employees</strong></td>
<td>&gt;30000; &gt;7000; &gt;30000; &gt;30000; &gt;30000; 320; &gt;20000</td>
</tr>
<tr>
<td><strong>Approx. number of employees on IT</strong></td>
<td>&gt;2000; 20000; 1200; 250; 150</td>
</tr>
<tr>
<td><strong>Approx. number of employees in the case</strong></td>
<td>2000; 200; 500; 250; 150</td>
</tr>
<tr>
<td><strong>Approx. number of unique microservices in the case</strong></td>
<td>1000; 50; 80; 40; 400</td>
</tr>
<tr>
<td><strong>Age of the product</strong></td>
<td>&gt;10 years; &gt;2 years; &gt;2 years; &gt;1.5 years; &gt;10 years; &gt;4 years; &gt;10 years</td>
</tr>
<tr>
<td><strong>Stage of development</strong></td>
<td>Migration; Initial development; Initial development; Initial development; Evolving; Evolving; Evolving</td>
</tr>
</tbody>
</table>
Figure 5.9: Transforming quotations from practitioners into codes through open coding, and classifying them into categories. This is an example extracted from our analysis, so the number of the debts emphasized in the figure are references to our results in Section 5.4. The rest of the analysis is done in the same way.

- "The issue is that there is one big database used by many services."
- "A big challenge is unplanned data consistency among multiple services."
- "You easily break other services by changing the database structure without even noticing."
- "...not sharing that information with any other service except through REST APIs."

Codes:
- Sharing persistence or database schema (Debt 8.1)
- Unplanned data sharing and synchronization among services (Debt 8)
- Unplanned database synchronization (Debt 8.2)
- Potential breaking on services
- Wrap database within service

Category:
- Architectural Technical Debt
- Interest
- Principal
Methodology

We also present the stage of each software project according to the following classifications:

- **Initial development**: The software was developed using microservices from the beginning.
- **Migration**: The software is migrating from an old solution, such as a monolith or other service approach, to microservices.
- **Evolving**: The system is consolidated as a microservice approach and is currently being maintained and evolved.

In this multiple-case study, a case is a given company’s specific product. For simplicity reasons, cases are referred to by their company’s name.

5.3.2 Data Collection

We performed 25 interviews with 22 employees in different roles, as detailed in Table 5.2. We selected the interviewees and companies through convenience sampling (i.e., selecting from the collaboration network we had access to). All the interviewees had several years of experience in their roles. They all gave consent for the interviews to be recorded and transcribed (Step 1 in Figure 5.8). We used the semi-structured interview guide presented in Appendix A. The interviews lasted between one and two hours.

The study started with Company A, where we could access several employees. This helped us have a solid understanding and a rich amount of details about the initial set of existing ATDs. We then continued the study with additional companies to investigate whether the results were general or differed across contexts.

As we progressed with the interviews in different contexts, new aspects emerged, such as additional ATD instances or further details for specific instances. We updated the interview guide along the course of interviews regarding Debts 8, 10.2, 11, and 12 and added Questions 7, 9, 10, and 11 for the ensuing interviews. When all the cases were investigated, we returned to the previous companies to interview additional subjects. If they were not available, we asked for shorter complementary interviews (20–30 minutes) with the subjects we had met before. We covered newly discovered aspects in these interviews, as represented by Step 3 in Figure 5.8. For example, a later interviewee clearly distinguished between internal shared libraries (produced by the team) and external dependencies (produced by external parties), such
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Table 5.2: Type and number of interviews and interviewees by company

<table>
<thead>
<tr>
<th>C.</th>
<th>Num. Interviews</th>
<th>Interviewees</th>
<th>Interviewers</th>
<th>Type of interview</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>11</td>
<td>3 product owners/managers</td>
<td>1&lt;sup&gt;st&lt;/sup&gt; and 2&lt;sup&gt;nd&lt;/sup&gt; authors (&lt;em&gt;main interviews&lt;/em&gt;)</td>
<td>Face-to-face</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2 architects</td>
<td>1&lt;sup&gt;st&lt;/sup&gt; author (&lt;em&gt;returning interview&lt;/em&gt;)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>5 developers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>3</td>
<td>1 product leader</td>
<td>1&lt;sup&gt;st&lt;/sup&gt; and 2&lt;sup&gt;nd&lt;/sup&gt; authors (&lt;em&gt;main interviews&lt;/em&gt;)</td>
<td>Audioconference</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 architect</td>
<td>1&lt;sup&gt;st&lt;/sup&gt; author (&lt;em&gt;returning interview&lt;/em&gt;)</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>4</td>
<td>2 architects</td>
<td>1&lt;sup&gt;st&lt;/sup&gt; and 2&lt;sup&gt;nd&lt;/sup&gt; authors (&lt;em&gt;first 2 interviews&lt;/em&gt;)</td>
<td>Audioconference</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 software engineer</td>
<td>1&lt;sup&gt;st&lt;/sup&gt; author (&lt;em&gt;third and returning interviews&lt;/em&gt;)</td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>3</td>
<td>1 product manager</td>
<td>1&lt;sup&gt;st&lt;/sup&gt; and 2&lt;sup&gt;nd&lt;/sup&gt; authors (&lt;em&gt;first 2 interviews&lt;/em&gt;)</td>
<td>Audioconference</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2 architects</td>
<td>1&lt;sup&gt;st&lt;/sup&gt; author (&lt;em&gt;third interview&lt;/em&gt;)</td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>2</td>
<td>2 architects</td>
<td>1&lt;sup&gt;st&lt;/sup&gt; and 2&lt;sup&gt;nd&lt;/sup&gt; authors</td>
<td>Face-to-face</td>
</tr>
<tr>
<td>F</td>
<td>1</td>
<td>1 architect</td>
<td>1&lt;sup&gt;st&lt;/sup&gt; and 2&lt;sup&gt;nd&lt;/sup&gt; authors</td>
<td>Face-to-face</td>
</tr>
<tr>
<td>G</td>
<td>1</td>
<td>1 software engineer</td>
<td>1&lt;sup&gt;st&lt;/sup&gt; and 2&lt;sup&gt;nd&lt;/sup&gt; authors</td>
<td>Videoconference</td>
</tr>
<tr>
<td>TOTAL:</td>
<td>7</td>
<td>25</td>
<td>22</td>
<td></td>
</tr>
</tbody>
</table>

as frameworks and open-source software. Since the previous interviews did not clearly make this distinction, we returned to previous interviewees to ask for additional clarifications and details.

We also returned to previous interviewees to ask about newly discovered ATD items identified in later interviews. For example, we asked all the interviewees whether they perceived the heterogeneity of approaches caused by the services’ implementation neutrality nature as harmful.

During all the initial interviews, two researchers were present. For four companies, where the distance did not allow us to have face-to-face interviews, we conducted the interviews using audio or video conferencing tools, as detailed in Table 5.2.
We did not follow Steps 3 and 4 of our methodology (Figure 5.8 going back to the interviewees for additional input) for Companies F and G. We did not find information missing from the other contexts that required additional interviews.

The final interview guide is presented in Appendix A.

5.3.3 Data Analysis

Steps 2 and 4 in Figure 5.8 show our data analysis, which was mainly performed using open coding, an approach that is part of grounded theory [CS15]. Grounded theory is a rich systematic methodology that involves several other steps not followed in this study.

Open coding is usually the first step of coding in exploratory studies and aims to produce a set of concepts that fit the data [CS15]. Figure 5.9 presents a fragment of this analysis step: selected quotations in the transcriptions or audio recordings are flagged with a label (a code). Later, we found that, despite different wording, some findings were related to a more general topic coded at a higher level category, as in the example in Figure 5.9. This last step allowed us to identify related ATD issues. Finally, we associated these codes to categories such as “ATD,” “Interest,” and “Principal” in a deductive manner.

We performed the open coding phase by finding relationships between the codes in the categories above. Figure 5.10 shows an example. The open coding provided us with three different codes: one for an instance of debt, another for an instance of interest, and the last for an instance of principal. After the open coding phase, we found that the interest and the principal were, respectively, the consequence and the solution for the debt (e.g., there were costs with multiple API versions (interest) because the APIs were poorly designed (debt), so they were grouped together). The set of codes and their relationships were used in our report phase that synthesized our results (Step 5, Figure 5.8).

Figure 5.10: Identifying the relationship among debt, interest and principal
<table>
<thead>
<tr>
<th>ID</th>
<th>Debt</th>
<th>Comp. A</th>
<th>Comp. B</th>
<th>Comp. C</th>
<th>Comp. D</th>
<th>Comp. E</th>
<th>Comp. F</th>
<th>Comp. G</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>D</td>
<td>I</td>
<td>P</td>
<td>D</td>
<td>I</td>
<td>P</td>
<td>D</td>
</tr>
<tr>
<td>1.</td>
<td>Insufficient metadata in the messages</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.1</td>
<td>Insufficient message traceability</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.2</td>
<td>Poor dead letter queue growth management</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.</td>
<td>Microservice coupling</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>3.</td>
<td>Lack of communication standards among microservices</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.</td>
<td>Inadequate use of APIs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.1</td>
<td>Poor RESTful API design</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>4.2</td>
<td>Use of complex API calls when messaging is a simpler solution</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.3: Architectural Technical Debt identified on each company.
<table>
<thead>
<tr>
<th>ID</th>
<th>Debt</th>
<th>Comp. A</th>
<th>Comp. B</th>
<th>Comp. C</th>
<th>Comp. D</th>
<th>Comp. E</th>
<th>Comp. F</th>
<th>Comp. G</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>D I P</td>
<td>D I P</td>
<td>D I P</td>
<td>D I P</td>
<td>D I P</td>
<td>D I P</td>
<td>D I P</td>
</tr>
<tr>
<td>5.</td>
<td>Use of inadequate technologies to support the microservices architecture</td>
<td>X X X</td>
<td></td>
<td></td>
<td>X X X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.</td>
<td>Excessive diversity or heterogeneity in the technologies chosen across the system</td>
<td>X X X</td>
<td></td>
<td></td>
<td></td>
<td>X X</td>
<td>X X X</td>
<td>X X X</td>
</tr>
<tr>
<td>7.</td>
<td>Manual per service handling of network failures when target services are unavailable</td>
<td></td>
<td>X X X</td>
<td>X X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.</td>
<td>Unplanned data sharing and synchronization among services</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.1</td>
<td>Sharing persistence or database schema</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X X X</td>
<td>X X X</td>
<td>X X</td>
</tr>
<tr>
<td>8.2</td>
<td>Unplanned database synchronization</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.</td>
<td>Use of business logic in communication among services</td>
<td>X X X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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### Table 5.3 – continued from previous page

<table>
<thead>
<tr>
<th>ID</th>
<th>Debt</th>
<th>Comp. A</th>
<th>Comp. B</th>
<th>Comp. C</th>
<th>Comp. D</th>
<th>Comp. E</th>
<th>Comp. F</th>
<th>Comp. G</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>D I P</td>
<td>D I P</td>
<td>D I P</td>
<td>D I P</td>
<td>D I P</td>
<td>D I P</td>
<td>D I P</td>
</tr>
<tr>
<td>10.</td>
<td>Reusing third-party implementations</td>
<td>X X X</td>
<td>X X</td>
<td>X X</td>
<td>X X</td>
<td>X X</td>
<td>X X</td>
<td>X X</td>
</tr>
<tr>
<td>10.1</td>
<td>Many services using different versions of the same internal shared libraries</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.2</td>
<td>External dependencies with various licenses requiring approval</td>
<td>X X X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11.</td>
<td>Overwhelming amount of unnecessary settings in the services</td>
<td>X X X</td>
<td>X X</td>
<td>X X</td>
<td>X X</td>
<td>X X</td>
<td>X X</td>
<td>X X</td>
</tr>
<tr>
<td>12.</td>
<td>Excessive number of small products</td>
<td></td>
<td>X X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ID</td>
<td>Architectural Debt</td>
<td>Consequences (Interest)</td>
<td>Solutions (Principal)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>----</td>
<td>-----------------------------------------------</td>
<td>----------------------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.</td>
<td>Insufficient metadata in the messages</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.1. Insufficient message traceability</td>
<td><strong>A, E:</strong> impossibility to identify and deactivate services that are not necessary anymore</td>
<td><strong>A, E:</strong> add services ownership metadata to the messages, allowing identification of their source</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>A:</strong> impossibility to track the source of messages, incurring costs with, for example, data tracing regulations</td>
<td><strong>A:</strong> implementation of a Canonical Data Model that ensure compliance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.2. Poor dead letter queue growth management</td>
<td><strong>A, E:</strong> impossibility to identify the source of messages and determine the causes of the message loss in the dead letter queue</td>
<td><strong>A:</strong> removal of the dead letter queue and to move the responsibility of the message deliveries to the endpoints</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>A, E:</strong> add metadata to identify the source of the messages</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>A:</strong> splitting the dead letter queue into smaller queues, managed by different teams</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.</td>
<td>Microservice coupling</td>
<td><strong>A:</strong> increasing amount of unnecessary services</td>
<td><strong>A:</strong> use some time to design generic and independent services</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>A, B, C, E, F:</strong> too many dependencies among teams, creating coordination overhead; cascading changes in service consumers when producers are updated; eventual breaking on services</td>
<td><strong>C:</strong> internal training about API development</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>B, C, E, F:</strong> eventual incidents in not updated services</td>
<td><strong>E:</strong> use of an API-first approach while designing services</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>F:</strong> considering slot for continuous API improvement during development</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>ID</th>
<th>Architectural Debt</th>
<th>Consequences (Interest)</th>
<th>Solutions (Principal)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.</td>
<td>Lack of communication standards among microservices</td>
<td>A: cost with translations among services; overwhelming amount of message formats for developers</td>
<td>A: ensure standardization with a Canonical Data Model</td>
</tr>
<tr>
<td>4.</td>
<td>Inadequate use of APIs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.1</td>
<td>Poor RESTful API design</td>
<td>C, D: APIs are not stable, with frequent breaking changes, hard to use and frequently not backwards compatible</td>
<td>B, C: additional effort to stabilize the API and avoid changes in the future</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B: instability demands the creation and maintenance of multiple API versions</td>
<td>C: management of API versions; tracking of internal and external consumers; definition of clear deprecation strategy</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>D: definition of a standard for the APIs</td>
</tr>
<tr>
<td>4.2</td>
<td>Use of complex API calls when messaging is a simpler solution</td>
<td>D: additional coupling among services; tests are inherently complex</td>
<td>D: redesign of services using a messaging approach</td>
</tr>
<tr>
<td>5.</td>
<td>Use of inadequate technologies to support the microservices architecture</td>
<td>A: big latency in the services communication; need of a dedicated team to maintain the third-party tool</td>
<td>A, C: proper planning about the technology and migration as soon as possible</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C: impossibility to provide some functionalities</td>
<td></td>
</tr>
<tr>
<td>6.</td>
<td>Excessive diversity or heterogeneity in the technologies chosen across the system</td>
<td>A, E, F: some services cannot communicate each other</td>
<td>A, F: limiting the set of technologies used by the teams</td>
</tr>
<tr>
<td></td>
<td></td>
<td>E, F: developers cannot easily migrate to other teams</td>
<td>G: use of language specific monorepositories and incentive their use for related projects: related software written in the same programming language are more likely to use the same tooling</td>
</tr>
<tr>
<td></td>
<td></td>
<td>A, F: resistance to change technologies later</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>G: developer velocity slows down, need to maintain distinct tools and additional source code repositories</td>
<td></td>
</tr>
<tr>
<td>ID</td>
<td>Architectural Debt</td>
<td>Consequences (Interest)</td>
<td>Solutions (Principal)</td>
</tr>
<tr>
<td>----</td>
<td>-------------------</td>
<td>--------------------------</td>
<td>-----------------------</td>
</tr>
<tr>
<td>7.</td>
<td>Manual per service handling of network failures when target services are unavailable</td>
<td>B: extra cost on maintaining additional complexity in the architecture</td>
<td>B, C: use of third-party products (e.g., circuit breakers) that provide such mechanisms</td>
</tr>
<tr>
<td>8.</td>
<td>Unplanned data sharing and synchronization among services</td>
<td>D, G: potential breaking on services</td>
<td>C, D: having separated databases for each service</td>
</tr>
<tr>
<td>8.1.</td>
<td>Sharing persistence or database schema</td>
<td>D: complex database schema and difficulty to track services using the data</td>
<td>C: creation of distinct database schemes for each service inside the same database</td>
</tr>
<tr>
<td>8.2.</td>
<td>Unplanned database synchronization</td>
<td>C: synchronization issues may be visible to users</td>
<td>G: wrapping of the database within a service, preventing direct access</td>
</tr>
<tr>
<td>9.</td>
<td>Use of business logic in communication among services</td>
<td>A: unnecessary cost to maintain business logic in the communication layer</td>
<td>C: the solution is context dependent, depending on the problem, a shared database might be needed, or a more complex transaction mechanism must be implemented</td>
</tr>
<tr>
<td>10.</td>
<td>Reusing third-party implementations</td>
<td></td>
<td>A: moving such business logic to the services, keeping the communication layer as thin as possible</td>
</tr>
</tbody>
</table>

Continued on next page
<table>
<thead>
<tr>
<th>ID</th>
<th>Architectural Debt</th>
<th>Consequences (Interest)</th>
<th>Solutions (Principal)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.1.</td>
<td>Many services using different versions of the same internal shared libraries</td>
<td>A, E: costs to plan and update all related services; several services may not be updated and multiple versions of the library should be maintained</td>
<td>A, D, E, F: reduction in the use of shared libraries, D: replication of simple code, creation of services to perform complex code functionalities</td>
</tr>
<tr>
<td></td>
<td></td>
<td>A: cost of issues generated by refusal to adopt by early adopters</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>D: cost to handle breaking changes</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>F: dependency between service and library developer teams</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>A, D, E, F: reduction in the use of shared libraries</td>
<td></td>
</tr>
<tr>
<td>10.2.</td>
<td>External dependencies with various licenses requiring approval</td>
<td>B: delays while waiting for approval of new libraries</td>
<td>B: investing in a process to evaluate and approve external dependencies as fast as possible</td>
</tr>
<tr>
<td>11.</td>
<td>Overwhelming amount of unnecessary settings in the services</td>
<td>A, B, C, E, F: complex environment, D, G: unexpected issues after deploy</td>
<td>A, G: creation of repository for configuration settings, A, F: reducing of the amount of configuration settings on services, G: requirement of peer approval before accepting changes on settings, C: creation of a configuration server to automate deploy of configuration settings</td>
</tr>
<tr>
<td>12.</td>
<td>Excessive number of small products</td>
<td>B, E: governance on multiple projects instead of one (if a monolith)</td>
<td>Our study reveals no solution to this problem</td>
</tr>
</tbody>
</table>
We performed the qualitative analysis with NVivo\(^1\), which tracks the links between codes created on top of the data and to the original quotations to which they were grounded.

Finally, we performed *member checking*, in which study participants could review the findings [Run+12] to increase reliability (Step 6 in Figure 5.8). We sent out a summary of our findings to at least one interviewee in each company and asked for review and feedback. We updated our descriptions according to the comments we received (Step 7 in Figure 5.8).

## 5.4 Results

Table 5.3 shows the companies’ most critical ATDs and how they are distributed. For each company, an “X” in columns $D$ (debt), $I$ (interest), or $P$ (principal) indicates, respectively, that the company has accumulated the debt and has identified (or paid/is paying) its interest and/or its principal. An empty cell in the table means that the interviewees did not report the related debt, interest, or principal for that company.

Table 5.4 shows the negative impact and the solutions for each ATD according to each company. As our respondents could not provide an actual numerical cost for the interest (i.e., the negative impact cost) and the principal (i.e., the solution’s cost), we present the closest possible qualitative description of these costs that we could extract from our data. All the proposed solutions were applied successfully by practitioners in their projects.

The remainder of this section describes the identified debts and their interest and principals.

### Debt 1: Insufficient metadata in the messages

An ATD is present when messages contain insufficient metadata. A data packet used in the communication through APIs, such as REST, may be considered messages. However, all data packets were sent through a message bus in our study. In such cases, the metadata is typically used to track messages and add other useful information at the cost of increasing overall message size.

This debt may be accumulated because developers want to keep the message lighter for performance reasons (Company A) or due to poor service planning (Company E).

\(^1\)https://www.qsrinternational.com/nvivo/home
Debt 1.1: Insufficient message traceability

When messages contain insufficient metadata, developers might find it difficult to track the messages’ source. Figure 5.11 shows services that deliver messages through a message bus. If no traceability metadata is available, Service 2 consumes a message from the message bus, but the service does not know which service produced the message.

**Interest.** The primary issue is the impossibility of tracking dependencies among services. One interviewee exemplified this debt by saying that “there is a regulatory requirement to document the traceability of data to the data source, and the lack of metadata and a data dictionary make it difficult to fulfill this requirement.” Figure 5.12 presents a set of services and their dependencies. If Service 7 is no longer needed, Service 2 can also be deactivated because no other services use it, but Service 4 cannot be deactivated because it is used by Service 6. If it is impossible to track dependencies, it is not safe to deactivate dependent services, as in the examples mentioned above (Companies A and E). The number of services in the product will grow, and possible unused services such as Service 2 in Figure 5.12 will remain deployed and consume resources (Companies A and E). Besides, it is impossible to track the messages’ sources when necessary. This incurs costs related to, for example, data-tracing regulations (Company A). In such a case, a financing company that, by law, must track financial operations might find this impossible to do because no available metadata indicates the sources.

**Principal.** Some interviewees described the primary solution as adding service ownership metadata to the messages as the (Companies A and E). Figure 5.11 gives an example of hypothetical metadata information attached
Figure 5.12: In the absence of a tracking dependencies mechanism, it is impossible to know that, if Service 7 is no longer necessary, Service 2 can also be deactivated, but Service 4 cannot.

to the messages. The metadata allows Service 3 to know (i) the service from which the message flow originated, (ii) the entire list of services that used that information, and (iii) the last service that changed the message. Company A went further and proposed defining such requirements with “the implementation of the canonical [data] model design pattern” to “ensure compliance with data traceability.” A canonical data model is a design pattern in which there is agreement on and standardization of data definitions in different business systems [HW12] to ensure that the services contain the required information.

Debt 1.2: Poor dead letter queue growth management

A dead letter queue receives messages sent to a nonexistent or full queue and messages rejected for other reasons. A dead letter queue accumulates such messages to facilitate their inspection. The lack of mechanisms to control the dead letter queue’s growth represents an ATD issue because the queue becomes “one place with lots of messages and no ownership.”

Interest. Dead letter queues grow so quickly that inspecting the messages becomes impossible, so the queue consumes more and more resources. Cleaning up the queue without losing important information may be impossible due to the high number of dead messages. Besides, it may be difficult to predict the causes that lead such messages to be sent to the dead letter queue instead of their original destinations (Companies A and E).

Principal. The primary solution is to remove the dead letter queue, shifting
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Responsibility for message deliveries to the services (Company A). That would help solve any issues that cause the queue to grow, such as services not caring about the accumulation of messages. If that is impossible, Companies A and E agree that there are still two possible solutions, as articulated by one of our interviewees: “You should distribute this [the dead letter queue] either by having ownership metadata on the message or having distributed queues.” Therefore, adding metadata that identifies the messages’ sources would make it easy to handle lost messages because it would be easier to track their creators. Splitting single dead letter queues into smaller queues managed by different teams helps “divide and conquer” the problem.

Debt 2: Microservice coupling

Microservices should be designed to be mostly independent of each other and have well-defined boundaries and interfaces. A lack of knowledge or negligence about good design practices may lead a company to accumulate ATD related to tightly coupled microservices. One of our interviewees said, “How do you decouple the dependencies is always something you need to work out.” We found this debt more often in the products that use APIs.

Interest. The accumulation of this debt creates too many dependencies among teams, so delays from one team may affect the other teams’ development plans by, for example, delaying deliveries. Besides, someone with access to all involved teams must handle the unnecessary coordination overhead. This was exemplified by one case in which three teams were developing “three very tight microservices,” and there was a “need to tightly coordinate the work between them” (Companies A, B, C, E, and F). Another cost incurred by this debt is the cascading effect of spending time and effort updating and deploying many dependent services due to changes made to one service (Companies A, B, C, E, and F). If accumulating this debt is a common practice in a company, the number of services easily increases. Various services end up not being useful in diverse situations because they are too solution-specific (Company A). Finally, the debt may cause incidents into dependent services that are not updated as required (Companies B, C, E, and F).

Principal. Designing services to be generic and independent usually incurs a cost, which is the principal, as also mentioned by Company A. Company E reduced the accumulation of the aforementioned debt by “being API first,” which requires teams to consider what the service is instead of focusing on the code. According to the interviewee who made the suggestion, “It is more about orchestrating APIs,” and “what’s behind an API is no longer relevant.” Company C considered using internal training about developing good APIs.
to mitigate the problem. Company F proposed setting aside some time slots during development to continuously clean, refactor, and improve the APIs.

**Debt 3: Lack of communication standards among microservices**

When autonomous teams do not have proper guidelines or standard models for creating APIs or message formats (depending on how their services communicate with other services), the company may accumulate a debt in which many APIs or message formats emerge from the various teams because, as stated by an interviewee from Company D, “each message producer of messages is left to define the format of the data themselves.” While this debt might not be a problem in small systems, especially because microservices allow teams to decide their standards, having many standards will incur additional costs and become an issue. This is the “Tower of Babel problem” in our previous work [de +19]. We found evidence of this problem in Company A’s use of messages.

**Interest.** Developers often exert unnecessary effort when translating messages among distinct formats to allow different services to communicate. According to our sources, this debt leads to “data duplication, lack of consistency, and unwanted complexity.” The solution becomes overwhelmingly complex due to too many API or message formats. Each time one service must interact with another, the team that develops the first service must learn a new message or API format to define the proper translations (Company A).

**Principal.** According to Company A, “this problem is typically solved in organizations by using the canonical [data] model design pattern.” The implementation must be properly policed, or this model may also become complex and costly.

**Debt 4: Inadequate use of APIs**

Poor API design (i.e., failing to properly plan the API interface, error codes, etc.) may be the easiest way to have working code initially, but this has negative effects. In some cases, APIs are used in situations where other solutions, such as messaging, would be preferable. Such situations constitute the debt of inadequate API use. We present details below on each of those situations.

**Debt 4.1: Poor RESTful API design**

When using RESTful APIs, several conventions address their readability and use. For example, the REST Uniform Interface standardizes implementing create, retrieve, update, and delete operations in a resource. HTTP also includes
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a list of status codes\(^2\) that should be used in the API’s responses. In our study, some developers tried designing RESTful APIs without following the proper conventions because they “were still focusing on the functional part of the job,” resulting in a poor design (Companies B, C, and D). An example of this problem was using operations that should have performed a resource update but instead retrieved a collection of items (Companies B, C, and D).

**Interest.** Poor API design causes several issues: (i) the API is difficult to use because its results may not follow expected conventions (Companies C and D); (ii) APIs are not stable, as one interviewee emphasized: “Should I make any changes, I need to make a new revision of the API” (Companies C and D); (iii) the API’s instability requires the creation of new API versions and the need to maintain the old and deprecated versions (Company B); (iv) such changes also make it difficult to maintain backward compatibility in new versions of the API (Companies C and D); as a final result, (v) intentional and unintentional breaking changes\(^3\) are common (Companies C and D).

**Principal.** Our interviewees suggested that APIs be standardized (Company D), versioned (Company C), and kept as stable as possible so that changes in the services do not affect their APIs (Companies B and C). Our interviewees also suggested using an explicit deprecation strategy. In other words, after the deprecation announcement, a previously defined period of support should not be extended (Company C). It is also useful to track internal and external consumers. Hence, it is possible to contact them directly and request migration to a new and more stable version of the API (Company C).

**Debt 4.2: Use of complex API calls when messaging is a simpler solution**

There are situations in which an asynchronous communication approach is particularly appropriate, such as executing long-running jobs. In other situations, such as when one service needs an immediate response from another after updating a user’s address, synchronous communication is a better choice. A REST call is synchronous, whereas the messaging approach is asynchronous. Using REST when messaging is more appropriate constitutes another architectural debt because there are costs associated with using an

---

\(^2\)https://tools.ietf.org/html/rfc2616#section-6.1.1

\(^3\)A breaking change is a change in one part of a software (e.g., in a microservice’s API) that potentially causes incompatibility with other components, causing failure. Examples of breaking changes for an API are changes in the response codes (e.g., 200 OK to 201 Created in HTTP) and renaming the location of the resource (e.g., renaming /user to /users, so previous clients are not able to find the related resource anymore).
improper solution. We found a specific instance of this problem in Company D, which described “rather complex service calls back and forth where messaging would have been a much better solution and allowed for much better testing.”

**Interest.** Instead of preparing services to respond to events (e.g., when a message arrives), API endpoints were created for each instance of communication among the services (Company D). Such a situation increases coupling among the services due to “a relatively complex handshake between two different services.” In other words, all the involved services depend directly on each other’s API endpoints instead of simply triggering an event (message). Besides, the services are harder to test due to the aforementioned complexity. Thus, the costs of maintaining such services increase.

**Principal.** According to Company D, the primary solution is “moving completely, for these particular cases, to a message passing” approach. The messages should be generic enough to be used by all the involved services without complex processing.

**Debt 5: Use of inadequate technologies to support the microservices architecture**

Technology choices may positively or negatively affect software architecture. Technologies used in microservices are different from those used in other architectural styles (for example, those used for service discovery and circuit breaking, as well as others discussed in Section 5.2.1). There are certainly technological similarities with other SOA approaches, but however, there are also differences (e.g., ESBs should not be used in microservices, as discussed in Section 5.2.1). For example, different cloud providers support different sets of tools and technologies, such as operating systems and storage software; some architectural choices simply do not work with them or face limitations. One interviewee said, “The technological base that we built a platform upon was not the best choice for what we wanted to offer.” Therefore, selecting an inadequate set of technologies, such as a Platform-as-a-Service or Infrastructure-as-a-Service provider that does not support the technology required for the software architecture incurs a debt.

**Interest.** This debt’s interest is context-dependent. In our findings, choosing the wrong technology as the message bus responsible for transferring messages among services caused considerable latency in such communication, with the consequent costs of requiring a team to maintain the third-party tool instead of working on other priorities (Company A). Company C could not provide certain new features because the previously selected platform did not provide enough sufficiently managed services. The company had to deal with
the costs of implementing the required functionalities without the availability of proper technologies.

**Principal.** Companies A and C reported that the primary solution should be planning the architecture before selecting the technologies because it is harder to change later on. Since that was impossible, they migrated to more appropriate technologies as soon as possible to prevent the interest from growing.

**Debt 6: Excessive diversity or heterogeneity in the technologies chosen across the system**

Selecting programming languages and related technologies are architectural choices that must be made in any project. Microservices give developers the freedom to choose different tools, programming languages, communication technologies, API standards, messaging technologies, and other technologies for each service. Although this is an advantage because some languages, frameworks, and technologies are more appropriate to specific tasks, such freedom can also lead to the interest described below. Such freedom may lead to debt, causing the company to have an excessively diversified environment.

**Interest.** We found the following set of issues in four companies: (i) Services that use one technology cannot communicate with services that use another, such as cases with REST APIs on one side and messaging technologies on the other (Companies A, E, and F). When services that use distinct technologies must communicate, a workaround must be developed. (ii) Individuals from one team cannot easily migrate to another because the necessary skills are quite different (Companies E and F). (iii) It is difficult to change the technology choices later because the services run for a long time and the teams become accustomed to their own choices (Companies A and F). Finally, (iv) developer performance decreases when teams must maintain distinct tools with potentially divergent setups (e.g., languages or environments) and when there is a need to maintain additional tooling source code repositories (Company G).

**Principal.** The primary solution reported by the companies was limiting the set of technologies available to the teams, especially those technologies used by multiple services and teams (Companies A and F). When talking about limiting the set of available technologies, one of the interviewed practitioners said, “I don’t want too much alignment on that, but we need to keep the complexity under control and work to minimize the complexity of all parts.” Besides, using programming language-specific monolithic repositories\(^4\) allows

\(^4\)This is also known as monorepos; it is a single source code repository for storing many projects.
related software (e.g., different microservices for distinct payment methods such as cash and credit cards) written in the same programming language to share tools from the same repository. Such repositories encourage using the same deployment tools, which may prevent a surge in different setups and support the merging of services because they use the same technologies (Company G).

Debt 7: Manual per service handling of network failures when target services are unavailable

When distinct microservices communicate synchronously (Section 5.2.1.1), they usually contact each other through the network. Unfortunately, several issues can occur during such communication. The communication channel may be overloaded, or the target service may be unavailable for many reasons, such as a lack of resources, crashes, or timeouts. One well-known approach is to create a mechanism within the service to retry contacting the target a fixed number of times. However, this approach has proven to be a debt because “every single developer has to think about how to handle that case themselves,” leading to the costs described below.

Interest. Our interviewees mentioned that implementing the retry mechanisms manually on each service increased the code’s complexity because developers must decide how the service handles the situation: “Should it retry, give up, or send a signal error? What should it do?” This approach increases the services complexity (and related maintenance cost) and increases the architecture’s overall complexity (Company B).

Principal. The companies that reported this problem suggested reducing the complexity by using third-party products that provide features with retry mechanisms, such as circuit breakers (Section 5.2.1.3) (Companies B and C). One interviewee from Company B declared, “That is why we introduce the service mesh: to simplify that [the complexity created by developers when they must think about handling the retries].” Service meshes are introduced in Section 5.2.1.4 and usually contain circuit breaking mechanisms. Still, they should be used carefully and only when needed because they may cause an overhead, especially if the team does not have experience with them.

Debt 8: Unplanned data sharing and synchronization among services

Microservices may have their own databases, but they can also share or synchronize data with other services. In such situations, the company may incur the debt of not planning data sharing or synchronization among services,
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leading to various costs. This debt could be interpreted as a way of causing coupling among services (Debt 2). Still, we consider it another because fixing it does not necessarily solve the coupling issue, nor do the fixes we present for solving Debt 2 solve the databases’ issues.

Debt 8.1: Sharing persistence or database schema

Sharing the same persistent storage or database schema with multiple microservices is a critical architectural debt that can easily lead to high costs. For example, one company recognized the following situation: “We still have a common database today that is a technical debt that we are aware of, and we will have to get rid of this common database.”

Interest. A service may require changes in the database schema or the data stored in the database. Such modifications may potentially break other services that use the same schema: “You easily break other services by changing the structure without even noticing it or noticing it too late” (Company D and G). If using the same database schema for different services is common in the company, an unknown number of services may use the same database schema. Therefore, it is difficult for a development team to know whether other services use the schema due to the lack of tracking for such information. This increases the odds of breaking other services (Company D). In such cases, the database design is complex and contains information from multiple services (Company D).

Principal. The ideal solution is to use separate databases for each service: “We are trying to split up that common database so that each service is responsible for its own database” (Companies C and D). It is also possible to wrap the database in a service, exposing it through an API instead of requiring direct access (Company G). Although the last solution does not solve the database complexity problem (i.e., the database still contains data from multiple services, which is more complex than having separate databases), it does reduce direct database schema manipulation. If wrapping the databases in this way is impossible for any reason (e.g., the services are business-critical and the migration cannot be done at once), our interviewees suggested using different database schemas for each service to enable the services to be changed independently (Company C).

Debt 8.2: Unplanned database synchronization

Microservices increase the likelihood of having distributed databases, but they may require synchronization. However, one interviewee said, “A big challenge is
data consistency in use cases involving multiple services and multiple databases, which must be somehow consistent or aligned to fulfill the use case successfully.” In such a situation, the company may incur the debt of improperly planned synchronization.

**Interest.** The software composed of multiple microservices will remain inconsistent until all related databases are updated. This can lead to bugs. An interviewee from Company C said, “There were cases in which we had features that required us to basically align three databases to show the right information on a [user’s] dashboard.” Because we cannot present the real use case due to confidentiality restrictions, we explain the problem using a fictitious example: an online bookstore has 10 copies of a particular book. The store is developed using microservices and contains a microservice for purchases and a microservice for managing its inventory. Two users purchase the same book simultaneously, one for a single copy and the other for all 10 copies. Both users pay for their orders simultaneously, but the one who is buying all 10 copies finishes first. When the user buying a single copy finishes the payment, there are no books left because there is no mechanism to synchronize the inventory management and purchase services in this example. Company C encountered a similar problem. The costs vary depending on the business criticality of the affected product features.

**Principal.** Company C reported that distinct solutions could be considered depending on feature criticality. In some cases, a database must be shared by the services (see Debt 8.1), or a complex transaction mechanism must be planned, but no approach to implementing such a transaction was reported. We found no similar problems and solutions in other companies.

**Debt 9: Use of business logic in communication among services**

Microservices encourage the use of dumb pipes (i.e., simple message routers) for communication. The communication layer used by microservices should not include business logic. However, in projects like one developed by Company A, “the data transported changed within the communication channel itself.” The changes are made by the services communication channel using business logic. Using business logic in the services communication layer constitutes an architectural debt because such a logic is not supposed to exist.

**Interest.** Maintaining additional business logic apart from the services is costly, as any changes to the services may also require changes to the communication layer where the business logic is located. Besides, “each time a new system is on-boarded, you need to set up the communication flow, requiring the communication channel team to provide the flow and possibly set up some
business logic.” In other words, an external team—the communication channel maintainers—must understand details about how the related services work to implement the business logic (Company A).

**Principal.** Our interviewees suggested moving all business logic to the services themselves, thus allowing the communication layer to act as a dumb pipe. The costs involved are related to implementing such logic on each service: each team must understand and implement the changes independently (Company A).

### Debt 10: Reusing third-party implementations

Reusing code can reduce resources while programming. In software development, reuse may occur by developing libraries used in various microservices. We call them *shared libraries* in the context of microservices because various services usually share them. On the other hand, reusable code—such as frameworks, language extensions, and libraries—may also be developed by external parties. We call codes from external parties *external dependencies.* For a single microservice, shared libraries and external dependencies can both be considered third-party implementations. We found evidence that using such third-party implementations may be an architectural debt and that the interest differs depending on whether they are shared libraries or external dependencies.

#### Debt 10.1: Many services using different versions of the same internal shared libraries

Companies may develop their own libraries to reuse code. Such libraries can act as black boxes for complex operations, and other reasons exist for using such libraries. One company states, “You could use REST, but if you want to be efficient, you want a native binding because it is faster.” However, these libraries may constitute architectural debt if many services use such libraries and cause the interest described next.

**Interest.** Several negative impacts must be considered: (i) New releases of the libraries may require updates on every service using them. A roadmap must be established to handle such changes (Companies A and E). (ii) Several versions of the libraries must be maintained, because replacing old versions in all running services might be impossible for reasons like development priorities: “Sometimes the clients are business-critical and, in their roadmap, upgrading to a new version of a library it is not the top priority” (Companies A and E). (iii) Early adopters may refuse to implement new versions, especially if breaking changes exist (Company A). (iv) If library use cases are frequently unknown,
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breaks may occur due to unexpected situations. Such breaks lead to fixes that may lead to breaking changes when libraries are updated (Company D). (v) The service’s developers using the library depend explicitly on the team that is developing the library, so delays in releasing library versions with some required functionality will likely affect the service’s developer team (Company F).

**Principal.** All the companies that mentioned the problem agree that they should avoid and discourage using shared libraries as much as possible (Companies A, D, E, and F). Company D suggested that a complex shared code should be transformed into services and that more straightforward codes should be duplicated by the different teams. Several practitioners suggested considering exceptions only when no better alternative exists “to keep the amount of shared libraries as minimal as possible” (Companies A, D, E, and F).

**Debt 10.2: External dependencies with various licenses requiring approval**

External dependencies are any libraries, frameworks, or similar software developed by external parties. We found evidence that their use might lead to architectural debt when the types of licenses allowed to be used by the company are strictly limited. Many products depend on some externally developed software; not accumulating this debt is almost impossible, but steep interest can be avoided.

**Interest.** All third-party codes’ licensing limitations must be documented: “We need to document whether they are exportable in order to be able to perhaps include them in the main application and send them to trial, or even in order to be able to run them in a public cloud because that is also an export from one country to another.” Eventually, some dependencies must be replaced due to non-compliance with regulations. Licenses may limit business models (e.g., it may not be possible to sell the product or service) and even prevent the software’s distribution to some countries. Due to the high risk of regulation issues, approving such dependencies may be time-consuming and cause delays (Company B).

**Principal.** No current approach exists to handle this issue other than investing in a process to evaluate and approve such dependencies as fast as possible. Company B suggests that teams not use external dependencies whose licenses were not approved in advance to avoid this issue.
Debt 11: Overwhelming amount of unnecessary settings in the services

Microservices can be reused and deployed in various settings by tweaking parameters. One company explained the situation: “Microservices tend to expose some configuration settings that can basically be overridden. So, you can set a default value, and then whoever is using or deploying your microservice can override it at deployment time. When we add many microservices together and aggregate them into big settings trees, handling these kinds of parameters becomes very overwhelming.” For instance, allowing parameters to be overridden in different environments adds some control over resource usage. However, the company may incur debt caused by many unnecessary configuration settings among the services, which leads to higher maintenance costs.

**Interest.** Managing many parameters takes time and leads to overhead while deploying products (Companies A, B, C, E, and F). Such debt also increases the likelihood of unexpected issues caused by wrong setting values: “It was a very frequent problem that deployments would go wrong because somebody changed something in deployment scripts, and it would take a while to figure out why it was going wrong.” The greater the number of values, the greater the likelihood of mistakes. More value combinations will also need to be tested. Mistakes require time to fix, and more tests will require more development time (Companies D and G).

**Principal.** Some interviewees suggested creating a repository to keep the configuration settings, usually managed by a control version system (Companies A and G). Besides, peer approval for every change in the settings repository before production helps prevent issues (Company G). Interviewees also suggested reducing the number of configurable settings on each service to the minimum necessary (Companies A and F). A configuration server to automatically apply changes from the settings repository to the deployments also simplifies managing the settings (Company C).

Debt 12: Excessive number of small products

By definition, a microservice is a small product with a single capability and its own life cycle from development to deployment. It includes documentation and any governance required for software products. For example, one company reported that “each of the microservices effectively became a very small product, and we have a full process for handling products.” This may lead to debt via an excessive number of small products.
**Discussion**

**Interest.** Each microservice must be governed separately—which requires overhead with dedicated management, development, deployment, and maintenance. This does not exist with monoliths because they require only one deployment (Companies B and E).

**Principal.** Our study reveals no solution to this problem. The companies reported that they “haven’t really found a good way to change our standard ways of working and documenting to handle that yet,” and “these kinds of aspects are a bit difficult when you have very small units of software flowing all over the place.”

### 5.5 Discussion

This section discusses our ATDs in different contexts, how they relate overall, how to avoid them, and the limitations of our study.

#### 5.5.1 Debts in different contexts

We discuss the various ATDs in relation to the company application domain, the project stage, and other specific context factors. We aim to help practitioners understand, adapt, and apply our results to their specific contexts.

Difficulties with message traceability (Debt 1.1) affect financial systems more than other product types. Poor management of dead letter queues (Debt 1.2) was more common in companies that migrated from older approaches. Problems with coupling (Debt 2) affect most companies in this study; only Company G did not report critical coupling issues among services, but we have only one interviewee from this company.

The lack of communication standards among services (Debt 3) occurred more frequently in applications with many services; smaller products seem to avoid this problem (Table 5.1 shows each project’s number of microservices). However, this conclusion requires more investigation because Companies F and G, which have many services, did not report it as a problem.

The inadequate use of APIs (Debt 4) is a debt that requires attention every time a new API is created or updated. Not all the companies reported it, but it affected most companies using APIs in our investigation (some other companies used primarily messaging approaches or a balance between APIs and messaging). Our interviewees did not discuss techniques to design good APIs. We focused on reporting our findings from the interviews. However, we believe that the API design plays an important role in fixing this debt. See, for example, the work of Mosqueira-Rey et al. [Mos+18], in which they
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present a systematic approach for developing usable APIs. There might be a relation between this debt and Debt 3 (lack of communication standards among microservices), although it is not apparent from our data. Inadequate technology use (Debt 5) is usually harder to fix because, for example, changing an entire platform is hard. Many parts of a project may depend on chosen technologies, so changing them may require an entirely new project. Therefore, Debt 5 requires more attention at the project’s beginning, when technologies are being chosen.

One solution proposed for solving the overwhelming diversity of technologies (Debt 6) is limiting the number of technologies used. This might contradict the definition of microservices because they are supposed to be independently deployable units that give practitioners the freedom to choose the technologies to use. However, the diversity should be reasonably limited in practice because it may lead to various problems, such as difficulties migrating developers to other teams in a company and a decrease in a team’s performance because of the need to maintain potentially divergent setups. Additionally, despite monolithic repositories being suggested as a solution for some cases of this debt, there is a risk that using them for many microservices might lead to overloaded repositories. Therefore, a good practice may be using monolithic repositories with smaller subsets of microservices and only when such microservices share the same technology stack.

Manually handling retries while trying to communicate a temporarily unavailable service (Debt 7) may also require attention. This debt was only found while using APIs because the messaging technologies do not require direct access to another service—only to the message bus.

Issues with shared data (Debt 8) were rare, but their effects were some of the most dangerous ones (e.g., breaking other services). They require attention, especially while designing new services. Note that Debts 8.1 (Sharing persistence or database schema) and 8.2 (Unplanned database synchronization) are highly interconnected: Debt 8.2 might result from splitting a database, for example, from solving Debt 8.1. On the other hand, sharing a database among services, which is a solution proposed by some of the interviewees for Debt 8.2, may incur Debt 8.1. The last case can be avoided by using different database schemas.

Business logic in the communication layer (Debt 9) is dangerous, especially for legacy systems, and companies developing new products seem to be aware of this issue and are avoiding it successfully.

Misusing shared libraries (Debt 10.1) may generate high costs. Therefore, we argue that they should be used carefully and only when needed. Our interviewees did not report the same issues for shared libraries while discussing
external dependencies, such as frameworks. This study does not identify the reasons for differences among shared libraries and external dependencies. Issues with external dependencies (Debt 10.2) seem to relate to licensing and are restricted to companies with multiple deploys of the same software in various regions worldwide.

A common problem for every project using microservices involves many configurable settings in microservices (Debt 11). All the companies reported that the services’ deployment is complex and error-prone because of the number of settings to define.

The excessive number of products (Debt 12) is hard to avoid. It may relate to the services’ granularity or other unknown factors. It might simply be a drawback of using microservices. Thus, this problem must be investigated further.

Many of the debts described here may be found in other architectural styles. For example, poor RESTful API design (Debt 4.1) may be found in monoliths. However, they may be different in microservices because each service is a separate application, which adds to the costs. A monolith, for example, may expose a single API, whereas the same functionality might require the existence of multiple APIs in separate applications, with multiple points of failure instead of a single one. Also, microservices use several additional technologies not applied in other architectural styles. We introduced a general description of those technologies in Section 5.2.1. Many of those technologies were originally developed or adapted to support SOA, but others were created specifically to support microservices, as discussed in Section 5.2.1.

Other approaches that have been proposed in grey literature can help manage ATD. For example, regarding Debt 8.1, Newman [New19] suggests using database views and creating a wrapping service. Newman [New19] also discusses other patterns that we could not match with our findings, including migration patterns, user interface composition, and database synchronization. Although such patterns might have been used, they were not mentioned by our respondents.

### 5.5.2 Common interests and principals among the debts

Understanding how debts are related is essential to better plan and analyze the consequences of refactoring. Figure 5.13 illustrates the debts, their interests and their principals. It shows which interests and principals are common among the debts. It was built by grouping the interests described in Table 5.4 into higher-level categories. Then we connected all the debts to these high-level interest categories to show which debts generated similar interests. For
example, the extra work for handling cascading changes and a higher number of unnecessary services from Debt 2 and the overwhelming amount of message formats for developers to handle from Debt 3 were both categorized into “development overhead.” Some interviewees explicitly stated some relationships; the researchers inferred others through the cross-case analysis.

Finally, we repeated the same procedure for the principals, but we found only two principals shared between debts: the metadata standardization and the design of generic services.

Development overhead is caused by nine out of the twelve debts we reported (or eleven of sixteen, considering the sub-debts). Thus, it is not possible to reduce such development overhead without investing in repaying many different debts. The developers are the ones most affected by such overhead.

Potential breaks within the services are caused by four debts (Debts 2, 4, 8, and 10). Investing in paying those debts might reduce the probability of having to deal with instability and cascading failures.

Dependencies among teams are caused by three debts (Debts 2, 4, and 10). Such dependencies contribute to delays in the project as well as productivity loss because the developers on one team must wait for another team to start their work. Similarly, team velocity reduction is caused by three debts (Debts 4, 6, and 10). It may be advisable to pay extra attention to Debts 6 and 10 because they are responsible for many different interests.

Figure 5.13 also shows other specific interests and principals that are related to only one or two debts.

We expect a mapping like the one shown in Figure 5.13 to help practitioners to focus on the debts they want to manage according to the most costly issues they perceive in their projects.
Figure 5.13: Common interests and principals among the debts.
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5.5.3 Microservices coupling

We have found evidence that four debts (or six, considering the sub-debts) were indirectly increasing the probability of microservices coupling (Debt 2) and its consequences. Debt 3 (Lack of communication standards among microservices) leads to an excessive number of APIs or message formats, increasing the likelihood of having formats designed as coupled by default. As a result, the involved services cannot communicate with ones other than those originally developed for such interaction.

The main consequence of Debt 4 (Inadequate use of APIs) is having a set of services whose boundaries are not well defined, leading to the creation of functionalities in the wrong services. Thus, some services that should work independently must work together (i.e., they are coupled because some functionality required by one of them is in another service).

Debt 8 (Unplanned data sharing and synchronization among services) may cause an indirect coupling through the database. Changes in the database triggered by some change or additional functionality may eventually cause breaks in the other services. The services that share the database depend on each other’s database structure.

Finally, Debt 9 (Use of business logic in communication among services) might lead to coupling because the logic is usually coupled to the services it is designed for.

In our study, coupling seems to be a common issue to be handled by microservices developers. It was mentioned several times by developers not only as a debt itself as described in Debt 2 but also as an indirect consequence of other debts. Investing in repaying the four debts (in addition to Debt 2) above might reduce the probability of having coupling among services.

5.5.4 Approaches for avoiding ATDs in microservices

Some techniques described in the non-peer-reviewed literature may help handle some ATDs reported in our research. Two techniques that may connect to two ATDs reported by the companies in this work are Domain-Driven Design (DDD) [Eva04] and Sagas [GS87].

One of the most significant challenges of using microservices relates to boundaries between them. The wrong boundaries may increase coupling among microservices (Debt 2.1). DDD is a powerful approach for defining microservices boundaries, but using DDD off the shelf may be hard in practice. It deserves more research, however.
To remove Debt 8.1, some of the studied companies chose to separate databases. None of the interviewees shared details about approaches they might have been using to avoid inconsistencies in the data. However, three approaches are: using the eventual consistency model (optimistic replication) [Vog08], sagas [GS87], and two-phase commits [RK98].

Vogels [Vog08] explains that a system using an eventual consistency model does not guarantee that subsequent accesses will return the last updated value right away, but eventually all accesses to the data will return the last updated value. The delay in the consistency is a trade-off versus high availability in distributed systems.

Garcia-Molina and Salem [GS87] proposed sagas in 1987. Today, the technique is adapted to microservices. Sagas involve implementing transactions among the services via a sequence of local transactions in several services (a saga). If one transaction fails, a set of compensating transactions may restore the databases’ previous state.

Two-phase commits are discussed in distributed database research (e.g., [RK98]). This technique consists of preparing the commit (Phase 1) and storing it permanently (Phase 2) after an agreement from all involved parties. Newman [New19] argues against the use of two-phase commits mainly because of the existence of a window of inconsistency that might lead to problems. When the data must be in two different places, Newman [New19] suggests using sagas instead. Regarding solutions for ATD, both approaches require further investigation.

5.5.5 Microservice architecture maturity

Microservice architecture is still maturing. We notice that practitioners’ different understandings about what comprises a microservice lead to different practical decisions. On the other hand, SOA is a more mature concept supported by several standards, such as the family of WS-* standards for web services. Microservices are a way of implementing SOA, but there are no standards such as the WS-* to guide microservices’ implementation, making practitioners less supported with best practices.

Large companies tend to have heterogeneous and experienced staff members with distinct backgrounds. Such a variation among staff members may generate different opinions about solving the same problems. Because emerging architecture’s definitions and related technologies are still maturing, the different opinions increase practitioners’ likelihood of struggling with ATD in such environments. Consequently, knowing about frequent and costly ATD in microservices is important.
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5.5.6 Limitations

The sample size of respondents from companies is limited, particularly from Companies F and G, with only one interviewee each (see Table 5.2). This might create bias because we could not triangulate the data via additional perspectives from other participants from the same company (source triangulation).

Furthermore, the fewer people we interviewed in a company, the fewer smells may have been found. Note that not finding a particular debt does not mean the debt does not exist—only that we were unable to find it.

Also, we selected our interviewees through convenience sampling. Thus, the debts we found may not be representative of the respective companies.

Returning to the interviewees multiple times may make them biased during the process, either in favor of the study or in favor of (or against) their system. Still, the number of return interviews with the same interviewees was low, and we primarily asked about problems other than those discussed before.

Questions 7, 9, 10, and 11 emerged during our interviews and were directly related to the debts identified in the preceding interviews, so they may introduce some bias to our results. We mitigated this issue by asking those questions at the end of the interview after asking open questions about their existing debt. By doing so, we avoided anchoring the subjects’ answers to specific debts. Also, interviewees may be uncomfortable stating their thoughts for several reasons and may not tell the whole truth. We mitigated the problem via source triangulation. In cases with only one person (Companies F and G), it was impossible to achieve source triangulation.

The purpose of a multiple-case study is to investigate a set of cases in depth, not to generalize findings statistically. Yin [Yin18] states, “rather than thinking about your case(s) as a sample, you should think of your case study as the opportunity to shed empirical light on some theoretical concepts or principles.” Practitioners may judge to what extent our findings apply to their particular context based on similarities and differences between their company and the investigated companies. A survey does not provide a rich context-related insight but enables reporting results statistically. A natural step further in our research is to conduct a survey where we collect opinions from more people and companies regarding the identified ATDs, interests, and principals.

5.6 Related Work

We identified a set of ATDs in microservices that could hinder the adoption of microservices. A deeper study about barriers (and drivers) for adopting
microservices comes from Knoche and Hasselbring [KH19], who identify issues related to compliance, regulations, and licenses as barriers. We identified that licensing and regulations might become an ATD (and a barrier) for microservice architecture.

This article extends our previous work [de +19] by investigating six additional companies. The current results confirm the found debts in our previous single case study apart from business logic in the communication among services. The current study resulted in cross-company insights and, specifically, an update of our catalog of ATDs. Moreover, the originally-proposed debts in de Toledo et al. [de +19] were changed as follows:

- “Too many point-to-point connections among services” is better explained as a coupling issue (Debt 2) and is also related to Debt 3;
- “Business logic implemented in the communication layer” is now described in Debt 9;
- “There is no approach to standardize the communication model among services” is described in Debt 3;
- “Weak source code and knowledge management for different services” is removed from our catalog because we found that it is better classified as a distinct, non-architectural type of debt;
- “Unnecessary presence of different middleware technologies in the communication among services” is merged into Debt 6, which is a more general debt description.

Taibi et al. [TL18] interviewed 72 developers and built a catalog of bad smells on microservices. More recently, Taibi et al. [TLP20] provided a taxonomy of architectural and organizational anti-patterns in microservices and their possible solutions. There is a close relationship among ATDs, architectural smells, and architectural anti-patterns, but they are different concepts; not all bad smells and anti-patterns are ATD: a code duplication may be considered a bad smell, but not TD if there is no interest. Still, some of the ATDs we have identified can be considered anti-patterns. However, describing them as ATDs enables us to evaluate them in terms of interest and principal. For example, some smells identified by Taibi et al. [TL18] overlap with ours: (i) shared persistence, which overlaps with Debt 8.1; (ii) too many standards, which overlaps with Debt 6; (iii) shared libraries, which overlaps with Debt 10.1; and (iv) Microservice Greedy, which overlaps with Debt 12. However, no
solution is offered other than careful consideration of services to create. They present the same problems and solutions we found in our interviews, reinforcing the importance of these problems. No other overlaps exist. Our study also presents more details about the debt and its interest and principal.

Hasselbring and Steinacker [HS17] argue that transforming internal libraries into open-source software may reduce issues with shared libraries (i.e., it may solve Debt 1.1). Despite insufficient evidence to confirm their suggestion, we believe more in-depth studies could confirm or refute such findings.

Bogner et al. [Bog+19a] performed a qualitative study with 10 companies via 17 interviews to explore evolvability assurance processes for 14 microservice-based systems. Many of the issues reported were related to ATD. Our work differs in the research focus: they investigated evolvability assurance processes and came across ATD issues, but we systematically investigated the debt, interest, and principal in microservices’ architecture. Their work partially overlaps with the following ATDs we found in our study: (i) technological heterogeneity, in which they discuss that their participants are divided about the use of several different technologies in microservices, which relates to Debt 6; (ii) inter-service dependencies and the ripple effect, which refers to Debt 2; (iii) breaking API changes, which is an interest of Debt 4.1; and (iv) distributed code repositories, in which they argue that it may complicate the access to the source-code and relates to Debt 6 as well.

In summary, some related studies overlap with ours in a limited way, but none is as extensive and comprehensive as ours concerning ATD in microservices.

5.7 Conclusions and Future Work

During software development, it is vitally important to manage ATD to avoid extra costs in the long term. We provided a cross-company analysis to create a catalog of ATDs in microservices, their consequences (interest), and their solutions (principal). Moreover, we created a map of relationships among ATDs, their interest and principal. Such a map may support practitioners in identifying and avoiding ATDs and planning refactorings to remove them.

Regarding RQ1, we found ATDs that included business logic among services, shared databases, lack of data-traceability mechanisms, poorly designed APIs, and shared libraries. As for RQ2, we observed that such debts caused substantial interest, such as unexpected breaks due to changes in the database schema or other dependencies, unnecessary API complexity, coupling among services, and dependencies among teams. Finally, for RQ3, we identified how companies handle such ATDs and the ATD costs.
Conclusions and Future Work

Future work includes running a survey to increase our results’ generalizability and collect additional information on repayment prioritization. Furthermore, based on the insights reported in this article, we propose a new study that investigates metrics for measuring debt, principal, and interest in microservice architecture to quantify costs and benefits and support prioritization and decision-making.
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**Abstract**

Using microservices is a way of supporting an agile architecture. However, if the microservices development is not properly managed, the teams’ development velocity may be affected, reducing agility and increasing architectural technical debt. This paper investigates how to manage the use of shared libraries in microservices to improve agility during development. We interviewed practitioners from four large international companies involved in microservices projects to identify problems when using shared libraries. Our results show that the participating companies had issues with shared libraries as follows: coupling among teams, delays on fixes due to overhead on libraries development teams, and need to maintain many versions of the libraries. Our results highlight that the use of shared libraries may hinder agility on microservices. Thus, their use should be restricted to situations where shared libraries cannot be replaced by a microservice and the costs of replicating the code on each service is very high.
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6.1 Introduction

A microservices architecture may be considered a kind of agile architecture. Over the years, large companies such as Amazon and Netflix shared their success histories with microservices on dozens of presentations\(^\text{1}\), always highlighting how such architectural style helped them to be agile and surpass many of the limitations and impediments they had in their previous monolithic software solutions. Since then, many other companies and practitioners tried to learn about microservices and adopted them in their projects.

However, systems that use microservices may become more complex than monolith systems [STV18]. Practitioners are still struggling with the adoption of this architectural style in their projects, and there is not much knowledge about Architectural Technical Debt (ATD) in microservices [de +19].

ATD is a metaphor used to describe architectural suboptimal decisions that, in exchange of benefits in the short term, incurs future additional costs for the software. There are many studies on ATD in general but few on ATD in microservices and no discussion about agility. Our previous study [de +19] investigates what is ATD in microservices through a qualitative case study in a single company, Lenarduzzi and Taibi [LT18] presents a position paper about code debt on microservices, also in a case study in a single company, Bogner et al. [Bog+19a] performed a qualitative case study in 10 companies to explore evolvability assurance processes for microservice-based systems. The three studies have distinct scopes.

In this study, we investigate the practice of using shared libraries in companies that use microservices, and how do these companies manage such libraries in order to improve agility. We define a shared library as a piece of software developed in-house containing a collection of resources used by several components. Externally developed components such as frameworks and language support extensions are not considered shared libraries in this study. Shared libraries are used as a black box by the different components, have their own version management and are copied and bundled together with the components.

Taibi and Lenarduzzi [TL18] have shown that the use of shared libraries may be a microservice bad smell and have proposed solutions for removing the smell. We extend that work by presenting an expanded list of issues and solutions, and do it in the context of different companies.

We pose the research questions as follows:

---

\(^1\)Examples of presentations are “Mastering Chaos” by Josh Evans (Netflix, 2016), “Amazon and the Lean Cloud” by Werner Vogels (Amazon, 2011) and “What We Got Wrong: Lessons from the Birth of Microservices” by Ben Sigelma (Google, 2018).
RQ1: Which practical issues when using shared libraries in microservices hinder agility in organizations?

RQ2: Which solutions do developers apply to solve such issues?

In order to answer these questions, we conducted a multiple-case study in four large international companies that use microservices. The remainder of this paper is structured as follows: Section 6.2 presents our background, Section 6.3 our methodology, Section 6.4 our results, Section 6.5 our discussion and threats to validity. Section 6.6 concludes and outlines future work.

6.2 Background

Using microservices architecture is an approach that decomposes a single application into a collection of small and loosely coupled services; such services are autonomous, independent of each other and run on separate processes [LF14]. A few other characteristics are also taken in consideration while defining microservices, such as loose coupling, organization around business capabilities and ownership by small teams.

Microservices may improve agility by allowing teams to focus on small pieces of software, facilitating aspects like change, scalability and testing. As it raises new ways of developing software, it also raises new kinds of ATD [de +19]. If properly managed, the accumulation of ATD may be beneficial to the software development, but it is necessary to know when the debt should be avoided and how to prevent its accumulation [MB16b].

ATD is based on financial terms and has three main concepts [BMB18]: debt, which describes a sub-optimal solution that yields short-term benefits, but recurring to the later payment of some interest; interest, which is the additional cost that has to be paid because of the accumulation of debt; and principal, which is the cost of refactoring in order to remove the debt.

6.3 Methodology

We conducted a multiple-case study in four large international companies, with more than 1000 employees. For confidentiality reasons, the companies are named A, D, E and F, respectively. The studied projects operate in the domains as follows, respectively: financial systems, healthcare systems, city management and transport mobility.

We interviewed six architects: one from Company A, two from each of Companies D and E, and one from Company F. We conducted semi-structured interviews that lasted from 30 minutes to one and a half hours. We discussed
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Table 6.1: Issues reported by companies as the result of using shared libraries

<table>
<thead>
<tr>
<th>ID</th>
<th>Issue</th>
<th>Company</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>A</td>
</tr>
<tr>
<td>1</td>
<td>Impossibility to update library in service due to priorities</td>
<td>X</td>
</tr>
<tr>
<td>2</td>
<td>Need to maintain too many versions of the library</td>
<td>X</td>
</tr>
<tr>
<td>3</td>
<td>Impossibility to update library in service due to breaking changes</td>
<td>X</td>
</tr>
<tr>
<td>4</td>
<td>Delays while waiting for fixes</td>
<td>X X X</td>
</tr>
<tr>
<td>5</td>
<td>Early adopters refusing to migrate</td>
<td>X</td>
</tr>
<tr>
<td>6</td>
<td>Failures due to unknown use cases</td>
<td>X X</td>
</tr>
<tr>
<td>7</td>
<td>Failures after library upgrades</td>
<td>X X</td>
</tr>
<tr>
<td>8</td>
<td>Overhead to library maintainers</td>
<td>X X X</td>
</tr>
<tr>
<td>9</td>
<td>Dependent agile teams</td>
<td>X X X X</td>
</tr>
</tbody>
</table>

several aspects of architecture beyond the scope of this investigation, such as architectural issues and solutions while using microservices. The questions in the interview guide relevant to this study are available at [https://bit.ly/ImprAgilitySL](https://bit.ly/ImprAgilitySL). Three of the interviews were conducted face-to-face. The three other ones were conducted through remote audio calls due to the physical distance between the parts.

6.4 Results

6.4.1 The issues caused by using shared libraries

Table 6.1 shows which issues related to shared libraries were found in which companies. We refer to the those issues by using their IDs between parenthesis in the following paragraphs. The context related to the issues discussed below is illustrated in Figure 6.1, an example reported by Company D: A team is assigned to create and maintain a library for authentication and authorization. Versions of the library are regularly released with fixes or new functionalities. Other teams are assigned to develop microservices. Eventually and due to several reasons, several microservices end up using distinct versions of the library. We present below the causes and implications of such circumstances for each company in the context of the projects we investigated.
Figure 6.1: Shared libraries example

Library development

Authentication and Authorization Library (AAL)

v1.0.0
v1.0.1
v1.2.0
v2.0.0

Microservices

Microservice A
AAL v1.0.0

Microservice B
AAL v1.0.1

Microservice C
AAL v1.0.0

Microservice D
AAL v2.0.0

Microservice E
AAL v1.0.0

Microservice F
AAL v1.2.0
Company A could not migrate all the clients to a newer version of a library right after its release. Distinct teams have different priorities: some services are critical, some are secondary, some have more urgent updates (1). Such a scenario required libraries maintainers to be active in supporting previous versions of their libraries that were still being used in production (2). Even in situations where the library was supposed to be updated soon, the company experienced delays in the process due to other priorities (1). In addition, the company also identified situations where early adopters resisted to migrate (5), since a new version of the library was released right after they finished the integration of the previous version in their project.

In Company D, the developers experienced a number of system breaks. Later they identified that part of the breaks were caused by the use of libraries in many unforeseen and untested situations (6). In addition, Company D also noticed an overhead on library maintainers (8) and consequent delays. Since the functionality was provided by the libraries, the teams using them had to wait for the fixes, which caused delays in new microservices releases (4). In some situations, the new versions of the libraries caused new issues that prevented the microservices to be released in production right away (7).

Company E, similarly to Company A, found itself in a situation where it was not possible to migrate all the clients, which required teams to support many deprecated versions of libraries (2). Breaking changes and internal roadmap priorities were some of the factors that prevented developers to use new versions of the libraries (3 and 1). The use of shared libraries became a bottleneck, causing failures on microservices (6 and 7), delays while waiting for fixes (4) and an unexpected amount of extra work for library developers (8).

Company F reported delays in delivering new functionalities as the most damaging issue connected to the use of shared libraries (4). The library developers had to handle an extensive amount of change requests, including requests for additional features and fixes (8). The microservices developers were frequently blocked while waiting for the arrival of the new versions of the libraries.

In all four companies, there was a clear dependency (coupling) among the microservices developers and the library teams (9).

### 6.4.2 How to manage issues regarding the use of shared libraries

All the companies reported that the use of shared libraries should be reduced as much as possible. Company D reported that many libraries implemented
trivial functionality that could be implemented by the microservices themselves, and the fixes could be implemented by the teams, reducing the delays caused by third-party developers. Company F suggested that well-defined and well-documented interfaces of their own implementations were important for guiding practitioners when they did not use shared libraries to provide required functionality.

Figure 6.2 shows solutions proposed by the companies for the issues caused by the use of shared libraries. Considering the example presented in Figure 6.1, simple functionalities, such as extracting an ID or user name from a token, could be implemented by the services themselves. Such a functionality is easy to implement, usually by using a well-known technique that can be learned by the developers, and that does not require the use of an entire library. On the other hand, some functionalities are complex and could involve, as in our example, many security steps. In such circumstances, an external microservice with a well-defined interface, good documentation and a versioning policy should be maintained by a separate team. Well-defined interfaces should not be changed unless in exceptional cases, meaning that internal bug fixes may be conducted without the other services noticing it, and new functionality may be added without breaking previous behavior unless a breaking change is strictly necessary. Such a scenario reduces the need for changes in the other microservices that are using the aforementioned interfaces. Finally, if there are important reasons for not using one of the approaches above, the use of shared libraries may be acceptable. Similar approaches may be found in other migration reports. Balalaie et al. [BHJ16], for example, moved common libraries to microservices when they migrated to such an architecture style. Hasselbring et al. [HS17] argue that code should not be shared among microservices because teams and applications should be as independent and loosely coupled as possible.
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Figure 6.2: How to handle shared functionality
6.5 Discussion and Threats to Validity

Our results suggest that using shared libraries in some contexts impacts on the development flow, causing delays, reducing development velocity and hindering agility. In such cases, shared libraries are an ATD that may lead to costly interest if not managed properly. By sharing the experience from other practitioners on issues and solutions, we can prevent others from having to pay high software maintenance costs later.

We answer the research questions introduced in Section 6.1 by listing the issues (RQ1) raised by the use of shared libraries and by presenting corresponding solutions (RQ2). The issues we identified do not seem connected to any specific application domain; the practitioners from the different companies complained about similar issues and solutions. We do not claim that shared libraries should never be used. However, their use should be controlled to prevent high costs. There are also drawbacks of such an approach. For example, it may incur additional latency; performance may decrease due to network as opposed to in-memory invocations; reliability may decrease since the service might not be reachable; and complex functionality may not be possible to be implemented in a distributed system. Such drawbacks should be carefully considered in practical situations.

Companies should also consider the reasons for replacing their shared libraries. There may be alternative solutions, such as improving processes for development, testing and quality assurance, which should be considered when the drawbacks of moving to services may be more costly than using shared libraries.

Regarding the validity of this study, we consider the following threats: (i) The interviewees may have interpreted the concept of shared libraries differently. We mitigated this threat by asking the interviewees to clarify if they were talking about libraries developed internally or about external dependencies; (ii) Our sample of interviewees was small from each company, we do not know how representative the opinions in this study were for the investigated companies. Still, the sample was heterogeneous and the practitioners were located in three different countries, with projects from four different companies; (iii) There might be factors that the interviewees were not aware of or did not express in the interviews, such as the quality of the implementations and management issues.
6.6 Conclusions and Future Work

In four Europe-based companies, we identified a set of issues that reduce development velocity and hinder team agility while using shared libraries in microservices. We highlighted two solutions: creating additional microservices or implementing the code in the microservices themselves. Although these solutions have been reported by Taibi and Lenarduzzi [TL18], we went beyond their work by presenting and discussing a more comprehensive list of issues, and relating them all to the different companies. Our results suggest that the use of shared libraries may increase the complexity of the system, which in turn decreases development agility, cause delays and raises maintainability costs. Our results do not indicate that shared libraries should not be used at all, but if there are no acceptable alternatives, they should be used rather carefully as they often generate costly interest. As an alternative to the use of shared libraries, simple functionalities should be implemented by each microservice, whereas complex functionalities should be implemented by external microservices with well defined interfaces, good documentation and adequate versioning policies.

As future work, we propose a further investigation of the problem, increasing the size of the sample and looking for practitioners with different experiences. As part of this investigation, we propose to look for a decision process supported by the factors that influence the trade-off between using a shared library and a microservice. We would also like to investigate the problem and their solutions with other architectural styles, like Service Oriented Architecture, in order to identify whether there are other solutions proposed by practitioners that could be used in microservices. In addition, we would like to investigate the external dependencies and how moving to them could affect our results.
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Abstract

Many companies migrate to microservices because they help deliver value to customers quickly and continuously. However, like any architectural style, microservices are prone to architectural technical debt (ATD), which can be costly if the debts are not timely identified, avoided, or removed. During the early stages of migration, microservice-specific ATDs (MS-ATDs) may accumulate. For example, practitioners may decide to continue using poorly defined APIs in microservices while attempting to maintain compatibility with old functionalities. The riskiest MS-ATDs must be prioritized. Nevertheless, there is limited research regarding the prioritization of MS-ATDs in companies migrating to microservices. This study aims to identify, during migration, which MS-ATDs occur, are the most severe, and are the most challenging to solve. In addition, we propose a way to prioritize these debts. We conducted a multiple exploratory case study of three large companies that were early in the migration process to microservices. We interviewed 47 practitioners with several roles to identify the debts in their contexts. We report the MS-ATDs detected during migration, the MS-ATDs that practitioners estimate to occur in the future, and the MS-ATDs that practitioners report as difficult to solve. We discuss the results in the
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context of the companies involved in this study. In addition, we used a risk assessment approach to propose a way for prioritizing MS-ATDs. Practitioners from other organizations and researchers may use this approach to provide rankings to help identify and prioritize which MS-ATDs should be avoided or solved in their contexts.
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7.1 Introduction

Figure 7.1: New ATD found after the migration to microservices may hinder the benefits of the new architecture.

When companies migrate their software towards a microservice architecture, the software is split into a small set of independent services. Many of the practical difficulties encountered in previous architectures can be mitigated by using microservices. They support small and frequent releases, improve scalability, and promote independence among teams. However, microservices
also bring new management and technical demands, such as the need to be business-domain driven and understand distributed systems [Fow15].

Like any architectural style, the microservice architecture is prone to architectural technical debt (ATD), which may incur high costs [dMS21]. ATD is a type of technical debt (TD) consisting of sub-optimal architectural solutions, which deliver benefits in the short-term but increase overall costs in the long run [BMB16]. Some ATDs are specific to microservices [dMS21] and might not be considered as problems in other architectures. For example, microservices should communicate through a “dumb pipe” (i.e., there should not exist any transformation logic between the services), while in previous Service Oriented Architectures (SOA), a common approach is to have some logic between services to transform data. In this paper, we consider ATDs only in the context of microservices applications and thus name them MS-ATDs.

One of the reasons for companies to migrate to microservices is repaying known ATDs from their previous architectures while, at the same time, obtain the benefits of this new architectural style. Figure 7.1 exemplifies such a migration: a company has a “Big Ball of Mud” architecture [FY97] and repays ATDs in a migration to microservices. As the company believes that most ATDs from before were paid, the new microservice architecture can be prone to new, unknown MS-ATDs. The new microservice architecture is expected to have better scalability and agility, allow enhanced continuous integration and delivery pipelines, and provide many other benefits, such as allowing independent teams to work in parallel, having more testable code, and better control of costs in the cloud [Fow15; LF14]. However, the new MS-ATDs reduce these benefits and can be more costly than previous debts.
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Figure 7.2: Relationship between the research questions, the ongoing architecture (with the migration in progress), and the final microservice architecture (as envisioned by the practitioners).
Migration to microservices has been investigated in previous studies from different perspectives. Several authors have proposed tools and approaches for assisting migration to microservices; see the systematic mapping by Bushong et al. [Bus+21]. A few other studies have investigated TD and related concepts in this new architectural style [dMS21; Len+20; TLP20]. However, none of these studies have covered how ATD has accumulated during migration from a prior architecture to microservices. A lightweight survey of the current literature looking for the terms “microservices,” “micro-services,” “prioritization,” and “technical debt” in some of the major research databases (ACM Digital Library1, IEEE Xplore2, Scopus3) highlighted that there are no relevant papers on how to prioritize MS-ATDs. Existing secondary studies on microservices [Bog+19b; DLM19; DML17] do not address prioritizing MS-ATDs. Companies must address the costs of such debts at a later stage of migration. Furthermore, after observing ATDs from the old architecture being repaid during migration, practitioners might have a false impression that the project is going well without noticing new MS-ATDs.

During migration to a microservice architecture, practitioners have the opportunity to identify MS-ATDs in a timely manner before they become widespread in the entire architecture. Knowing the risky and costly MS-ATDs facilitates practitioners in deciding which MS-ATDs to avoid, remove, and prioritize repayment. This study investigates the following research questions (RQs) in companies that have started their migration to microservices:

- **RQ1:** Which MS-ATDs do companies encounter during early migration to microservices?
- **RQ2:** Which MS-ATDs do companies foresee in the future of the migration?
- **RQ3:** Which MS-ATDs do the practitioners find difficult to solve?
- **RQ4:** How important do practitioners perceive MS-ATDs?
- **RQ5:** How can companies prioritize which MS-ATDs to avoid or repay?

To answer these questions, we conducted a multiple case study of three companies in the early stages of migration to microservices. As shown in

---
1 https://dl.acm.org/
2 https://ieeexplore.ieee.org/
3 https://www.scopus.com/
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Figure 7.2, we investigated the present and future stages of migration to microservices in these companies. RQ1 aims to identify the debts that occur in the early stages of migration (Present in Figure 7.2) to microservices: TD is often introduced early and persists throughout the software life cycle [BMB17a]. RQ2 investigates the debts estimated to occur in the future, helping practitioners to avoid or mitigate them (Future in Figure 7.2). Answering RQ3 highlights MS-ATDs that are difficult to remove and thus may either require more effort to be repaid or remain in the system for a long time. Answering RQ4 highlights which MS-ATDs practitioners consider risky (important to them) and, thus, should be prioritized for removal or mitigation. The difficulty and the risk of the MS-ATDs affect how practitioners prioritize them. Finally, RQ5 investigates how companies can prioritize the removal or mitigation of MS-ATDs identified and discussed in the previous questions (see Figure 7.2). Prioritizing MS-ATDs is an important management activity [LAL15].

The remainder of this paper is organized as follows. Section 7.2 provides the background for this study. Section 7.3 describes our research design. Section 7.4 presents our results and discussion as well as implications for research and practice. Section 7.5 discusses the limitations of this study. Section 7.6 presents the related work. Section 7.7 concludes the paper and highlights future work.

7.2 Background

7.2.1 Migration to Microservices Architecture

Lewis and Fowler [LF14] defined the microservice architecture as “an approach to developing a single application as a suite of small services, each running in its own process and communicating with lightweight mechanisms.” In a microservice architecture, each microservice is autonomous, allowing developers to select the most appropriate set of tools and programming languages to be used. Small services tend to reduce code complexity and increase code maintainability. Moreover, because microservices are deployed independently, each microservice has its own delivery pipeline, can be tested independently, and can be scaled individually [LF14].

The microservice architecture is an alternative to monolithic applications, which are developed as a single unit [New19]. Compared with monolithic applications, microservices are easier to scale, have shorter cycles for testing, building and release, and are frequently less affected by downtime [Fow15]. However, the microservice architecture also has drawbacks and challenges. Having each service deployed separately introduces latency in communication,
requires the management of network failures, increases operational complexity, and demands the management of eventual consistency [Fow15]. During migration to microservices, practitioners reported extended time to release features, high coupling, and deficiencies in communication and knowledge sharing, among others [DLM18].

Microservices may be considered as a way of implementing Service-Oriented Architecture (SOA), although there are different opinions about whether microservices are an instance of SOA [Zim17]. There is a clear overlap between the characteristics of SOA and the microservice architecture. Many concepts and techniques in microservices have been borrowed from SOA, such as service discovery, service registries, API gateways, and circuit breakers [MW16]. Even so, SOA describes applications that cannot be considered microservices. For example, many SOA applications are still implemented using an Enterprise Service Bus (ESB), a centralized software component providing infrastructure to the services composing the application and mediating communication. An ESB may intercept and modify the data, among other functions [NG05]. On the other hand, microservices require a dump pipe for communication (i.e., a communication layer used simply to transfer data) without any modifications or transforming capabilities. Other characteristics apply for SOA but not for microservices, such as: there is no such guidance about the service granularity in SOA, while for microservices, each microservice should represent only one capability, and SOA may support transport protocol transformations, while microservices usually rely on REST over HTTP or a protocol supported by a message bus [RSZ17].

Well-known companies, such as Amazon and Netflix, have been using microservices to overcome difficulties with their previous monolithic architectures [LF14]. The success of microservices in these companies made other companies embrace this architectural style and migrate to it from their previous monolithic architectures. There are many reports on such migrations in the industry and academia [DLM19].

There are several approaches for migrating monolithic architectures to microservices, ranging from decomposition strategies to data-driven approaches [Len+20]. Many patterns have also been discussed in academia and industry to guide migration [New19; YM20]. Frequently, the migration is advised to be incremental in that microservices gradually replace the functionality in the monolith or new microservices are created to implement new features [YM20]. An incremental migration results in both the original and new architectures coexisting and working together.
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7.2.2 Prioritization of Architectural Debt (ATD)

Technical debt (TD) denotes a suboptimal solution that delivers short-term benefits at the expense of increased overall costs in the long run [Avg+16]. An ATD is a type of TD related to a product’s architecture [BMB16]. Findings from previous surveys identify ATD as one of the most challenging types of TD to unveil and manage [BMB17a; Ern+15; KNO12].

Microservice architecture is prone to ATD. De Toledo et al. [dMS21] listed 16 ATDs specific to microservices (i.e., MS-ATDs), which were organized into 12 more general ATDs. Despite the possibility of finding these ATDs in other architectural styles (e.g., APIs might be inadequately used in any architectural style), their causes and consequences are different from those in microservices.

Table 7.1 shows seven MS-ATDs, an example for each, and a brief explanation of what is specific to microservices in each debt. These MS-ATDs are a subset of those initially reported by de Toledo et al. [dMS21], and were selected according to the criteria described in Section 7.3.1. Table 7.1 also lists the number of each MS-ATD in de Toledo et al. [dMS21] for correspondence.

MS-ATDs must be prioritized before repayment [LAL15]. One way of prioritizing is through risk assessment [Guo+11; MB16b]. Risk represents the possibility of loss (suffering the impact of the debt). The MS-ATDs that pose the highest risk should be addressed first. Through risk assessment, we developed a systematic approach to identify, analyze, and evaluate the risk of each MS-ATD. We define the risk of a debt as the probability of the debt to occur multiplied by its impact, as shown in Equation 7.1. We use this definition in Section 7.3.4 to address the risk of the debts.

\[
\text{risk}(\text{debt}) = \text{probability}(\text{debt}) \times \text{impact}(\text{debt})
\] (7.1)
Table 7.1: The MS-ATDs selected for this study.

<table>
<thead>
<tr>
<th>#</th>
<th>Name and description</th>
<th>Example</th>
<th>What is new in microservices?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Insufficient metadata (#1 in [dMS21]):</td>
<td>H system comprises many microservices processing data available through</td>
<td>Different SOA approaches might use messages in their communication, but microservices are more</td>
</tr>
<tr>
<td></td>
<td>Many microservices communicate through</td>
<td>a message bus. In this example, a message can only be consumed by one</td>
<td>fine-grained than those, which increases the number of services and, consequently, the</td>
</tr>
<tr>
<td></td>
<td>messaging. However, these messages could</td>
<td>service at a time, but there is no guaranteed order. If the message</td>
<td>impact of the debt. Monoliths are self-contained and usually do not need messaging approaches</td>
</tr>
<tr>
<td></td>
<td>have additional metadata to identify</td>
<td>gets malformed, the reason might be related to a specific combination</td>
<td>to establish communication among their modules. On the other hand, Microservices might</td>
</tr>
<tr>
<td></td>
<td>their producers, consumers, targets, and</td>
<td>of modifications made by previous services. If there is no metadata</td>
<td>critically depend on messages to communicate with other services because they form a</td>
</tr>
<tr>
<td></td>
<td>others in some cases. Insufficient</td>
<td>for tracking the changes, it might be challenging to identify the</td>
<td>distributed system.</td>
</tr>
<tr>
<td></td>
<td>metadata may make it challenging to track</td>
<td>causes of the issue.</td>
<td>Joupling among microservices frequently causes dependency among teams, reducing teams’</td>
</tr>
<tr>
<td></td>
<td>dependencies among services and find the</td>
<td></td>
<td>velocity and agility. While companies have a false impression that they have decoupled</td>
</tr>
<tr>
<td></td>
<td>producers for debugging purposes, as well</td>
<td></td>
<td>teams and well-defined agile practices, they might be silently blocked by coupling among</td>
</tr>
<tr>
<td></td>
<td>as other issues.</td>
<td></td>
<td>the microservices.</td>
</tr>
<tr>
<td>2</td>
<td>Microservice coupling (#2 in [dMS21]):</td>
<td>H files service provides access to a set of files for authorized users.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Microservice coupling is about how</td>
<td>The authorization is currently performed at the users service. For</td>
<td></td>
</tr>
<tr>
<td></td>
<td>changes in one service require changes</td>
<td>every request received by the files service, another request is</td>
<td></td>
</tr>
<tr>
<td></td>
<td>in another service. The coupling might</td>
<td>made to the users service to verify access to the files. Changes to</td>
<td></td>
</tr>
<tr>
<td></td>
<td>be done intentionally to save develop-</td>
<td>the users service’s API might affect the files service, creating a</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ment time, and it frequently increases</td>
<td>dependency among the development teams. The files access authorization</td>
<td></td>
</tr>
<tr>
<td></td>
<td>team dependency. There are different</td>
<td>should possibly be moved to the files service instead.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>types of coupling [New19], but we focus</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>on the services’ implementation, including</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>their contracts and interfaces (e.g.,</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>API endpoints and message formats).</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Continued on next page
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<table>
<thead>
<tr>
<th>#</th>
<th>Name and description</th>
<th>Example</th>
<th>What is new in microservices?</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>Inadequate use of APIs (#4 in [dMS21]): Many services communicate with the other services through APIs. When these APIs are not well defined or misused, they lead to issues.</td>
<td>Hn API exposed through HTTP that is not following required standards. For example, removing an item from a shopping cart is done through an HTTP method called GET, but it should use DELETE instead. This API's users have difficulties understanding it.</td>
<td>Each microservice exposing an API might be developed by a different team, increasing the probability of having many different API standards. The inadequate use of APIs impacts the functioning of other services and development teams.</td>
</tr>
<tr>
<td>4</td>
<td>Excessive diversity (#6 in [dMS21]): Microservices allow mixing multiple programming languages, data-storage technologies, supporting tools, and others. However, having too many different technologies across the system may create difficulties with standardization and management.</td>
<td>Using containers is a common technique in environments running microservices. Developers can easily find start containers running almost any GNU/Linux-based system to use in their projects. However, there are several hundreds of containers setups, and each one uses its own distinct tools. Using too many distinct containers for solving the exact same problem requires team members to learn a different setup every time they change teams.</td>
<td>H monolith is usually developed using a limited set of programming languages and tools. On the other hand, Microservices can be developed with completely distinct languages and setups, increasing the likelihood of excessive diversity. Other SOA approaches might also suffer from this problem, but the number of services in a microservice architecture is usually higher, making the problem more costly.</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>#</th>
<th>Name and description</th>
<th>Example</th>
<th>What is new in microservices?</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>Unplanned data sharing/synchronization (#8 in [dMS21]): Microservices should have their own databases. When different microservices share the same database, unexpected issues such as cascading breakings may occur. On the other hand, when microservices have distinct databases, there might be problems with data synchronization.</td>
<td>Two microservices share a database and use a table of users. There is a field in the database storing the users’ full names. The developers in the first service decide to split the full name column into first name and last name. The second service might stop working because it does not find the original field for the full name.</td>
<td>Microservices should have their own databases, which is not required for other architectural styles, including other SOA approaches. The way the databases are designed for microservices is also different: they should reflect the business domain, which leads to distinct domain-related issues. Sharing databases or synchronizing them might lead to blocking and other issues among teams.</td>
</tr>
<tr>
<td>6</td>
<td>Misusing shared libraries (#10.1 in [dMS21]): Many companies encapsulate code into libraries and distribute them to be used by many services. Suppose such a distribution is not properly managed. In that case, many libraries may lead to difficulties, including breaking changes, dependencies among teams, delays, and additional costs to update all the services using the libraries on every new release.</td>
<td>H data encryption library is developed by a separate team in the company and used by dozens of services throughout the project. A high-security issue is found in the library, and the library developers release a new version with the fix. Every service should update the library to the last version. Due to other priorities and feature development, it is not possible to update the library in the entire organization, and many services will remain with the issue.</td>
<td>Libraries have different consequences in distinct architectural styles. Monoliths, for example, bundle them in a single deployment package, while microservices do the same for each deployment. A system with hundreds of services may have hundreds of deployments of the same library. Thus, issues found in a single library immediately affect dozens or hundreds of services and teams.</td>
</tr>
<tr>
<td>#</td>
<td>Name and description</td>
<td>Example</td>
<td>What is new in microservices?</td>
</tr>
<tr>
<td>----</td>
<td>--------------------------------------</td>
<td>---------</td>
<td>------------------------------</td>
</tr>
<tr>
<td>7</td>
<td>Unnecessary settings (#11 in [dMS21]): Each microservice usually has a set of settings to be defined in the environment, such as the database address, memory limits, and others. However, if there are many unnecessary settings, the probability of misconfiguration is more significant, potentially leading to crashes or other issues.</td>
<td>One of the configuration settings for accessing databases is to inform a “port number.” Databases run in a default port if not changed. For example, it is unnecessary to have a configuration setting in an application to inform the default port of a database management service. The application could have an optional configuration setting that, if not present, automatically falls back to the default value.</td>
<td>There are several times more settings in microservices than in monolithic architectures, increasing the likelihood of unnecessary settings. The impact of those settings in a distributed setup is higher than in a single deployment setup because of the more significant amount of settings and the possibility of causing cascading failures.</td>
</tr>
</tbody>
</table>
7.2.3 MS-ATD during migration to microservices

After deciding to migrate to microservices, a company must consider completely rewriting the software in the new architectural style or proceeding with an incremental migration. A company must make this decision by considering its context. However, a complete rewrite is often very costly. In that case, there are approaches that companies may use to proceed with an incremental migration, such as those proposed by Yoder and Merson [YM20] and Newman [New19]. The companies in our study executed an incremental migration.

MS-ATDs can occur during migration to microservices. For example, unplanned data sharing may arise when practitioners share databases among several microservices and the previous architecture, or microservice APIs may be malformed because practitioners maintain compatibility with the previous architecture. Knowing which MS-ATDs occur at different times during migration might help practitioners overcome their difficulties before they become too harmful, reduce costs, and speed up migration.

7.3 Research design

This section describes the process of our exploratory multiple-case study [Yin18], which is summarized in Figure 7.3, and a detailed protocol is available online\(^4\).

Our study was conducted in three companies during the early stages of migration to microservices. We scheduled three 45-minute presentations, one for each participating company, with practitioners involved in microservice projects in the respective companies. The goals of the presentations were to raise practitioners’ awareness of MS-ATDs, ensure they had the same understanding as the researchers regarding the debts, and collect initial data.

During the scheduled presentations, we introduced the practitioners to a list of MS-ATDs based on a previous study (Step 2 of Figure 7.3). The identification and selection (Step 1) of those MS-ATDs are described in Section 7.3.1. Next, we asked interviewees to answer a set of predefined questions (Step 3). The results from the interviews were analyzed, summarized, and presented to a subset of the original participants in another round of three 45-minute presentations, one for each company (Step 4). During the second interaction with the companies, we collected additional information through semi-structured interviews (Step 5). We recorded all interactions with the participants for posterior analysis.

\(^4\)https://bit.ly/3qVwFJq
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7.3.1 Identification and selection of the MS-ATDs used in this study

Practitioners from the participating companies granted us a limited amount of time enough to prioritize seven MS-ATDs. We selected those MS-ATDs from a list found in de Toledo et al. [dMS21], one of the most comprehensive studies covering MS-ATDs in large companies running mature microservice projects. The list from de Toledo et al. [dMS21] includes 12 debts, and we selected seven debts according to the following criteria:

(i) We selected the debts reported by at least three companies in the previous study, resulting in six out of the original 12 debts. We considered that frequent MS-ATDs found by companies running microservices for several years are likely to be found in other companies. The original study divided the debt “reusing third-party implementations” into two distinct sub-debts. For simplicity, we focused only on the sub-debt “misuse of internal shared libraries” reported by multiple companies.

(ii) We previously knew that the companies involved in this study extensively used asynchronous communication among services and were interested in prioritizing any related MS-ATDs. Thus, we included an additional debt in our list: “Insufficient metadata,” the only of the remaining debts related to asynchronous communication among services, resulting in a total of seven debts, as detailed in Table 7.1.

Other debts we did not consider in this study might be relevant to the companies, including (but not limited to) the debts identified by de Toledo et al. [dMS21]. However, additional debts might be considered in future prioritization by practitioners and future research studies.

7.3.2 Studied companies

We studied three large software companies that had just started modernizing their (large) legacy monolithic systems using a microservice architecture. Figure 7.2 presents the relationship between the research questions, the ongoing architecture (with the migration in progress), and the final microservice architecture as presently visualized by the practitioners.
Figure 7.3: An overview of the research process.
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Company H provides business software and IT-related development and consultancy, employs nearly a dozen thousand employees, and has hundreds of thousands of customers, mainly in northern Europe. The participants in our study are from the core teams that have been developing a dynamic ERP system for large companies, which is one of the company’s flagship products. It is a large monolithic system in which customers can buy licenses and install them through Company H or its certified partners. Software teams have broken down their monolithic ERP product towards using microservice architecture and providing their product as a service on the cloud. One of their main goals is to avoid pitfalls and (remove) debts while migrating their product.

Company I provides IT and product engineering services, with approximately twice as many employees as Company H. Company I serves thousands of customers in more than 90 countries. The branch with which we conducted our study focuses on financial services, such as banking solutions, and is located in a Nordic country. They sell and maintain complex banking solutions for many banks and have continuously developed and modernized their products, focusing more recently on microservice architecture and modern software development. MS-ATD is a considerable concern that software teams want to control better.

Company J is one of the largest financial services groups in the Nordic region (mainly banking) with 9000+ full-time employees serving several millions of customers. The software teams we interacted with were at the core of their in-house software department, specialized in architecture and technology. This software department has a good tradition of handling TDs and has a reputation for allowing engineers to take software engineering courses.

7.3.3 Data collection

The data collection occurred as illustrated in Steps 3 and 5 in Figure 7.3. A total of 47 participants, distributed as shown in Table 7.2, participated in the first data collection (Step 3). The participants had different backgrounds and experiences with microservices. For each MS-ATD presented, we asked the participants the following three questions:

(i) Have you encountered this MS-ATD in your current project? (RQ1)
(ii) Do you foresee this MS-ATD in the future of the project? (RQ2)
(iii) Do you know how to avoid or mitigate this MS-ATD? (RQ3)
The first two questions were answered with *yes*, *not sure*, or *no*. The third question was answered with *yes*, *partially*, *no*, or *not applicable (n/a)*. *Not applicable* was used by the practitioners that considered the MS-ATD as irrelevant or out of context in their projects. For example, insufficient metadata in messages is not applicable to contexts in which messages are not used.

Table 7.2: Attendees for the first presentation.

<table>
<thead>
<tr>
<th>Roles</th>
<th>Number of attendees</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Company H</td>
<td>Company I</td>
</tr>
<tr>
<td>Developer</td>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td>Architect</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>Manager</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Other</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Total</td>
<td>9</td>
<td>19</td>
</tr>
</tbody>
</table>

We also asked the participants to report whether they understood the explanation of the MS-ATD. Only three participants from Company I said that they did not understand the explanation, which concerned MS-ATD 1, MS-ATD 2, and MS-ATD 5, as described in Table 7.1. In general, our explanation of the MS-ATDs was well accepted and understood by the participants.

The practitioners perceived some MS-ATDs as riskier than others and, as such, more important to them. At the end of the presentation, we asked the participants to rank the three most important MS-ATDs according to their point of view on the project (RQ4).

After data analysis (Section 7.3.4), we invited the most experienced interviewees from the previous session to a new group interview to discuss the results of the previous interviews. These experts constituted approximately 30% of the original participants. We presented the results, asked for clarifications of context, and discussed the prioritization of MS-ATDs in future development (RQ5). More specifically, we asked the following questions:

(i) What are your considerations regarding these results?

(ii) What are the causes of these results?

(iii) Do you agree with these results? Why?
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These experienced interviewees had a good overview and understanding of their projects and thus provided additional helpful information for our analysis.

7.3.4 Data analysis

Descriptive statistics were used to compare the results for the different companies. We created rankings for each question, for example, from the most found to the last found MS-ATD in RQ1. To create the rankings, we transformed the categorical answers into numeric values, as follows:

- Every MS-ATD reported as found, foreseen, or difficult to solve was counted as 1 for each answer.
- MS-ATDs reported as not found, unforeseen, not difficult to solve, or not applicable to their context were counted as 0.
- Partial answers, i.e., “not sure” or “partially,” were counted as 0.5. This value represents a 50% probability of a debt being found. It is reasonable to assume that some practitioners are more confident than others when answering these questions. Thus, 0.5 is an approximation to balance all answers. Future studies may find better measures of practitioner confidence in answering these questions.

The remainder of this section explains the analysis procedure in detail. The set of MS-ATDs in Table 7.1 is denoted by \( D = \{d_1, d_2, ..., d_7\} \).

7.3.4.1 The ranking of the most encountered MS-ATDs

The question about the MS-ATDs encountered so far had three possible answers: yes, not sure, and no. We counted the number of votes for each answer: \( e_{\text{yes}} \), \( e_{\text{no}} \), and \( e_{\text{not sure}} \). We weighted each answer: 1 for yes, 0 for no (because they represent MS-ATDs that were not encountered and, thus, are not relevant for our ranking), and 0.5 for partially.

Based on the \( e_{\text{yes}} \), \( e_{\text{no}} \), and \( e_{\text{not sure}} \), and on the respective weights, we computed the weighted sum of votes \( v_{e_i} \) for each MS-ATD encountered \( d_i \in D \), as defined in Equation 7.2.

\[
v_{e_i} = (1 \times e_{\text{yes}}) + (0.5 \times e_{\text{not sure}}) + (0 \times e_{\text{no}}) \tag{7.2}
\]

The set with all values \( v_{e_i} \) was used to compute the ranking \( R_{\text{encountered}} \) of the MS-ATDs encountered by practitioners. The ranking is defined in
Equation 7.3 and represents the ordered set of debts \( d \in D \) according to the respective values previously calculated: \( d_i \) is higher than \( d_j \) if \( v_i \) is greater than \( v_j \), which means that \( d_i \) is encountered more than \( d_j \). For cases in which the weighted sum of votes is numerically the same for more than one MS-ATD, we consider as most encountered the debt with less uncertainty, i.e., with less “not sure” answers.

\[
R_{encountered} = \text{order}(D, \{v_{e_1}, v_{e_2}, \ldots, v_{e_r}\}) \tag{7.3}
\]

### 7.3.4.2 The ranking of the most foreseen MS-ATDs

The question regarding the most foreseen MS-ATDs in the project’s future had the same possible answers (yes, not sure, and no) as for the question about encountered MS-ATDs. We used the same reasoning as before to calculate Equations 7.4 and 7.5.

\[
v_{f_i} = (1 \times f_{\text{yes}}) + (0.5 \times f_{\text{not sure}}) + (0 \times f_{\text{no}}) \tag{7.4}
\]

\[
R_{foreseen} = \text{order}(D, \{v_{f_1}, v_{f_2}, \ldots, v_{f_r}\}) \tag{7.5}
\]

### 7.3.4.3 The ranking of the MS-ATDs that the participants do not know how to solve

The third question, which asked whether the participants knew how to solve each MS-ATD, had four possible answers: no, partially, yes, and not applicable (n/a). We aimed to have a final ranking in which the first MS-ATD was the one in which the practitioners did not have the complete solution (since they could also answer partially) or did not know how to avoid or mitigate. We counted the number of votes for each answer, \( k_{\text{no}} \), \( k_{\text{partially}} \), \( k_{\text{yes}} \), and \( k_{\text{n/a}} \), and applied weights for them: 1 for no, 0 for yes and n/a (because they represent MS-ATDs for which the companies already have a solution or that do not apply to their cases), and 0.5 for partially (because they represent a solution that does not entirely repay the MS-ATD, but that at least reduces its risk).

Based on \( k_{\text{no}} \), \( k_{\text{partially}} \), \( k_{\text{yes}} \), and \( k_{\text{n/a}} \), and on the respective weights, we computed the values \( v_{k_i} \) for each \( d_i \in D \), as defined in Equation 7.6, which were used to compute the ranking \( R_{known} \) of the MS-ATDs, as described in Equation 7.7.

\[
v_{k_i} = (1 \times k_{\text{no}}) + (0.5 \times k_{\text{partially}}) + (0 \times k_{\text{yes}}) + (0 \times k_{\text{n/a}}) \tag{7.6}
\]
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\[ R_{\text{known}} = \text{order}(D, \{v_{k1}, v_{k2}, ..., v_{k7}\}) \]  
\[ (7.7) \]

7.3.4.4 The ranking of the importance of the MS-ATDs for the participants

The ranking of the importance of the MS-ATDs given by the participants is formed by the ordered set of MS-ATDs \( d_i \in D \). \( d_i \) is higher than \( d_j \) if \( v_{i_i} \) is greater than \( v_{i_j} \); \( v_{i_i} \) is the number of votes for MS-ATD \( i \). In other words, we have an ordered list from the most important to the least important MS-ATD (see Equation 7.8).

\[ R_{\text{importance}} = \text{order}(D, \{v_{i1}, v_{i2}, ..., v_{i7}\}) \]  
\[ (7.8) \]

7.3.4.5 The final ranking of importance for the MS-ATDs

TD can be threatened as a software risk because of the uncertainty of interest payments [Guo+11; MB16b]. Therefore, a risk analysis is appropriate for prioritizing our MS-ATDs; the first MS-ATD to be paid is the one that poses a higher risk to the company and the project. As presented in Equation 7.1, the risk of an MS-ATD can be calculated as the probability of the debt to occur multiplied by the impact of that debt. Therefore, we computed the priority score \( p_i \) for each MS-ATD \( i \) in Table 7.1 based on this risk definition. Such a priority score is calculated using Equation 7.9: (i) the probability of having the debt is calculated as the product of the number of practitioners who believe the debt will happen in the future and the number of people who do not know how to solve the debt; (ii) the impact is represented by the importance given by the practitioners for the debt (we add 1 to the number of votes on the importance to prevent multiplication by zero if no practitioner has voted for the debt as important).

Our approach, represented by Equation 7.10, uses the priority scores to compute the priority ranking. However, other authors may consider different methods.

\[ p_i = (v_{f_i} \times v_{k_i}) \times (1 + v_{i_i}) \]  
\[ (7.9) \]

\[ R_{\text{priority}} = \text{order}(D, \{p_1, p_2, ..., p_7\}) \]  
\[ (7.10) \]
7.3.4.6 Visualizing the priority ranking

We used the score defined in Equation 7.9 for the prioritization ranking. However, for visualization and readability purposes, we applied the transformation [Cle85] defined in Equation 7.11 to the score.

The maximum value of the priority score depends on the number of participants and votes, and there is no upper limit. Therefore, we normalized the score between 0 and 1 by dividing it by the maximum score. We used a logarithmic transformation to reduce the differences between the values. Using two as the logarithm base is reasonable when the data range is less than two powers of 10 [Cle85]. We add 1 to the normalized value to ensure that we do not have negative numbers after our transformation (if the priority is zero, we have $\log_2(1) = 0$ as the minimal value possible). Finally, we transformed the score into a scale between 1 and 10 by multiplying the results by 10.

$$s_i = \log_2 \left( \frac{p_i}{\max\{p_1, p_2, \ldots, p_7\}} + 1 \right) \times 10 \quad (7.11)$$

7.3.4.7 The qualitative analysis

We used the recorded interviews to identify contextual information that could explain the practitioners’ decisions. Owing to the limited interview time, the practitioners focused on the MS-ATDs they considered the most important while discussing each RQ. In a few cases, the practitioners also discussed debts that were less important to them.

For each MS-ATD in our ranking, we looked for a mention of the debt during the interviews. We found explanations and quotations that helped us interpret the results. For example, when asked about the reasons for having shared databases, one interviewee from Company H said, “We decided to share the database at the beginning of the migration to speed up the process.” Thus, the debt exists at the top of their rankings because they explicitly decided to have it, and they are paying the respective costs.

7.4 Results and discussion
Table 7.3: The raw answers for the most encountered MS-ATDs, the most foreseen MS-ATDs, the MS-ATDs practitioners do not know how to avoid, and the importance for each MS-ATD according to practitioners.

<table>
<thead>
<tr>
<th>ATD</th>
<th>Comp.</th>
<th>MS-ATDs encountered</th>
<th>MS-ATDs foreseen</th>
<th>MS-ATDs practitioners do not know how to avoid</th>
<th>Votes for importance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Found</td>
<td>Not sure</td>
<td>Not found</td>
<td>Found</td>
</tr>
<tr>
<td>Insufficient metadata</td>
<td></td>
<td>H</td>
<td>2</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>I</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>J</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>Microservice coupling</td>
<td></td>
<td>H</td>
<td>4</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>I</td>
<td>8</td>
<td>8</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>J</td>
<td>10</td>
<td>10</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Inadequate use of APIs</td>
<td></td>
<td>H</td>
<td>6</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>I</td>
<td>6</td>
<td>6</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>J</td>
<td>9</td>
<td>9</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Excessive diversity</td>
<td></td>
<td>H</td>
<td>2</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>I</td>
<td>1</td>
<td>1</td>
<td>12</td>
<td>6</td>
</tr>
</tbody>
</table>

Continued on next page
<table>
<thead>
<tr>
<th>ATD</th>
<th>Comp.</th>
<th>MS-ATDs encountered</th>
<th>MS-ATDs foreseen</th>
<th>MS-ATDs practitioners do not know how to avoid</th>
<th>Votes for importance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Found</td>
<td>Not sure</td>
<td>Not found</td>
<td>Foreseen</td>
</tr>
<tr>
<td>J</td>
<td>7</td>
<td>0</td>
<td>6</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>Unplanned data</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>6</td>
<td>1</td>
<td>2</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>I</td>
<td>7</td>
<td>4</td>
<td>3</td>
<td>10</td>
<td>3</td>
</tr>
<tr>
<td>J</td>
<td>4</td>
<td>4</td>
<td>6</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>Misusing shared libraries</td>
<td>H</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>I</td>
<td>10</td>
<td>0</td>
<td>3</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>J</td>
<td>9</td>
<td>0</td>
<td>3</td>
<td>11</td>
<td>3</td>
</tr>
<tr>
<td>Unnecessary settings</td>
<td>H</td>
<td>6</td>
<td>0</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>I</td>
<td>9</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>J</td>
<td>9</td>
<td>2</td>
<td>2</td>
<td>10</td>
<td>1</td>
</tr>
</tbody>
</table>
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Table 7.3 shows our raw data with the number of participants who voted for each answer in the first three RQs (i.e., for the MS-ATDs encountered so far, foreseen in the future, and that the practitioners do not know how to avoid), and the number of votes for importance, for each company. The raw data may be used by the reader to replicate our study or to use them in different ways as those proposed in this work.

Figures 7.4, 7.6, and 7.8 show the percentage of practitioners who voted for each answer in each MS-ATD regarding the respective RQs.

Tables 7.4, 7.5, 7.6, and 7.7 present the rankings calculated from the data in Table 7.3 using the formulas described in Section 7.3.4. These tables contain colors to facilitate the identification of the MS-ATD for the distinct companies, i.e., the same MS-ATD has the same color for all the rankings, facilitating the comparison among them. We focused on the top-3 debts of the rankings because they were the debts the companies mainly discussed in our follow-up interviews and were thus most relevant to the companies.

7.4.1 Which MS-ATDs do companies encounter during early migration to microservices? (RQ1)

Figure 7.4 shows the percentage of practitioners who voted for each answer. Table 7.4 shows a ranking calculated as defined by Equation 7.3, ordered from the most found MS-ATD to the less found MS-ATD. Figure 7.5 shows the values used to calculate the rankings and is used to support our discussion.
Figure 7.4: Percentage of practitioners who voted for each answer regarding the debts found on each company. Not all practitioners voted for all questions for each company.
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Table 7.4: Ranking of the most encountered MS-ATDs calculated through Equation 7.3. Each MS-ATD is associated with the same color to facilitate identifying it across the rankings from the distinct companies.

<table>
<thead>
<tr>
<th>Company H</th>
<th>Company I</th>
<th>Company J</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Misusing shared libraries</td>
<td>Unnecessary settings</td>
<td>Microservice coupling</td>
</tr>
<tr>
<td>2. Unplanned data sharing/synchronization</td>
<td>Misusing shared libraries</td>
<td>Unnecessary settings</td>
</tr>
<tr>
<td>3. Unnecessary settings</td>
<td>Microservice coupling</td>
<td>Inadequate use of APIs</td>
</tr>
<tr>
<td>4. Inadequate use of APIs</td>
<td>Unplanned data sharing/synchronization</td>
<td>Misusing shared libraries</td>
</tr>
<tr>
<td>5. Microservice coupling</td>
<td>Inadequate use of APIs</td>
<td>Insufficient metadata</td>
</tr>
<tr>
<td>6. Insufficient metadata</td>
<td>Insufficient metadata</td>
<td>Excessive diversity</td>
</tr>
<tr>
<td>7. Excessive diversity</td>
<td>Excessive diversity</td>
<td>Unplanned data sharing/synchronization</td>
</tr>
</tbody>
</table>

7.4.1.1 Misusing shared libraries

“Misusing shared libraries” is among the most encountered MS-ATDs for Companies H and I, and fourth for company C. This debt has the least uncertainty among the practitioners (see Figure 7.4). Only 13% of the participants from Company H, the company with the fewest participants, answered “Not sure.” Among the participants from all three companies, 75–77% answered “Found.”

A practitioner from Company H said, “We have created a lot of smaller projects ourselves that we use in our solutions as packages [as shared libraries] in the monolith.” Another practitioner complemented with an example to justify why they use shared libraries: “During the migration, we are still sharing the database with the monolith. We have some encrypted data that must be accessed by the same decryption algorithms available as a library. So, we share the library among the microservices.” Thus, in this case, the need for such shared libraries is caused by the dependency on the monolith.

Company I has internal restrictions on how many times a service should be called, as explained by one interviewee: “If you try to run this external validation several times an hour, suddenly you get a call from those running that service saying that you cannot do this.” They work around these issues using shared libraries instead of relying on external services, which makes them
use more shared libraries and might indicate an infrastructure that is not yet prepared for distributed systems.

For Company J, the weighted sum of votes for this debt is similar to that for top-3 debts (see Figure 7.5c). Figure 7.4 shows that as many as 75% of the practitioners encountered it in their projects. As a financial services company, they have several legacy systems. These systems potentially share code with microservices through libraries, increasing the likelihood of having this debt.

### 7.4.1.2 Unnecessary settings

“Unnecessary settings” is the only MS-ATD in the top-3 for all companies. The number of practitioners unsure about the presence of this debt is relatively small compared with other debts, and 60–86% of the practitioners reported it as found (see Figure 7.4). Thus, this debt is relatively common across companies and easy to recognize.

One interviewee from Company H said, “The situation regarding configuration settings today is chaotic” while trying to explain that there was no approach to control the addition of unnecessary settings to the services, and, thus, the debt was common to be found. Companies I and J reported that this debt is so common that it must be accepted when using microservices. One interviewee from Company I, for example, said, “This is an expected consequence of having many small services, each with its own settings.” Only practitioners from Company H reported that they would like to mitigate this debt in the future.

### 7.4.1.3 Microservice coupling

“Microservice coupling” is among the three most encountered MS-ATDs for Companies I and J. A considerable number of practitioners are unsure of the existence of this debt (see Figure 7.4). Possible reasons are that the practitioners did not perceive the costs of this debt in the current stage of their projects, that they did not have a tool to make those dependencies visible, or that they might not be sure about the design of their services.

Company H explained that the new microservices are one way to reduce coupling from the previous system. However, they do not seem concerned with coupling among the microservices themselves in the current stage because they are in an early stage of migration, with only a small part of a monolithic architecture migrated to microservices. Answering this question requires observing Company H again in the future to understand the evolution of microservice coupling.
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Companies I and J seem to have a higher number of microservices and teams involved with the services than Company H. Therefore, it was easier for them to visualize microservice coupling.

Our impression is that the practitioners only start to think about microservice coupling at a later stage when more couplings have been created.

7.4.1.4 Unplanned data sharing/synchronization

Microservices recommend decentralized data management; however, some practitioners do not entirely agree with this recommendation. When centralizing data management, some additional services may have to share data with other services in a way that was not previously planned. On the other hand, practitioners might not properly plan the database synchronization properly when decentralizing data management. These situations lead to “unplanned data sharing/synchronization,” which only appears on the top-3 list for Company H. This debt represents the difficulties of splitting a large database that is running for a long time or synchronizing distinct databases. Many practitioners were uncertain about the existence of this debt (see Figure 7.4), indicating that identifying it is more challenging than identifying others.

Several practitioners have stated that they wondered whether sharing databases across microservices is an incorrect decision. One reason for that is the trade-off represented by this debt: splitting the database increases issues with synchronization among services.

Company H decided to split the database at a later stage of its migration to microservices. Thus, they deliberately acquired this debt to accelerate the initial steps of their migration and plan to repay it later.

For Company I, despite this debt being ranked fourth, at least 50% of the practitioners reported it and 29% were unsure (see Figure 7.4). This debt is almost as important as the other debts.

It is not clear from our data why this debt is the last on the list for Company J. It might be that the practitioners from Company J who participated in our interviews were primarily involved in well-designed services that had their own databases and did not have to synchronize with other services. This can only be confirmed by a more in-depth study.

7.4.1.5 Inadequate use of APIs

“Inadequate use of APIs” only appears on the top-3 list for Company J.
This debt was ranked fourth in Company H, but with as many as 75% of developers reporting it, it was close to the top three debts. In Company I, this debt has been reported less.

Company J could not explain why this debt was among the most found when asked during the follow-up interviews. However, we might have identified a disagreement between technical leaders and other practitioners. The company will discuss it internally.

7.4.1.6 Insufficient metadata

“Insufficient metadata” is the debt with most uncertainty among all the debts. In practice, many practitioners could not connect the debt with their examples. It is unclear whether additional metadata can resolve the current issues. To be repaid, this debt may require a global overview of the architecture. However, many practitioners focus on their own services, and only a few have such a global overview of the architecture.

7.4.1.7 Excessive diversity

“Excessive diversity” is the debt in which the majority of the participants had a strong opinion about its existence: only 7% of the participants from Company I reported not being sure about it, while all the other practitioners answered “found” or “not found” (see Figure 7.4). However, in our interviews, we noticed a lack of consensus on the extent to which this is a debt. Some practitioners believe that such technology diversity is acceptable, while others believe it incurs high costs.

Only 25% of the practitioners from Company H reported this debt as found. Company H has a well-defined set of technologies and platforms for the development of its microservices. Moreover, they have only migrated a small part of their monolith to microservices, and used the same .NET Core technology stack. Thus, Company H expected to have fewer complaints about this debt than the other companies.

Company I was satisfied with its current policy on the diversity of technologies while using microservices. On the other hand, Company J is divided on their opinions; about half of the practitioners believe there is a problem with their policy on diversity, but in spite of that, they did not want to limit the technologies used by other teams.
Main findings

F1. The use of shared libraries starts at the early migration stages and is usually related to the convenience of reusing code from the original architecture. However, companies may misuse the shared libraries.

F2. Unnecessary settings are common during the early stages of migration. Some practitioners try to find ways to mitigate this debt (sooner or later), while others find it more convenient to maintain the debt and its extra cost.

F3. The costs of microservice coupling are not recognizable in the initial stages of migration, and the debt is down-prioritized. Practitioners may not prioritize this debt and may tend to postpone repayment.

F4. Compared to the other debts, insufficient metadata and unplanned data sharing/synchronization are the debts in which more practitioners are unsure about their existence, which might indicate that identifying these debts is more challenging than identifying others.
Figure 7.5: Values for the calculation of the ranking of MS-ATDs found for each company.

(a) Company H

(b) Company I

(c) Company J
Figure 7.6: Percentage of practitioners who voted for each answer regarding the debts foreseen on each company. Not all practitioners voted for all questions for each company.

<table>
<thead>
<tr>
<th>Debit Category</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Insufficient metadata</td>
<td>44%</td>
<td>33%</td>
<td>6%</td>
</tr>
<tr>
<td>Microservice coupling</td>
<td>22%</td>
<td>47%</td>
<td>41%</td>
</tr>
<tr>
<td>Inadequate use of APIs</td>
<td>11%</td>
<td>25%</td>
<td>8%</td>
</tr>
<tr>
<td>Excessive diversity</td>
<td>13%</td>
<td>46%</td>
<td>15%</td>
</tr>
<tr>
<td>Unplanned data sharing/sync</td>
<td>33%</td>
<td>54%</td>
<td>23%</td>
</tr>
<tr>
<td>Misusing shared libraries</td>
<td>11%</td>
<td>23%</td>
<td>23%</td>
</tr>
<tr>
<td>Unnecessary settings</td>
<td>22%</td>
<td>8%</td>
<td>21%</td>
</tr>
</tbody>
</table>

- Foreseen
- Not Sure
- Not Foreseen
7.4.2 Which MS-ATDs do companies foresee in the future of the migration? (RQ2)

Table 7.5: Ranking of MS-ATDs foreseen in each company calculated through Equation 7.5. Each MS-ATD is associated with the same color to facilitate identifying it across the rankings from the distinct companies.

<table>
<thead>
<tr>
<th>Company H</th>
<th>Company I</th>
<th>Company J</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microservice coupling</td>
<td>Microservice coupling</td>
<td>Misusing shared libraries</td>
</tr>
<tr>
<td>Misusing shared libraries</td>
<td>Misusing shared libraries</td>
<td>Insufficient metadata</td>
</tr>
<tr>
<td>Unnecessary settings</td>
<td>Unplanned data sharing/synchronization</td>
<td>Inadequate use of APIs</td>
</tr>
<tr>
<td>Unplanned data sharing/synchronization</td>
<td>Inadequate use of APIs</td>
<td>Unnecessary settings</td>
</tr>
<tr>
<td>Inadequate use of APIs</td>
<td>Unnecessary settings</td>
<td>Microservice coupling</td>
</tr>
<tr>
<td>Insufficient metadata</td>
<td>Insufficient metadata</td>
<td>Excessive diversity</td>
</tr>
<tr>
<td>Excessive diversity</td>
<td>Excessive diversity</td>
<td>Unplanned data sharing/synchronization</td>
</tr>
</tbody>
</table>

Figure 7.6 presents the percentage of practitioners who voted for each answer regarding MS-ATDs foreseen in the next steps of migration. More practitioners are not sure about the debts in the future than when compared to the debts in the present, as detailed in Section 7.4.1. Such an increase in the number of “not sure” answers is expected because practitioners are reasoning about a possible future.

The remainder of this section discusses the most foreseen MS-ATDs extracted from the results for each company according to our data and ranking calculation defined in Equation 7.5. The rankings are presented in Table 7.5, ordered from the most foreseen to the least foreseen debt. The values used to calculate the rankings are shown in Figure 7.7.

7.4.2.1 Microservice coupling

“Microservice coupling” is the top item in the ranking for Companies H and I, and the fifth debt in the ranking for Company J. Compared to the currently found MS-ATDs in Section 7.4.1, 75–77% of the practitioners from all three companies estimate that this debt will increase.
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In the follow-up interview with Company H, senior practitioners did not expect such a result because they planned to reduce microservice coupling in the future. This result highlights that other participants may not share the same point of view. Thus, they may internally discuss the reasons for such concern, as explained by one of the practitioners: “These numbers inform us that we have an important job in informing everyone about what we want to do”.

One practitioner from Company I explained that this is expected: “We are going to see more on coupling if nothing is done today to change [the process]”.

For Company J, “Microservice coupling” is among the less foreseen debts (see Table 7.4). However, all debts had substantial votes by practitioners from Company J: 77% of the practitioners reported this debt as foreseen, and only 8% were unsure (see Figure 7.6). However, our ranking provides a starting point for prioritizing the debts.

7.4.2.2 Misusing shared libraries

“Misusing shared libraries” is in the top-3 for all companies in the ranking. We present the reasons for this for each company below.

One interviewee from Company H said, “We have a lot of dependencies on other parts of the system. Instead of implementing something new, we use these dependencies to focus on the main goal. Most of these dependencies will be addressed in the end, but you cannot address them all during the migration process.” Therefore, they will still use libraries they believe are necessary and will postpone their removal.

Company I reported no plan to reduce the usage of shared libraries today; they foresee this debt coming again in the future.

Company J started a discussion on whether the shared libraries were an issue. One practitioner said, “We first need to discuss whether shared libraries are necessarily bad, are they?” They do not seem to have plans to change how they use these libraries. Thus, they might prevent the costs of misusing shared libraries by closely following library usage. Our discussion on this topic may have increased practitioners’ awareness of the debt.

7.4.2.3 Unnecessary settings

“Unnecessary settings” is in the top-3 for Company H only.

Company H visualizes the need to reduce unnecessary settings in the future but believes that the problem will first increase before they have a better
approach to handle it. They wanted a solution to the problem, but that was not a priority.

Companies I and J expect this debt, but they accept it and do not have plans to mitigate it. They are not concerned with the costs of this debt. It is possible that it is better to pay interest in this type of debt than to repay it.

7.4.2.4 Unplanned data sharing/synchronization

“Unplanned data sharing/synchronization” is in the top-3 for Company I only. This debt is still among those with more participants who are unsure about the debt. The reasons may be the same as those explained in Section 7.4.1: practitioners are still questioning whether sharing databases is always a bad practice because they foresee cases in which this seems to be a good solution for the problem.

Company H decided to postpone the migration of the database to the microservices. Thus, they currently have the costs of using a centralized database and do not foresee the complete migration of the database. However, Figure 7.7a shows that there is no difference in the value used to calculate the rankings between this debt and the “Unnecessary settings,” one of the top-3 debts in the ranking for Company H.

Company I saw this debt as a challenge that will increase if nothing else is done to reduce it. Thus, some practitioners have already observed that the company needs to work on a solution for the debt.

It is unclear from our data why this debt goes to the bottom of the list for Company J, a result similar to that described in Section 7.4.1.

7.4.2.5 Inadequate use of APIs

“Inadequate use of APIs” is in the top-3 for Company J only.

Company J explained the same as reported in Section 7.4.1: they could not explain why this debt was among the most found when asked during the follow-up interviews, so they went back to investigate this further with developers. Companies H and I did not provide any further comments.

7.4.2.6 Excessive diversity

“Excessive diversity” is the debt in which the majority of the participants had a strong opinion about its existence: only 15% of the participants from Company J reported not being sure about it, while all the other practitioners answered “found” or “not found” (see Figure 7.6). Compared with the described in
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Section 7.4.1, the participants from all companies believe that this debt will increase in the future.

Company H has the fewest participants among the companies in this study. Such a result is expected because they seem to have reasonable control of technology diversity in their current stage of development.

Company I reported that they do not have proper control of such diversity, which might lead to an increase in this debt in the future, indicating that they should be aware of the issue and control it in advance.

Company J already saw the costs of this debt, and they believed that the problem would increase because there was no plan to limit such diversity.

7.4.2.7 Insufficient metadata

“Insufficient metadata” keeps being the debt with the higher number of practitioners not sure about it. The possible reasons are explained in Section 7.4.1: practitioners have difficulties seeing this debt in their contexts and are not sure whether additional metadata is the right solution for the cases they observed. The number of practitioners who answered “not sure” increased more than for other debts. Again, this debt seems difficult to identify and estimate in the future and might concern architects more than developers, who are only involved with the development of microservices.

Companies H and J foresee cases in which they need additional metadata and consequently increase the probability of having this debt. On the other hand, Company I is mostly uncertain about this debt.

Main findings

F1. The practitioners seem to foresee an increase in microservice coupling. Microservice coupling might increase unnoticed in the early stages of migration, and suddenly become visible with many microservices.

F2. The practitioners foresee the use of shared libraries because they plan to use libraries to accelerate migration. Therefore, they may have to deal with the misuse of such libraries later.

F3. The practitioners accepted the extra costs of “Unnecessary settings.” Therefore, they foresee the presence of such debt.
F4. The practitioners are most uncertain about to what extent “unplanned data sharing/synchronization” is a debt. They foresee the debt because they are unsure how to repay it.

Table 7.6: Ranking of MS-ATDs that companies do not know how to avoid calculated through Equation 7.7. Each MS-ATD is associated with the same color to facilitate identifying it across the rankings from the distinct companies.

<table>
<thead>
<tr>
<th>Company H</th>
<th>Company I</th>
<th>Company J</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Misusing shared libraries</td>
<td>Microservice coupling</td>
<td>Misusing shared libraries</td>
</tr>
<tr>
<td>2 Microservice coupling</td>
<td>Misusing shared libraries</td>
<td>Microservice coupling</td>
</tr>
<tr>
<td>3 Unplanned data sharing/synchronization</td>
<td>Unnecessary settings</td>
<td>Excessive diversity</td>
</tr>
<tr>
<td>4 Excessive diversity</td>
<td>Unplanned data sharing/synchronization</td>
<td>Unnecessary settings</td>
</tr>
<tr>
<td>5 Insufficient metadata</td>
<td>Insufficient metadata</td>
<td>Unplanned data sharing/synchronization</td>
</tr>
<tr>
<td>6 Inadequate use of APIs</td>
<td>Excessive diversity</td>
<td>Inadequate use of APIs</td>
</tr>
<tr>
<td>7 Unnecessary settings</td>
<td>Inadequate use of APIs</td>
<td>Insufficient metadata</td>
</tr>
</tbody>
</table>
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Figure 7.7: Values for the calculation of the ranking of MS-ATDs foreseen for each company.

(a) Company H

(b) Company I

(c) Company J
Figure 7.8: Percentage of practitioners who voted for each answer regarding the debts practitioners know how to avoid on each company. Not all practitioners voted for all questions for each company.
Which MS-ATDs do the practitioners find difficult to solve? (RQ3)

Figure 7.8 presents the percentage of practitioners who voted for each answer regarding MS-ATDs they did not know how to avoid. Most practitioners are not confident about solving the problem, which means that they do not know whether what they are using is a solution to prevent such debts in most cases.

The remainder of this section discusses the top-3 most found MS-ATDs extracted from the results for each company, according to our data and ranking calculation defined in Equation 7.7. The rankings are listed in Table 7.6. The MS-ATD on the top of the list is the debt that most practitioners do not know how to prevent. The values used to calculate the rankings are shown in Figure 7.9.

7.4.3.1 Misusing shared libraries

“Misusing shared libraries” is in the top-3 for all companies in the ranking. None of the companies seemed to have considered good alternatives for shared libraries in the early stages of migration.

Company H reported that it is difficult to avoid these libraries because of the dependencies they have on the original architecture. These libraries ensure that all services behave in the same way when dealing with a centralized database and old pieces of software. Thus, they believe that this is difficult to deal with now, and their removal will be postponed.

Company I reported that the debt would increase because there is no plan to reduce the usage of shared libraries today. One participant from this company said, “There is really no gold solution; everything is a trade-off.” It is difficult for them to avoid using shared libraries.

Company J was not convinced about reducing the usage of shared libraries. When discussing the implementation of functionality as a service, one practitioner said, “This will add latency everywhere.” For him, this is unacceptable, and a shared library solves the problem without additional latency. However, companies with more mature microservice architectures have reported increased maintenance costs owing to the growing use of shared libraries [dMS21]. Company J may have a different context from the companies studied by de Toledo et al. [dMS21], and how they use shared libraries does not lead to problems. However, it is also possible that they are just down-prioritizing the debt, and they might incur high costs later. A more in-depth study would be useful to help companies such as Company J achieve a good trade-off between performance and maintainability while using shared libraries.
7.4.3.2 Microservice coupling

“Microservice coupling” is in the top-3 for all companies in the ranking. This result highlights that practitioners do not know how to properly prevent this debt from occurring. Thus, it is important to invest in training and techniques to prevent or reduce coupling in the early stages and, therefore, to reduce the growth of the debt interest.

Company H reported that coupling is difficult for practitioners to solve, and that more code reviews should help to reduce it.

Companies I and J reported that they did not have a good approach to solving this debt.

7.4.3.3 Unplanned data sharing/synchronization

“Unplanned data sharing/synchronization” is among the top-3 for Company H only.

Company H had a complex database that was difficult to split. Practitioners postponed splitting the database because it is challenging and costly to do so immediately.

Company I has this debt as fourth in its ranking. However, as shown in Figure 7.9b, there is no difference in its value with the third element in the ranking despite more votes for partial solutions (see Figure 7.8). Nevertheless, the differences are minimal (a small difference in uncertainty compared to the third debt in the list), and this debt is almost as important as the third one in the list for Company I.

Several practitioners from Company J also voted for this debt as difficult to solve despite the existence of other debts with more votes (see Figure 7.8).

7.4.3.4 Unnecessary settings

“Unnecessary settings” is in the top-3 for Company I only.

Company H did not discuss how it planned to reduce unnecessary settings in their services.

Company I had difficulties finding solutions for the increasing number of unnecessary settings, and considered the debt difficult to handle. One of the practitioners said, “Approaches to control the growth of these settings, such as peer review, might introduce time-demanding formal procedures, such as waiting for external teams’ reviews and additional coordination.” Thus, Company I does not see good approaches to dealing with this issue, placing this debt as one of the top-3 in the list.
Company J has this debt as the fourth in the ranking, but it is as difficult as the third in the ranking (see Figure 7.9c).

7.4.3.5 Excessive diversity

“Excessive diversity” is in the top-3 for Company J only.

For Company H, this debt is fourth in the ranking, but it is as difficult as the third in the same ranking (see Figure 7.9a). They only migrated a small part of the monolithic architecture to microservices and used the same .NET Core technology stack, reducing the diversity of technologies. However, they also reported having outsourced teams, and the new microservice architecture would allow other teams to use other technology stacks. The debt may worsen in the future.

Company I seems to have this diversity controlled, but it is not clear how they performed this control. The diversity of technology stacks for Company I stems from their various projects for different customers, but not from the same project with diverse microservices using different stacks.

Company J, on the other hand, reported that it is difficult to limit the technologies and languages without receiving complaints from teams already using a distinct set of technologies throughout the company. They accepted the debt now, but might need to develop company-level guidelines to keep it under control in the future. This seems to be a social rather than technical problem that is difficult to solve.

7.4.3.6 Insufficient metadata

Answers for “insufficient metadata” carries a lot of uncertainty. Since practitioners have difficulties visualizing the solution in practice, they are not sure whether solving it is difficult.

Company H was the company in which most practitioners who voted for the debt were sure about it being difficult to solve (see Figure 7.8). Since Company H is also the company with the fewest microservices in the migration, it has had a hard time seeing cases where this debt applies.

Companies I and J seem to have more microservices that use messages in which the debt could apply. Thus, they seem to have a better overview of how the metadata could be implemented in their cases than Company H. However, they were uncertain about whether what they thought as a solution would help them solve the problem. Therefore, there is a large amount of uncertainty.
7.4.3.7 Inadequate use of APIs

The “inadequate use of APIs” is a debt with a high degree of uncertainty, but it is also one of the debts with more participants answering they know how to solve. Practitioners from all companies reported that this was a matter of education and training for creating good APIs. During our follow-up interviews, senior practitioners and architects reported knowing the good practices for developing APIs. They informed us that they were already investing in spreading knowledge on the subject throughout the companies. One possible interpretation of these results is that the companies still have practitioners learning about topics such as how to control API versioning and deprecation. Such cases generated some uncertainty in the teams, but they knew how to repay the debt.

Main findings

F1. Practitioners consider “microservice coupling” difficult to solve. Therefore, it is important to invest in training and techniques to prevent or reduce this debt early on in a project.

F2. Companies share libraries to reuse code from the original architecture. However, they do not consider the costs of misusing them in the early stages of migration, which might incur high costs later.

F3. “Excessive diversity” is a debt that is difficult to mitigate after practitioners start using distinct technologies. Having some agreement regarding the technologies to use in the early stages of migration would facilitate dealing with this debt later.
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Figure 7.9: Values for the calculation of the ranking of MS-ATDs the practitioners know how to avoid for each company.

(a) Company H

(b) Company I

(c) Company J
Figure 7.10: Importance of the MS-ATDs as perceived by the practitioners calculated by the Equation 7.8.
Table 7.7: Ranking of the most important MS-ATDs according to the practitioners calculated through Equation 7.8. Each MS-ATD is associated with the same color to facilitate identifying it across the rankings from the distinct companies.

<table>
<thead>
<tr>
<th>Company H</th>
<th>Company I</th>
<th>Company J</th>
</tr>
</thead>
<tbody>
<tr>
<td>1  Microservice coupling</td>
<td>Misusing shared libraries</td>
<td>Microservice coupling</td>
</tr>
<tr>
<td>2  Unplanned data sharing/synchronization</td>
<td>Microservice coupling</td>
<td>Excessive diversity</td>
</tr>
<tr>
<td>3  Inadequate use of APIs</td>
<td>Unplanned data sharing/synchronization</td>
<td>Unplanned data sharing/synchronization</td>
</tr>
<tr>
<td>4  Unnecessary settings</td>
<td>Inadequate use of APIs</td>
<td>Insufficient metadata</td>
</tr>
<tr>
<td>5  Misusing shared libraries</td>
<td>Insufficient metadata</td>
<td>Inadequate use of APIs</td>
</tr>
<tr>
<td>6  Insufficient metadata</td>
<td>Unnecessary settings</td>
<td>Misusing shared libraries</td>
</tr>
<tr>
<td>7  Excessive diversity</td>
<td>Excessive diversity</td>
<td>Unnecessary settings</td>
</tr>
</tbody>
</table>

Figure 7.10 and Table 7.7 show the importance of the MS-ATDs as perceived by the practitioners and calculated using Equation 7.8 for each company. Figure 7.10 groups the answers by MS-ATD and shows the percentage of votes per company. Table 7.7 presents the MS-ATDs ordered by the company.

There are clear differences among the companies, indicating that the importance of MS-ATDs is context dependent. For example, “excessive diversity,” the last in the rankings for Companies H and I, is in the top-3 for Company J. Two debts are consistently among the most important for all three companies: “microservice coupling” and “unplanned data sharing/synchronization.” The remainder of this section discusses each MS-ATD and possible reasons for these results.

### 7.4.4.1 The debts that were important for all three companies

All three companies highly reported two MS-ATDs: “microservice coupling” and “unplanned data sharing/synchronization” (see Table 7.7). These debts are explicitly mentioned in the definition of microservices: low-coupled services with their own databases. One possible interpretation of these results is that practitioners may clearly identify debts against the definition of microservices.
As reported in Section 7.4.1, Company H reported that “microservice coupling” does not exist at present, and they do not see its costs. However, with the increasing complexity of the software, they foresee it coming (see Section 7.4.2) and recognize it as difficult to solve (see Section 7.4.3). On the other hand, companies B and J have reported “microservice coupling” as found in the present, expected in the future, and difficult to solve. Therefore, this debt was expected to be considered important by practitioners.

Regarding “unplanned data sharing/synchronization,” we found that all three companies reported it as important, but they have very distinct answers to the previous RQs. Company H postponed working on the database; thus, it is important to address this issue soon. Company I reported this debt for all previous rankings, but they considered other debts more important than this one. One possible interpretation of this result is that some of the practitioners in Company I believe that database sharing or synchronization approaches are adequate for their needs. In contrast, others are more skeptical of those approaches: they seem to discuss data sharing/synchronization approaches, but not all agree on doing so. Our method identified a disagreement among practitioners from the company. With this information, they could now discuss it internally. Company J, on the other hand, has this debt as the last for the first two rankings (found and foreseen) and as one of the last debts in the ranking of difficulty to solve. However, they consider this debt one of the three most important for them. One possible interpretation of the results from Company J is that they believe that this debt is important, but they have it under control. They shared databases and performed synchronizations among different services, but deliberately did so in situations they presumed they were right. Thus, they seemed to have planned these cases carefully.

### 7.4.4.2 The debts the practitioners mostly disagree

There are three debts for which the companies have distinct points of view: “misusing shared libraries,” “inadequate use of APIs,” and “excessive diversity.” The causes of these differences may be the context of the projects or other unknown factors.

Company H has already reported the use of shared libraries to accelerate the development process (see Section 7.4.2). Company J reported that it was common to use such libraries. Companies H and J reported that it was challenging to remove misused shared libraries later. However, they do not consider this debt very important because they believe most of the shared libraries’ use was correct. If this is the case, an in-depth study would help identify good practices while using shared libraries in microservices. If this
is not the case, they may suffer from the costs of this debt in the future, as reported by companies with more mature microservice architectures [dMS21]. On the other hand, Company I identifies “misusing shared libraries” as one of the most important debts to be mitigated.

“Inadequate use of APIs” varies among companies. For Company H, this is one of the three most important debts; for Company I, it has medium importance; and for Company J, this debt is one of the three less important debts. In general, practitioners reported that it is important to have good APIs, but they did not make further comments regarding that specific debt, even though we asked.

Regarding the “Excessive diversity,” there are considerable differences among companies. No practitioner from Company H voted for this debt. Company H seems to have good control of diversity, which might explain the number of votes for that debt (see Figure 7.10). Company I reported that they have some diversity but that it is not important. They did not have any costly issues related to this debt. Finally, Company J reported a very distinct result compared to the other companies: this debt was one of the most important to them. Company J appears to be the company with the most diverse set of technologies. Some practitioners have reported concerns regarding their current policy of not limiting the technologies used by their microservices.

7.4.4.3 The less important debts

Other two debts were considered less important by practitioners: “unnecessary settings” and “insufficient metadata.” However, there are some differences among the companies. We discuss these differences below.

None of the three companies is concerned with the “unnecessary settings” because they report it as a problem that cannot be avoided in microservices. Company H was the only company to comment that might try to mitigate it in the future, without explaining how, since it is a future concern.

“Insufficient metadata,” on the other hand, seems to be more context-dependent and had distinct votes from the different companies. The low number of votes might be related to the uncertainty in the previous responses (see Sections 7.4.1 and 7.4.2).
Figure 7.11: Priority ranking calculated through Equations 7.9 and 7.10, normalized between 1 and 10. Red bars indicate debts with high priority. Orange bars indicate debts with medium priority. Green bars indicate debts with low priority.
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7.4.5 How can companies prioritize which MS-ATDs to avoid or repay? (RQ5)

Table 7.8: Priority rankings of the proposed MS-ATDs calculated through Equation 7.10.

<table>
<thead>
<tr>
<th>Company H</th>
<th>Company I</th>
<th>Company J</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Microservice coupling</td>
<td>Microservice coupling</td>
<td>Microservice coupling</td>
</tr>
<tr>
<td>2 Unplanned data sharing/synchronization</td>
<td>Misusing shared libraries</td>
<td>Misusing shared libraries</td>
</tr>
<tr>
<td>3 Inadequate use of APIs</td>
<td>Unplanned data sharing/synchronization</td>
<td>Excessive diversity</td>
</tr>
<tr>
<td>4 Misusing shared libraries</td>
<td>Unnecessary settings</td>
<td>Unplanned data sharing/synchronization</td>
</tr>
<tr>
<td>5 Unnecessary settings</td>
<td>Inadequate use of APIs</td>
<td>Inadequate use of APIs</td>
</tr>
<tr>
<td>6 Insufficient metadata</td>
<td>Insufficient metadata</td>
<td>Insufficient metadata</td>
</tr>
<tr>
<td>7 Excessive diversity</td>
<td>Excessive diversity</td>
<td>Unnecessary settings</td>
</tr>
</tbody>
</table>

As mentioned in Equation 7.1, the risk of an MS-ATD is the probability of its occurrence multiplied by its negative impact. The more people foresee the debt, the more likely it is to happen, and the fewer people know how to solve the debt, the more likely it is to persist for a longer time. Therefore, we combine (multiply) the weighted sum of votes for the foreseen debts (defined in Equation 7.4) and the weighted sum of votes for the debts practitioners do not know how to solve (defined in Equation 7.6) as the probability of an MS-ATD to occur. Additionally, we used the importance given by the practitioners as the impact of the debt because it is more likely that practitioners consider important debts that have a more significant impact on their contexts. This interpretation is the basis for the calculation of Equation 7.5.

Figure 7.11 presents both the ranking calculated from Equation 7.10 and the normalized priority scores for each company and debt defined at Equation 7.11. Additionally, Figure 7.11 shows colors for the debts with high, medium, and low priorities. Table 7.8 presents another visualization of the ranking calculated from Equation 7.10 for each company.

Companies can use our ranking to prioritize their debts in their own contexts. Below, we present four examples to explain how our prioritization ranking can be helpful.
Based on the information presented by practitioners, our method found that microservice coupling is a major concern for all three companies. This debt received many votes from all companies as foreseen, difficult to solve, and important to avoid. Combining these votes into our ranking makes this debt stand out with the higher priority score among all the studied MS-ATDs. Other companies with mature microservice architectures have also reported this MS-ATD to be important [dMS21]. Thus, the results of this study underscore that microservice coupling arises very early and should be addressed as soon as possible to prevent the debt from increasing. As the number of microservices increases, it becomes increasingly difficult to remove the coupling in microservices.

The next example shows how our method can capture contextual information regarding MS-ATDs. “Excessive diversity” is the last MS-ATD recommended for Companies H and I, but it is one of the three first debts recommended to be prioritized for Company J. Our qualitative data revealed that Company J had internal concerns regarding diversity, but the leaders did not want to enforce any limitations on the teams. The same concerns did not exist for Companies H and I. On the other hand, for Company J, our method captured internal concerns, allowing them to discuss how to address the issue internally.

In the next example, “Insufficient metadata” was identified as having a low priority. Practitioners were not convinced that this debt could be a problem in their projects. This debt involves understanding the big picture of the microservices, including their communication and the impact of the costs across many microservices and teams. Practitioners in the early stages of migration to microservices may not have enough information to be certain about this debt. They might not have a good overview of the architecture because they are focused on their own services, or they might not have enough microservices for this debt to be visible. Whatever the case, there is much uncertainty, and this debt does not seem to be sufficiently significant at the current stage of development.

Finally, as the last example, “Misusing shared libraries” was recommended with high priority to Company J, despite only a small percentage of practitioners having voted for it as important 7.10. This is an interesting result because our method found reasons to believe this debt could be a problem and properly warned practitioners of such concerns. This debt is the most foreseen (see Table 7.5) and difficult to solve (see Table 7.6) for Company J. There is a high probability that this debt will arise and have high costs if not properly mitigated. The costs reported by mature companies regarding this debt are considerable [dMS21], and the practitioners were properly warned and may discuss it internally.
Practitioners tend to ignore “unnecessary settings.” They believe that this debt cannot be removed while using microservices and they just accept it. A similar circumstance happens with the “excessive diversity,” another debt practitioners do not give much importance. When the debt arrives, it is difficult to repay because practitioners might resist not using the technologies they have adopted until the present date.

Other debts are deliberately taken during the migration to microservices: “unplanned data sharing/synchronization” and “misusing shared libraries.” Several practitioners have reported that using existing databases instead of creating new ones for the microservices may accelerate the migration process. Therefore, they neither plan to have separate databases nor plan the data sharing adequately. There has been less discussion regarding the synchronization of separated databases because they mostly share it to avoid synchronization issues. Regarding the debt “misusing shared libraries,” practitioners hardly believe that the libraries they use are misused. Still, they use them to accelerate the development process and avoid dealing with latency across services. Practitioners rarely think about the number of libraries being used, nor track down the libraries that have constant updates and might block several teams on the project. Practitioners should consider alternatives and use shared libraries when none of the other options is feasible.

Debts such as “insufficient metadata” are difficult to identify. A possible reason is that this is a context-dependent issue or that a broader view of the project is required, usually shared by its architects, and frequently overlooked by microservice developers, who are more concerned with the single services they are developing. Such a situation is both an advantage and a disadvantage of the microservice architecture: practitioners may focus on developing their own microservices without worrying about the work of other teams; however, they lose the overview of the big picture of the project.

“Inadequate use of APIs” is a debt easy to remove and that is always in the middle of our rankings: it is never the most found or foreseen debt, but it is also never in the bottom of the rankings. Therefore, it is a common debt of medium importance. This debt can be mitigated through good practices in developing APIs.

Finally, “microservice coupling” is one of the most important issues that need to be avoided by teams. Our previous study [dMS21] also encountered the problem of coupling in more mature microservice projects than those studied here. One possible cause of coupling might be insufficient experience by teams on how to delimit microservice boundaries, but other causes may also be worth
investigating.

The companies found our results useful in helping them address MS-ATDs in their contexts. As future work, it would be interesting to draw a threshold in our priority ranking above which the debts should be fixed and below which it is safe to postpone debt repayment.

### 7.4.7 Modeling uncertainty

As presented in Table 7.3, some practitioners answered “not sure” for the MS-ATDs found (RQ1) and foreseen (RQ2). In our analysis (Section 7.3.4), we considered those answers to have a 50% probability of the MS-ATD occurrence. Such a decision entails that two “not sure” count as one “yes.” However, practitioners may have meant more or less than 50%. Although we do not have more information to model this uncertainty, we could have chosen other more or less conservative weights. Here, we discuss the changes in our prioritization when “not sure” is assigned such other weights.

Other areas of research, such as health research (see, for example, the results for the Behavioral Risk Factor Surveillance System, BRFSS, a health-related survey from U.S. residents [Cen20]), completely ignore the uncertainty in their analysis. On the other hand, in our case, the practitioners wanted to express a chance of the debt to happen, although they were not entirely sure. In other words, they expressed a chance, a probability that leads us to the next subject to discuss: the value of the probability. Nevertheless, we want to see what would change if we use this approach in our prioritization. Therefore, we compile the results where “not sure” is given a value of 0.

In addition to the previous consideration, we want to see what would change if we consider that the participants are almost sure about the existence of the debt. Therefore, we used a probability of 0.8. Similarly, we want to see the changes if we consider that participants are skeptical about the existence of the debt. For the last case, we used a probability of 0.2. Table 7.9 shows the changes in all our rankings, including the final prioritization proposal, for all these values compared to the value of 0.5, which we used in our previous analysis. The numbers indicate the changes in the positions in the ranking. The arrows indicate the direction of the change, up or down, in the ranking.
Table 7.9: The changes in the rankings when using different probabilities (0, 0.2, and 0.8) for the uncertainty (“not sure”) answers, in comparison with the results with probability 0.5, for each MS-ATD.

<table>
<thead>
<tr>
<th>Debt</th>
<th>Comp.</th>
<th>MS-ATDs encountered (see Table 7.4)</th>
<th>MS-ATDs foreseen (see Table 7.5)</th>
<th>Final prioritization ranking (see Table 7.8)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>0.2</td>
<td>0.8</td>
</tr>
<tr>
<td>Insufficient metadata</td>
<td>H I J</td>
<td>1↓</td>
<td>1↓</td>
<td>1↓</td>
</tr>
<tr>
<td>Microservice coupling</td>
<td>H I J</td>
<td>2↑</td>
<td>2↑</td>
<td>2↑</td>
</tr>
<tr>
<td>Inadequate use of APIs</td>
<td>H I J</td>
<td>1↑</td>
<td>1↑</td>
<td>1↑</td>
</tr>
<tr>
<td>Excessive diversity</td>
<td>H I J</td>
<td>1↑</td>
<td>1↑</td>
<td>1↑</td>
</tr>
<tr>
<td>Unplanned data sharing/synchronization</td>
<td>H I J</td>
<td>1↑</td>
<td>1↑</td>
<td>1↑</td>
</tr>
<tr>
<td>Misusing shared libraries</td>
<td>H I J</td>
<td>1↓</td>
<td>1↓</td>
<td>1↓</td>
</tr>
<tr>
<td>Unnecessary settings</td>
<td>H I J</td>
<td>1↓</td>
<td>1↓</td>
<td>1↓</td>
</tr>
</tbody>
</table>
As shown in Table 7.9, most of the changes are plus or minus 1, and there are even fewer changes in the final prioritization rankings. Therefore, our approach is not highly affected by changes in the uncertainty probabilities. Since we only collected which participants were unsure, we believe that 0.5 would give us a better chance to balance out skeptical and pessimistic opinions from all possible values. The construction of the final prioritization ranking required us to select one of these values. Otherwise, showing different rankings with different probabilities would confuse participants.

As a future improvement, we suggest using a Likert scale to gather more precise data on practitioners’ uncertainty. One could model values or categories from “very improbable” to “very probable.” Additionally, a “do not know” option would help to exclude invalid answers to RQ1 and RQ2, if any. However, these additions require caution because they demand more attention and time from practitioners on each debt. Therefore, they might increase the participants’ response times and affect their participation ratings in the questionnaire.

7.4.8 Implications for research and practice

We received positive feedback from practitioners, indicating that our approach is helpful in decision-making regarding the prioritization of MS-ATDs. A few examples: “We would like to try it again with a more mature project.” (Company H); “We are of course interested in going deep. (...) [We need] a serious internal discussion among the developers, architects, and management.” (Company I). Company J is going to adjust its priorities based on the MS-ATDs we discussed and asked for additional information on the debts.

Our prioritization method is lightweight and can be applied periodically by companies to manage the risk of ATD during the development process, for example, within an agile architecture framework such as CAFFEA [MB16a]. The risk of a debt changes according to project needs and should be re-evaluated. The requirements for this method are to have a list of MS-ATDs that can be discussed (for example, as in this study, one can use an existing catalog [dMS21]) and one facilitator (researcher or practitioner) who is familiar with the debts and can present them to the remaining participants, collect the answers, and compute the rankings.

Researchers may apply the prioritization method in this study to investigate ATDs from other studies. We envision that the technique can be applied not only for MS-ATDs, but also for any ATD within an organization. However, more research is needed. Researchers also have the raw data available to facilitate comparisons with their own findings. Additionally, there are several suggestions for future and in-depth work that might be useful for research.
purposes, such as supporting the early identification of microservice coupling, shared libraries, and database sharing and synchronization, which are some of the most costly debts in our list, or investigating the benefits of using our prioritization approach continuously in agile development processes.

7.5 Limitations

Given the availability constraints of companies and practitioners, we used a subset of MS-ATDs identified in a previous study. Therefore, the final prioritization results may be partial. Still, we selected the most common MS-ATDs found in seven companies experienced with microservices from de Toledo et al. [dMS21]; we considered them also to be the most likely to be relevant to the companies participating in this new study. In addition, the practitioners in this study acknowledged the importance of the selected MS-ATDs during the interviews. The companies involved can also follow a similar procedure to prioritize additional debts and enrich the existing prioritization list. In this case, there is no need to collect the answers for RQ1 again, RQ2, and RQ3 for the MS-ATDs investigated previously.

The prioritization procedure presented here is based on our interpretation of the research context. The value 0.5, used for the answers “not sure” and “partially” impacts our results, especially for responses that are mainly composed of those options. Our interpretation of this result is that, since it is not possible to obtain a better approximation of the uncertainty or the partiality of a solution, the probability of the value being close to 0.5 is high because some practitioners might be very uncertain. By contrast, others might be very sure of their answers. Therefore, on average, the values tend to be 0.5. Further studies could attempt to obtain a more precise estimation of this probability.

The practitioners might not know the debts or might have a different understanding of a specific debt (e.g., shared databases might be understood as coupling by some practitioners and as a very distinct debt by others), which might affect their answers regarding the existence of the debt, or whether they know how to solve it. To reduce this threat, we presented and described each MS-ATD before asking questions. The practitioners were asked to provide their answers immediately after the explanation. We also collected information on practitioners’ satisfaction with our descriptions and interpretations. Only three interviewees reported difficulties in understanding our explanations for one question each.

It was also challenging to interpret the situations in which the participants answered: “not sure” or “partially.” We considered those as a 50% probability
of the answer being “yes.” However, this interpretation may not be accurate. Practitioners and researchers should interpret these rankings cautiously. For example, the second element in the priority ranking might be the best to start with for a specific company. However, such an interpretation is a reasonable approximation of all the answers because some practitioners have more knowledge than others and some solutions are less partial than others. Therefore, we considered that, on average, the answers converged to 50%. Our rankings are suggestions for discussion by practitioners and researchers. The raw data are provided in Table 7.3 for further interpretation.

Finally, it is possible that other companies not included in our study have successfully implemented a different prioritization or refactoring strategy and applied it to different MS-ATDs than those discussed in this work. However, none of the companies in this or previous studies reported a similar prioritization approach. We performed a lightweight literature review at the beginning of this study, but we did not find any other strategies for prioritizing MS-ATDs. Our work is exploratory and can be considered a starting point for future research. More studies are necessary to investigate additional MS-ATDs and to further validate and potentially improve our approach.

### 7.6 Related Work

Lenarduzzi et al. [Len+20] monitored the evolution of code TD in a small to medium-sized company that migrated a monolithic system to microservices. They concluded that the migration reduced the overall code TD. The authors did not study architectural TD, which was the focus of this study.

Taibi et al. [TLP20] defined a taxonomy of 20 microservice anti-patterns, based on 27 interviews with experienced practitioners. Several of these anti-patterns are related to migration: “no DevOps tools,” “too many technologies” (the same as excessive diversity in our paper), “I was taught to share” (which we defined as misusing shared libraries), “static contract pitfall” (i.e., APIs that are not properly versioned), “mega-service,” “shared persistence” (part of our unplanned data sharing or synchronization), “sloth” (too many coupling among the microservices, resulting in a distributed monolith), and “trying to fly before you can walk” (i.e., migrating to microservices while the practitioners lack the necessary skills). In our study, we considered the overlapping anti-patterns to be MS-ATDs. (For discussing the relationship between architectural anti-patterns and ATDs, see de Toledo et al. [dMS21]). Additionally, we created rankings for the identified MS-ATDs and investigated how to prioritize them.

Martini et al. [Mar+18] identified and prioritized ATDs through architec-
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tural smells in a multiple case study. They analyzed four software projects in the same company. Their approach consisted of using a tool called Arcan [Fon+17] to identify architectural smells leading to ATD and then asking the practitioners to prioritize the debts found. Their approach was limited to ATDs that can be identified through architectural smells. On the other hand, our approach was tested with microservice-specific ATDs and used a risk-based approach for prioritization, combining information from the present, the foreseen future, and the importance given by practitioners.

Pigazzini et al. [PAM19] presented an approach also supported by Arcan [Fon+17] to identify candidate microservices in monolithic Java projects. The approach begins with the identification of architectural smells that can hinder migration. Despite their relation to migration, the identified anti-patterns were detected in the monolithic architecture before migration. By contrast, we only considered ATDs in microservices during and after migration.

Panichella et al. [PRT21] proposed metrics to compute and visualize the coupling between microservices, which may help evaluate the cost of coupling in a given context. Their approach can help practitioners find and measure microservice coupling, but it is focused on a single MS-ATD and does not propose ways to prioritize debts. Our case study highlights situations in which practitioners might not have promising approaches for measuring microservice coupling. The method proposed by Panichella et al. [PRT21] may be useful in such cases.

7.7 Conclusion

This paper presents our investigation of how ATD issues specific to microservices, MS-ATDs, accumulate in three companies that are migrating to such an architectural style. We carefully conducted our study with the practitioners by giving them presentations on the MS-ATDs and double-checking that they were on the same page with the explanation of the MS-ATDs. We then asked practitioners which MS-ATDs they considered difficult to remove (tackle) and which ones were the riskiest in the present and future of their projects. We discussed the answers given by the practitioners considering their contexts and created rankings for the most found, foreseen, difficult to solve, and important MS-ATDs for each of the participating companies. We also proposed an approach to prioritize MS-ATDs based on risk and discussed it with participants. The participants also reported that the results and the prioritization method were useful and may be used in their contexts. For example, participants from one company said that our approach would help...
people become aware of the issues they have not yet seen. Thus, they are be able to take action to mitigate the negative consequences (interest) of the debts.

Our most important findings related to individual MS-ATDs were as follows: (i) “Misusing shared libraries” is a common debt during migration to microservices. Companies start using shared libraries because of the convenience of reusing code from their original architectures. However, these companies may be good candidates for high costs due to misuse of such libraries in the future, as identified in previous studies [dMS21; TLP20]. (ii) It is common for companies to share databases during the early stages of migration to microservices to accelerate the migration process. (iii) Microservice coupling occurred frequently, possibly related to practitioners’ lack of experience in creating microservices. However, they postpone the discussion of the debt to the late stages, possibly because the costs of the debt are small at the beginning of the migration. One possible interpretation of this result is that practitioners might not have proper ways or tools to measure the growth of microservice coupling.

Given that “Misusing shared libraries” and “Microservice coupling” were common MS-ATDs in our study, other organizations may also consider them. The procedure of creating rankings reported in this paper may help other organizations prioritize fixing or avoiding MS-ATDs during migration before their costs increase. Overall, we believe that our results will help understand the relationship between ATDs and microservices.

Our study is fully replicable by researchers. The raw data are also available, allowing researchers to use such data in their approaches and facilitating comparison of the results.

Future work includes: running in-depth studies on the companies participating in this study to understand the consequences of their current architectural decisions; analyzing other companies migrating to microservices; investigating possible metrics; quantifying debts and costs; exploring deeper the aspects that practitioners emphasize when they consider an MS-ATD important.
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Reducing Incidents in Microservices by Repaying Architectural Technical Debt
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Abstract

Introduction: Architectural technical debt (ATD) may create a substantial extra effort in software development, which is called interest. There is little evidence about whether repaying ATD in microservices reduces such interest.

Objectives: We wanted to conduct a first study on investigating the effect of removing ATD on the occurrence of incidents in a microservices architecture.

Method: We conducted a quantitative and qualitative case study of a project with approximately 1000 microservices in a large, international financing services company. We measured and compared the number of software incidents of different categories before and after repaying ATD.

Results: The total number of incidents was reduced by 84%, and the numbers of critical- and high-priority incidents were both reduced by approximately 90% after the architectural refactoring. The number of incidents in the architecture with the ATD was mainly constant over time, but we observed a slight increase of low priority incidents related to inaccessibility and the environment in the architecture without the ATD.

Conclusion: This study shows evidence that refactoring ATDs, such as lack of communication standards, poor management of dead-letter
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queues, and the use of inadequate technologies in microservices, reduces the number of critical- and high-priority incidents and, thus, part of its interest, although some low priority incidents may increase.
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8.1 Introduction

Software is a competitive factor for many companies. They compete to deliver value faster and timely and frequently prioritize feature delivery over architecture work. Such prioritization, in turn, may lead to unexpected rework costs in the future, which will gradually reduce the value of the product over time, culminating in technical debt (TD).

TD is a metaphor coined to explain the trade-offs between short-term and long-term decisions in software development [Avg+16]. TD can be found in all software lifecycle phases, from requirements and architecture specification to development and testing [KNO12]. A TD is a sub-optimal solution with short-term benefits that incur an extra cost called interest. The cost of developing or refactoring a solution to avoid the debt is called the principal [Avg+16].

A challenging and costly type of TD is architectural technical debt (ATD), which is caused by architectural decisions that affect quality attributes such as maintainability and evolvability [Avg+16], and other qualities such as reliability [BMB17b]. Core financial software services, for example, must be reliable to ensure the money of their clients is handled correctly. Otherwise, the monetary losses may spread to the clients, the company, and its investors.

Some of the most recently embraced software development techniques to deal with the growing complexity of software in large companies are related to adopting a microservices architecture. Such an architecture has been successful in splitting an entire software solution into smaller and more manageable pieces of software called microservices, which are easier to develop, test, and deploy than larger pieces of software like a monolith. However, like any other
architectural style, it has drawbacks, such as extra operational complexity and an extra effort to manage distributed systems [Fow15]. There is scarce evidence on ATD in Microservices.

In this paper, we conducted a case study in a financing company to investigate whether repaying ATD in microservices increases the reliability of a system measured in terms of the number of incidents. Incidents are unwanted or unexpected interruptions of a system’s services or a reduction in its quality. They cause extra maintenance costs, decreasing teams’ productivity, software reliability, and availability. Thus, they are part of the interest of the debts that cause them. The company in this study repayed ATD with a refactored architecture. We propose the following research questions (RQs) in the context of microservices architecture:

1. **RQ1:** Does repaying the ATD change the type of incidents that occur?
2. **RQ2:** Does repaying the ATD reduce the number of critical- and high-priority incidents?
3. **RQ3:** Does repaying the ATD change the distribution of the incidents over time for the original and refactored architectures?

RQ1 investigates whether the types of incidents change after the removal of ATD. An overview of the types of incidents in both architectures is important to understand which types of incidents have decreased and which ones have increased.

RQ2 investigates the priority of the incidents. A single incident with high priority might be much more costly than several lower priority incidents. Therefore, answering this question helps us understand whether the refactoring caused a substantial cost change in the project due to critical- and high-priority incidents.

RQ3 investigates the distribution of the various types of incidents over time. We aim to understand which types of incidents happen when, and whether they are recurrent or periodic. Such information may help us understand how ATD removal affects the occurrence of the different types of incidents.

8.2 **Background**

8.2.1 **Microservices architecture**

The microservices architectural style is used by many companies, including the one participating in this study. Lewis and Fowler [LF14] define it as “an
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approach to developing a single application as a suite of small services, each running in its own process and communicating with lightweight mechanisms.” The microservices architectural style is frequently described as an alternative to monolithic applications built and deployed as a single unit. Microservices have some advantages over monoliths: they are easier to scale, they have shorter cycles for test, build and release, and are less frequently affected by downtime [Fow15]. Microservices are also particularly useful for continuous delivery because they are usually independent of each other and may be tested and delivered separately, reducing lead time. There are, however, some drawbacks and challenges with microservices, such as the extra effort for handling distributed systems (because each service is deployed separately) and increased operational complexity [Fow15].

Another concept tightly related to microservices is Service Oriented Architecture (SOA). In this paper, we consider microservices as one way of implementing SOA, although there are different views about this topic [Zim17]. In fact, SOA might describe a set of applications that cannot be considered microservices, such as those using an Enterprise Service Bus (ESB). An ESB is an infrastructure that mediates requests among services, intercepting their communications and providing transformation capabilities [NG05]. On the other hand, microservices invest in a lightweight communication mechanism [LF14]. Both architectural styles share many concepts and techniques, such as circuit breakers, service discovery, and service registry [MW16].

8.2.2 Architectural Technical Debt (ATD)

ATD is a type of TD that focuses on the product’s architecture. ATD might slow down the addition of new functionalities and increase maintenance and other costs. ATD is considered the most challenging type of TD to be unveiled and managed [BMB17a; Ern+15; KNO12]. There are three main concepts on TD: debt, interest, and principal [Avg+16]:

- **Debt**: The debt is a sub-optimal solution with short-term benefits but will, however, require the payment of interest in the future. For example, suppose that a development team can (i) spend time planning the software architecture for scalability or (ii) start the development right away without a well-designed architecture. Choosing (ii) has the benefit of having a final version of the software ready earlier, but it might require the software to be rewritten from scratch later when scalability is required in production, for example.
• **Interest**: The interest is the extra cost that must be paid because of the presence of a debt or, from another perspective, the amount that will be saved if there is no such debt. In the example for the debt above, the interest is the extra cost for dealing with the lack of scalability, such as deploying additional servers for supporting more users and costs with their maintenance.

• **Principal**: The principal is the cost of developing a solution that avoids the debt or refactoring a solution to remove the debt. In the previous example, the principal is the cost in time or any other resources required to plan the software architecture for scalability in advance.

The importance of ATD motivated static analysis tools to offer a way of measuring it, mostly through architectural smells [Avg+21]. However, the interest of ATD has proven difficult to measure, and only a few tools and studies attempt to quantify it. For example, Martini et al. [MSM18] use productivity loss, while Xiao et al. [Xia+16] use bugs to quantify the ATD interest. These approaches do not capture the whole interest because they focus on specific artifacts. In fact, the whole interest generated by ATD may consist of several factors [Len+21], ranging from productivity loss to reliability issues to the degradation of developers’ morale.

Part of the interest in ATD might be visible in the form of incidents, which decrease the software reliability and availability and cause extra maintenance costs, which also slows down teams. Other interests, such as delays in lead time or feature delivery, impossibility to create new features, and others, are not quantified in this paper. We investigate the effect of repaying ATD in microservices on the types and number of incidents after refactoring a microservices architecture (see Figure 8.1).

### 8.2.3 Company context

This study was conducted in a large, multinational financial services company with a complex and heterogeneous IT system landscape. The core business is about performing financial services within the boundaries of risk and compliance.

#### 8.2.3.1 Company business

The financial sector is subject to a series of tight regulations. Different governance bodies have different legislations (Basel, MiFID\(^1\) I, MiFID II, MiFID II,

\(^1\)Markets in Financial Instruments Directive
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Figure 8.1: The old microservices architecture had many incidents caused by the presence of ATD. Our goal is to quantify how many of these incidents were removed by repaying the debts.

FRTB\(^2\) that are prerequisites to having a banking license. Such regulations define how to report on risk timely; how the company should be exposed in different markets, currencies, and clients; the limits on risk; data lineage; and how to report trade activities to authorities. The company operates in several countries with different national legislations. On top of those, there are super-national regulations such as those given by the European Union (EU) that raise another dimension of IT complexity.

The risk computations give a significant business advantage if properly managed. That is, they should be performed as close to real time as possible, and the different computation-heavy simulations should be performed in as much detail as feasible. The business demand on computing needs to be consistent across a data set of around 20 million daily transactions.

8.2.3.2 Company organization

The company has introduced a separation of duties, where employees either belong to *business*, *IT*, or *operations*. Every application has (i) an *application owner* in the business that is the responsible sponsor and drives the business requirements, and (ii) an application provider in the IT organization that is responsible for the application development and delivery. Finally, the

\(^2\)Fundamental Review of the Trading Book
operations team takes accountability for operating the application/service, being responsible for the Service Level Agreement (SLA) [PMI13]. The majority of the teams are virtual and operate across national borders.

Over the years, the company faced many organizational changes and merges, resulting in heterogeneous IT systems, a lack of ownership for older artifacts, and orphaned business logic in the IT systems.

8.2.3.3 Software architecture

The software architecture of the company’s division that was part of our study consists of about 1,000 microservices, of which about 150 are business-critical and form the core of the solution. The services communicate in different ways: a legacy communication layer solution, a new communication layer solution, point-to-point service calls, database pumps, direct database connections, file transfers and mails, external banking networks, and mainframe gateways. The connectivity layers often contain logic that performs ETL and sometimes business logic.

8.2.3.4 Company process

The need for new compliance and legislation requirements and the inability to upgrade systems when needed because of TD’s accumulation led to the start of a large program that built the new communication layer solution introduced before. The program aimed to simplify some of the complexity, reduce TD and restore business agility and business reliability.

The focus of the new program was the data foundation and fixing the lack of accountability, as appointed by the data asset owners, who were responsible for governing and mandating the processing of various data assets throughout the organization. A DevOps culture was introduced to deal with the challenging changes in the process required by the new complications in the logic and difficulties to test changes.

Originally, the company’s governance model was waterfall-based, inspired by the PRINCE2 methodology [AXE17], with a series of approval gates: early architecture approval, solution design approval, and a run gate. Changes were not possible after a project was in its run state.

The new governance model moved away from the traditional waterfall methodology to agile with Scrum. Later, the new program embraced the Scaled...
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Agile Framework (SAFe) with its Agile Release Trains (ART) construct because of the need to coordinate many projects.

8.2.4 ATD removal (repayment)

The company had an overwhelmingly complex old architecture with thousands of point-to-point interfaces and a complex and orphaned logic in the integration among them. Such characteristics led to the occurrence of several incidents, which created issues related to reliability, availability, and evolvability, increasing maintenance costs, and reducing time for developing new features. In a previous study [dMS21], we qualitatively identified a set of debs, their interest, and principal in several companies, including the one in this paper. Particularly for the company in this study, the interviewees reported that the following ATDs were the main causes of several incidents:

- **ATD 1**: Poor dead-letter queue growth management, in which many messages were lost, creating incidents.
- **ATD 2**: Microservice coupling, one of the main causes of cascading failures, propagating and multiplying incidents.
- **ATD 3**: Lack of communication standards among microservices, in which the conversions of formats would cause incidents.
- **ATD 4**: Use of business logic in communication among services, which would cause incidents if not properly updated when the involved services were changed.
- **ATD 5**: Unnecessary diversity in the technologies chosen to handle communication among the services, in which they had many queuing mechanisms from different vendors spread across the services, leading to complexity, difficulties in communication among services, and potential incidents.
- **ATD 6**: Many services using different versions of the same internal shared libraries, potentially leading to incidents due to incompatibilities or deprecation.

Additional details regarding those ATDs, such as how we identified them, their interest, and their principal, might be found in [dMS21].
Figure 8.2: Solution to solve ATDs 2, 4, and 5.
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The company decided to remove such ATDs by simplifying the architecture and transforming data access to a publish/subscribe model (reducing ATD 2), where data is published once in a standard format (removing ATDs 3 and 4, the last because there was no need for business logic for transforming data) and made available via a distributed streaming platform (in this case, Kafka\(^4\), solving ATD 5). Figure 8.2 presents an overview of the refactoring for some of the ATDs.

The publish-subscribe pattern was promoted by changing the architecture into a message-driven style where data was made accessible as messages in a uniform message format. These messages were to be consumed by microservices either in real-time or from data stores. The data quality and the canonical message formats were the accountability of Data Owners, a new role introduced into the organization.

The queues were decentralized other than the dead-letter queue, which was removed. The responsibility for the message deliveries was moved to the microservices themselves, solving ATD 1. Additionally, the company reduced the use of internal shared libraries, reducing ATD 6.

The refactored architecture was implemented with the following design goals:

- **Always up**: Create a message broker that is always online, avoiding the complex logic of ensuring that a recipient of a message is alive for every single point-to-point integration. A continuously online message broker addresses the operational stability issues caused by the microservices’ time coupling.

- **Never lose a message**: Guarantee message delivery, addressing the cascading failures issues of which lost messages, time coupling, and communication failures were the cause.

- **Self-service**: Bake in responsibilities and governance to a self-service to help ensure that data ownership, access, and data quality issues are followed through the technical implementation. Such a self-service addresses the lack of organizational accountability issues.

- **No gossip**: Publish all messages in a canonical message format curated by a responsible data owner. A system is allowed to share only facts about the information of which the system itself is the golden source.

\(^4\)https://kafka.apache.org/
Other information is passed by reference. These guidelines address the poor-data-quality issues.

Currently, the refactored architecture is serving 100 million daily messages.

8.3 Methodology

We conducted an exploratory single-case study of a large international financial services company. The research consisted of quantitative and qualitative analyses of the number of incidents before and after refactoring an old microservices architecture. During our research, parts of the system remained in the old architecture, while other parts were migrated to the refactored one.

8.3.1 Case study design

We compared an old architecture with a refactored architecture in the same product in the studied company. Both architectures were still in use over the period of this study. The refactored architecture was developed to repay ATDs identified as the source of several issues, including incidents. According to the company, incidents are unexpected events causing malfunction in the system, such as network, credential, and database issues.

We designed our case study as follows: (i) a set of interviews to identify the ATDs; (ii) additional interviews with architects to discuss incidents; (iii) quantitative data collection on incidents; (iv) interpretation and validation of the quantitative data with interviewees from (ii); and (v) results and interpretation of the data.

This case study is particularly useful because: (i) despite some migration happening from one architecture to another (which is expected in such cases), both architectures were being used by the same group of users at the same time; (ii) the system used to report the incidents for both architectures is the same, making it easier to compare the data; and (iii) both architectures share the same vocabulary, such as incidents, priorities, and others.

8.3.2 Data collection

Figure 8.3 presents an overview of our data collection. Each box is explained in the subsections below.
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8.3.2.1 Preliminary interviews

We started by interviewing 10 subjects from the company to identify the ATDs, their interest, and their principal. The detailed results from these interviews are reported in [dMS21]. A summary of the ATDs reported in those previous interviews related to the incidents is presented in Section 8.2.4. Later, we interviewed again one architect among those previous subjects and another architect that we have not met before to understand what kind of information we could use to measure the interest of the ATD.

All the interviewees were selected by convenience sampling according to their involvement with the project and availability. The interviews were recorded and lasted about one hour each.

8.3.2.2 Quantitative data collection

The company provided an architect involved in the project to collect the data requested by the authors. We requested data specific to incidents in both architectures as reported in our preliminary interviews. We obtained two datasets, one for each architecture.

We collected 8330 incidents registered in the company’s internal project management tool from October 2016 to June 2019, a period in which both architectures were in operation. Among the incidents, 7571 were reported in the version with the old architecture, and 759 were reported in the refactored architecture. The incidents were recorded in two ways: automatically by an end-to-end monitoring tool or manually for those that could not be identified by the monitoring tool. The incidents for both architectures were reported with the same management tool, in the same time frame, and by the same teams, using similar processes and assessment methods, making the two datasets easily comparable.

The incidents collected contained the date of the report, a descriptive summary, the report submitter (a tool used by the company or a person), the priority (critical, high, medium, or low), and the related architecture (the old or the refactored one).

8.3.2.3 Data filtering and cleaning

The data we collected was filtered and cleaned based on the interviewees’ information and our understanding of the data we received, as detailed in the remainder of this section. We finished this phase with a total of 3,383 incidents to be used in our investigation.
Figure 8.3: Data collection overview.
We started by removing repeated incidents. The automatic tools were running continuously and reported many incidents repeatedly until new versions were deployed into production by the developers.

According to our preliminary interviews, cascading failures should be considered a single incident. In fact, the automatic tools reported the same incident at the same date and time for multiple services. We proceeded by reducing those incidents to a single one. Our interviewees reported that the probability of having two or more incidents that were not related was very low, so it was safe to proceed with this step.

After the previous step, smaller sets of incidents had distinct messages but were reported at the same minute. Thus, we reduced those sets to single incidents because the interviewees identified them as cascading incidents with the same root cause. In the cases where we had distinct priorities, we selected the incident with the most critical priority.

Furthermore, we grouped the same incidents with different thresholds (e.g., more than 80% of disk usage or queue fill percentage). In fact, for example, the same incident was reported with 80%, 90%, and 100% of disk usage or queue fill percentage.

Finally, we considered all incidents that had the exact same description within the same day as single incidents. This was supported by our interviewees. They said that in those cases, considering the same day, the probability of having different incidents was irrelevant given the tools they were using for such reports. This consideration was reasoning that the same incident could be repeatedly reported until it was fixed. If the incident was reported the next day, there was a possibility that it was a new incident because they should have fixed the issue within the same day. Despite the existence of exceptions, it was not safe to remove those incidents on different days.

### 8.3.2.4 Member checking

The incidents were categorized according to the process described in Section 8.3.3. The results and the categories were discussed and validated in follow-up interviews with the last two subjects from the preliminary interviews, a technique known as member checking [Run+12]. In the new interviews, which were recorded and lasted one hour each, the interviewees visualized a sample of the data. They were asked if they agreed with the categories created to group the incidents and whether the incidents we considered as duplicates were indeed the same.
Figure 8.4: Categories of incidents.
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8.3.2.5 Adjustments

As a result of previous steps, we updated some categories of incidents and slightly adjusted how the data was cleaned up.

8.3.3 Data analysis

*RQ1: Does repaying ATD change the type of incidents that occur?*

We organized the incidents into categories according to our understanding of the data and the information acquired in the first interviews using thematic analysis [Run+12]. We used the incident descriptions to classify the incidents into nine categories represented by rounded squares in Figure 8.4. Such categories were created iteratively by reviewing the incidents, as in the following example. Suppose we have the list of incidents below:

1. Unable to login at service-01
2. Service connectivity lost
3. Access denied

We will start with the first incident by identifying it as a “credential incident,” our first category. We consider the second incident as a “connectivity incident” for the second category. When analyzing the third incident, we notice that it can be categorized as a “credential incident,” so there is no need to create a new category. After repeating such steps for all the incidents in our database, we created nine different categories. The categories were reviewed during the process and later validated with one interviewee who worked with those incidents. A few incidents were reclassified after the interviews.

We explain the types of incidents below. The numbers in parentheses refer to the yellow indications in Figure 8.4:

- **Credential incidents:** those that happen when users or services try to authenticate themselves into a service (1), such as login failures or certificates expiration.

- **Unexpected behavior incidents:** unexpected results, such as incorrect data processing, invalid results, and queue errors, whenever a user runs a procedure (2).
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- **Environment incidents**: those related to the environment on which the service was running. Examples are incidents related to containers, HTTP servers, virtual disks and machines, and environment variables. Such incidents might happen, for example, when a service tries to load or save the information in an environment variable (3).

- **Full queue incidents**: those that may cause data loss or other problems due to full queues. Queues are used widely by both systems for communication among the services and other tasks (4).

- **Inaccessibility incidents**: those reported when a service is unreachable, such as when a service tries to communicate with another service (5).

- **Connectivity incidents**: those reported when the target service is available, but there are issues in the connectivity, such as package loss and long delays. It might happen when a service starts to communicate with another service (5) or when it waits for a response from that service (6).

- **Disk space incidents**: those regarding lack of space in the disk for services that use the disk (7) to save data.

- **Crash incidents**: those that happen when a service aborts unexpectedly, usually when a user or a service tries to run a procedure (2) but fails.

- **Unknown incidents**: any kind of incident that we could not classify appropriately because insufficient information was available.

We compared the architectures by counting the number of different types of incidents for both architectures.

*RQ2: Does repaying the ATD reduce the number of critical- and high-priority incidents?*

The company’s internal incident management team defines four different priority levels for the incidents that are used to prioritize the efforts and allocate personal to solve the issues caused by the incidents. The levels are presented below.

- **Critical**: a widespread incident on a business-critical application, making it inaccessible to users or other services.

- **High**: an incident making a system partially inaccessible in a single location.
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- **Medium**: a non-critical incident causing inconveniences in a particular system.

- **Low**: a non-critical incident affecting a single user.

Critical- and high-priority incidents are particularly damaging to the company because of potential monetary losses and have a high cost for fixing, such as extra personnel, infrastructure, and time costs. Medium and low priority incidents cause non-critical issues that will not prevent end-users from using the system. The issues may not even be visible to the end-users.

The priority for each incident is already in our dataset. We analyzed the number of incidents for each priority level for both the old and the refactored architectures.

RQ3: Does repaying ATD change the distribution of the incidents over time for the original and repaid architectures?

After the refactored architecture was ready, the services were migrated progressively over time. Consequently, we should expect to see different events at different points in time. Therefore, we aim to find key events related to the refactoring and repayment of ATD. External events may increase some kinds of incidents, such as the need for adequacy to a new regulation. Before we start our analysis, we presuppose the following patterns:

(a) If the incidents are equally distributed over time, they have a recurrent cause that may be analyzed.

(b) If the incidents are concentrated at the same point in time, a common cause might be investigated. If they were found particularly in the last months in our data, it is possible that new causes just emerged, and we might expect an increase of this type of incidents in the future.

We then grouped the incidents by quarters of the year.

### 8.4 Results

Table 8.1 summarizes the data we will discuss in Sections 8.4.1 and 8.4.2 regarding RQ1 and RQ2, respectively, and introduces the basis for answering RQ3 in Section 8.4.3.
Table 8.1: Incidents by group and priority in both architectures and their differences. Green indicates a reduction in the refactored architecture; red an indicates increase in the refactored architecture.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Credentials</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Environment</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Inaccessibility</td>
<td>5</td>
<td>1</td>
<td>-4</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>Connectivity</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>Unexpected behavior</td>
<td>2</td>
<td>0</td>
<td>-2</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>Disk space</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Queue full</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Crashes</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>13</td>
<td>0</td>
</tr>
<tr>
<td>Unknown</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td>8</td>
<td>1</td>
<td>-7</td>
<td>33</td>
<td>3</td>
</tr>
</tbody>
</table>

Results
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8.4.1 RQ1: Does repaying the ATD change the type of incidents that occur?

From our analysis, we can notice three main highlights regarding RQ1:

1. **The total of incidents decreased**: A total of 2912 was reported in the old architecture, against 471 in the refactored one. This represents a reduction of 84% in the total number of incidents.

2. **Despite the overall reduction, two categories of incidents actually increased**: The refactored architecture has more environment and disk space incidents than the old one. This is due to the new way the disk and the environment are managed in the new architecture.

3. **Two categories of incidents were completely removed**: From the 2912 incidents in the old architecture, 2307 were crashes, and 188 were full queues. Those categories of incidents do not happen anymore in the refactored architecture. These incidents’ disappearance indicates that the refactored architecture has better recovery from failures and that the queues’ decentralization eliminated full queues incidents.

Figure 8.5 presents the remaining types of incidents distributed over time for both architectures, organized by categories. In summary, we observed a shift from some types of incidents to others after the ATD repayment.

8.4.2 RQ2: Does repaying the ATD reduce the number of critical-and high-priority incidents?

The total number of critical- and high-priority incidents for both architectures is 45, less than 2% of the total number of incidents. Still, according to our interviewees, the impact of a single critical- or high-priority incident is much more than the impact of several medium- and low-priority incidents together because they cause downtime. Moreover, medium- and low-priority incidents are much easier to fix than critical- and high-priority ones. Thus, we can highlight the following results regarding RQ2. There was a reduction of the number of:

1. **critical incidents**: Only one critical incident was reported in the refactored architecture against eight in the old one.
2. **high-priority incidents**: Only three high-priority incidents were reported in the refactored architecture against 33 in the old one.

### 8.4.3 RQ3: Does repaying ATD change the distribution of the incidents over time for the original and repaid architectures?

Figure 8.6a shows that the incidents are, to some extent, uniformly distributed over time for the old architecture, whereas Figure 8.6b shows occasional peaks in the refactored architecture. The data we have for June 2019 (part of the second quarter of that year) is incomplete. Despite this, it is unlikely that there is a huge increase of incidents in the missing two weeks of data. Considering that the missing days would have the same number of incidents as the previous period, we expect to have missed about 17% more incidents in that period, keeping the same trends as before. Such an interpretation is also supported by one of the interviewees who helped us review the results. Some categories of incidents deserve special attention in the **old architecture**.
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Figure 8.6: Incidents per type distributed over time for both architectures.
The *unexpected behaviors* had a slight increase in the second quarter of 2017. According to one of our interviewees, a new regulation was established, and many services had to be updated. Thus, the changes required by the regulation increased the probability of unexpected incidents. Thus, there is a chance that such an increase was an occasional event.

Unknown causes triggered an increase in *disk space incidents* during the second quarter of 2017. Those incidents, however, seem to have been resolved later.

*Inaccessibility incidents* seem to have been common during the whole lifetime of the old architecture.

On the other hand, Figure 8.6b shows that only three categories of incidents require immediate attention in the *refactored architecture*.

- *Disk space incidents*, which, for reasons unknown to our interviewees, had a decrease over six months between 2017 and 2018 but have increased substantially since the second quarter of 2018.

- *Inaccessibility incidents* increased in number from the first quarter of 2018 onward but lowered again toward the end of the second quarter of 2019.

- *Environment incidents* had an increase from the second quarter of 2018 but had a sharp decrease in the last months of our data collection. Also, these incidents seem to be more common in the refactored architecture than in the old one.

In summary:

1. **The refactored architecture has a lower total number of incidents:** Only 471 compared to 2912 from the old architecture.

2. **The incidents that increased are not critical- or high-priority:** Although the refactoring seems to have increased some categories of incidents, those incidents were not high-priority. The priority of the incidents is assessed internally by the company according to the number of services impacted and their criticality for the company and clients.
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3. **There are many fewer critical- and high-priority incidents after the refactoring:** There was a shift from a considerable number of critical- and high-priority incidents to more medium- and low-priority ones.

4. **Other considerations:** Only the disk space incidents keep increasing over time in our dataset. Inaccessibility and environment incidents seem to have been reduced in the second quarter of 2019.

8.5 Discussion

8.5.1 **Did removing ATD decrease the number of incidents?**

We observed a huge reduction in the number of incidents for most categories, especially on critical- and high-priority incidents, reducing downtime and maintenance costs, and increasing the system’s overall reliability.

The number of environment and disk space incidents increased (see Table 8.1), and the inaccessibility incidents, although their total is lower in number in the refactored architecture, are concentrated in the same period of time (see the first quarter of 2018 in Figure 8.6b). Still, those incidents have a lower priority level, which led our interviewees to affirm that such a trade-off was acceptable for migrating to the refactored architecture. One of our interviewees also mentioned that most of those incident increases resulted from the migration from the old architecture. Such a fact might explain why the environment and inaccessibility incidents reduced in the second quarter of 2019 (see Figure 8.6b).

On the other hand, disk space incidents deserve more attention due to a constant increase in our data and might be a source of problems if not properly controlled. We remind, however, that disk space incidents are triggered by thresholds and do not necessarily point to a real problem but a possible one. This also explains why such incidents have lower priorities in our dataset.

8.5.2 **The actual cost of the interest**

The ultimate goal of measuring ATD is to calculate a monetary gain. This paper does not provide such a calculation for confidentiality reasons. However, a cost can be associated with the various types of incidents and the effort spent on refactoring.

As an example regarding critical incidents, a one-day disruption of forex trading services, with a revenue stream of 80 million Euro/year, can cost about
200,000 Euro/day. Similar costs per day would be incurred by disruption to other business-critical services. Medium- and low-priority incidents also have an internal cost for fixing them, despite being much lower than when a disruption is the consequence. Thus, we can infer that decreasing the number of incidents reduced a high interest cost generated by the ATD.

8.5.3 Implications for research

Refactoring a huge microservices architecture is costly. Without proper cost-benefit evidence, companies tend not to risk proceeding with the refactoring, making cases like the one we studied hard to be accessible by researchers. Our case study reports empirical evidence for researchers regarding one such valuable case and provides arguments researchers may use to justify further research on repayment of ATD in microservices, which might be successful and reduce development costs, and its progress might be followed by a decrease in the number of incidents. Measuring part of the interest in ATD by using incidents may be a promising approach.

Our results also present a concrete and reproducible approach researchers may use to quantify part of the interest in ATD in microservices.

8.5.4 Implications for industry

Many practitioners seek ways to quantify the benefits of removing ATD and reducing debt costs. However, measuring the impact of architectural changes is challenging, and there is a lack of approaches in the literature about how to do it. The current case study shows empirical evidence from an industry case that it is possible to pay less interest by refactoring microservices. Companies with a similar context may consider these results relevant for understanding their cases and promoting refactoring, for example. The study also presents a concrete and reproducible approach for companies to quantify part of the interest in ATD in microservices by using incidents to visualize part of the ATD interest.

8.5.5 Limitations and threats to validity

Our approach is based on several incidents and a limited set of interviews. We are not considering other variables in which we could measure the effect of refactoring ATD, such as the number of changes in the system and the experience of individuals and teams with the technologies involved.
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Another limitation is the lack of data to analyze the causes for the peaks seen in Figure 8.6b, especially the increase of disk space incidents. We asked our interviewees about good reasoning for those cases, but they could not point to any specific information we could verify in our dataset. These are good starting points for practitioners to investigate some possible future issues.

The removal of the ATD might also have other effects that we have not considered in this work, such as the number of changes required, the maintenance, and the management effort. Investigation of such effects in future works would require different case study setups.

8.6 Related work

de Toledo et al. [dMS21] is a qualitative study reporting the ATDs, their principal, and their interest found in seven large companies, including the one in this study. A subset of the ATDs reported by the company in that previous study was identified here as the studied ATDs that were generating incidents.

Xiao et al. [Xia+16] propose an approach to quantify the ATD interest by mining error-prone files from a project’s revision history. They propose a mathematical approach to calculate the interest based on what they define as the Design Rule Space, “a new form of architectural representation that uniformly captures both architecture and evolution structures to bridge the gap between architecture and defect prediction.” Our approach quantifies the interest in terms of the number of incidents. We also focused on microservices and looked into the different categories of incidents.

Nord et al. [Nor+12] use qualitative expert judgment to calculate rework and total ownership costs based on the software architecture to assist ATD management. Lenarduzzi et al. [Len+20] quantify the TD in microservices using SonarQube, a tool for inspection of code quality. Their goal is to quantify the TD before and after a migration from a monolithic to a microservices architecture to report whether the migration reduced the costs with TD. Since they use source code, they do not focus on the software architecture. Fontana et al. [FFZ15] use architectural smells to evaluate ATD. None of these works quantify the actual interest. Our work, instead, uses quantitative data from incidents to quantify the interest of the ATD.

8.7 Conclusions and future work

We reported a case study providing evidence that refactoring ATD in microservices might reduce incidents and downtimes. A reduced amount
of incidents leads to an increase in overall system reliability and availability, consequently reducing maintenance effort and development costs.

We also proposed a way to quantify parts of the interest of ATD in microservices through the occurrence of incidents. We hope such an approach is useful for practitioners and researchers while investigating measurements on ATD.

A few directions remain to be investigated in future works. The first one is related to the sudden increase of incidents in the refactored architecture between 2018 and 2019; we need more information to be able to investigate the causes for it. Another direction is to investigate additional interest costs using other data sources besides the incidents, such as the costs of implementing new functionalities and features, which may increase or decrease with a refactored architecture. Finally, a last direction is to investigate the principal of the ATD, which comprises the costs for architecture refactoring.
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Chapter 9

Discussion and Conclusions

In this chapter, we discuss the contributions of this thesis concerning the RQs introduced in Chapter 3. Later we highlight possible future work and present our conclusions.

9.1 Research questions and contributions of the thesis

9.1.1 RQ1: What are MS-ATDs?

We investigated this first research question (RQ1) into the following sub-questions:

- RQ1.1: What are the most critical MS-ATDs?
- RQ1.2: What is the negative impact of such MS-ATDs?

We dedicated two studies to answer RQ1: Studies 1 and 2. In Study 1, we created a catalog of the most critical MS-ATDs in the context of companies using microservices (RQ1.1) through a cross-company study. Our catalog included 16 MS-ATDs. Some examples are microservice coupling, lack of communication standards among services, poor API design, and misuse of shared libraries. Previous authors created related catalogs but with different purposes. Taibi et al. [TL18] proposed a catalog of bad smells on microservices. Taibi et al. [TLP20] defined a taxonomy of microservice anti-patterns (including solutions) based on interviews with experienced practitioners. Bogner et al. [Bog+19a] reported several issues related to MS-ATDs in a qualitative study with companies to explore evolvability on microservices. However, none of these works discuss the extent to which the bad smells and anti-patterns reported are related to MS-ATDs. Bad smells and anti-patterns are debts if they have an interest. In some cases, they do not need fixing. In other cases, their cost is high and requires immediate attention. Additionally, the costs and solutions vary according to the context of the project. This thesis differs from those works by systematically investigating debt, interest, and principal in microservices architectures. Additionally, we identified several MS-ATDs that were not related to any of the previously identified bad smells or anti-patterns.
We performed exploratory studies, and it was not possible to calculate precise values for the interest and the principal of the debts. We asked for quantitative data to support such a calculation, but practitioners could not provide it. However, we represented each debt’s interest by negative impact and each debt’s principal by possible solutions (RQ1.2). The actual costs for principal and interest may vary according to the context of the project. However, our description of the impact and solutions may help practitioners mitigate costs with MS-ATDs in their projects even without a precise calculation that would not be valid in other contexts anyways.

Study 2 presented a deeper investigation of one of the MS-ATDs from Study 1. We discussed the impact of the debt under investigation in the development agility. The topic is important because the microservice architecture should improve development agility.

Among the negative impact of some MS-ATDs in our catalog, we found potential breaks on microservices, dependencies among teams (which may impact their efficiency), management overhead, and difficulties in providing new features. We presented solutions reported by the informants for many of the debts, such as investing in a good API design, identifying and replacing shared libraries with microservices, or defining standards for communication.

9.1.2 RQ2: How do MS-ATDs occur?

We investigated this second research question by answering (RQ2) the following sub-questions:

- **RQ2.1:** How do MS-ATDs occur in early-stage microservices?

- **RQ2.2:** How do MS-ATDs occur in mature microservice systems?

We answered RQ2.1 in Study 3 and RQ2.2 in Studies 1 and 2.

Previous work described bad smells [TL18], anti-patterns [TLP20], and other issues [Bog+19a] in microservices. Still, they did not investigate whether those issues are related to MS-ATDs, their relation with the company contexts, and what are the causes of the accumulation of debts. MS-ATDs have interest and principal that may vary depending on the project context. For example, companies may decide to share databases among services due to licensing costs. The licensing fees might be greater than the costs of sharing the database. However, failures in the database may affect all services at the same time. Therefore, the companies must decide what to do based on the project needs.
This thesis investigates the MS-ATDs and their reasons in early-stage and mature microservice architectures.

Some MS-ATDs in mature microservice systems were more common than others, and some debts seem to be more context-dependent. Several companies reported the existence of unnecessary settings and microservice coupling, but only a few reported the inadequate use of APIs, for example. Microservice coupling seems to be a debt less context-dependent than the inadequate use of APIs. Although we cannot claim causality, it seems reasonable to think that companies making extensive use of particular APIs are more susceptible to using them in a non-optimal way than companies that do not use them. Therefore, practitioners may find it helpful to start reading our report guided by the MS-ATDs from companies with a context similar to their companies. Similarly, researchers may find it beneficial to understand the occurrence of the debts according to different contexts. They may use the contexts to drive new research in new companies.

Many research studies on microservices investigate migration techniques from previous architectures to microservices [DLM19], but we did not find studies investigating the accumulation of MS-ATDs in early stages of migration. Study 3 investigated the accumulation of MS-ATDs in three companies in the early stages of migration to microservices that aimed to modernize their software architecture (from monolithic, SOA, etc.). We examined a subset of MS-ATDs from Study 1 in the context of these other companies. There were not many microservices for the companies in Study 3 since they were in the early stages of migration. However, we found evidence that some MS-ATDs may already occur in those early stages. Therefore, some MS-ATDs may be avoided or mitigated in the early stages of migration before they get too costly. On the other hand, some debts speed up the migration process, but practitioners must be aware of their costs to address them timely.

Study 3 may also help researchers address the occurrence of MS-ATDs in the early stages of migration to microservices. They can extend the study in other companies, add more debts, or choose one or more of those reported debts for further investigation.

Studies 1, 2, and 3 combined help us know which debts occur earlier and their costs. These studies give us an overview of MS-ATDs in companies experienced with microservices and companies starting to use this architectural style. This knowledge may help practitioners manage the MS-ATDs repayment since they know more about which debts are likely in the short and long terms and may be ready for those MS-ATDs beforehand.
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9.1.3 RQ3: How to prioritize MS-ATDs?

Prioritization is one of the main activities for managing ATD [LAL15]. Previous studies addressed the prioritization of ATD from distinct points of view. Martini and Bosh [MB16b] proposed a method and a tool (AnaConDebt) to support prioritization and decision-making for ATDs. The proposed method applies to ATD in general and has a learning curve. The tool is commercial and currently not accessible to the general public. We looked for a simpler method to prioritize MS-ATDs in this work. Martini et al. [Mar+18] identified and prioritized ATDs through architectural smells identifiable by another tool called Arcan [Fon+17]. Arcan can detect a limited set of architectural smells and did not detect smells specific to microservices at the time of that research.

For Martini and Bosch [MB16b], ATD management is mainly a risk assessment practice. Therefore, we investigated RQ3 from a risk (of the interest) perspective and assessed methods to prioritize MS-ATDs. We can divide RQ3 into the following sub-questions, both addressed in Study 3:

- **RQ3.1**: Which MS-ATDs do practitioners consider risky?

- **RQ3.2**: Which methods can companies use to prioritize the avoidance or repayment of MS-ATDs?

Some MS-ATDs are riskier than others. The risk of the debt also depends on the context of the project. For example, the impact caused by a confidential data leak due to using an insecure authorization library in the code is more significant in an application publicly exposed than in an application used in a private, secure network.

Study 3 answers RQ3.1 by calculating a risk score for MS-ATDs based on the probability of the MS-ATDs to occur, the difficulty of repaying it, and the importance of the debt for the practitioners. We found which debts are riskier than others according to the project context. Our method also highlights that some MS-ATDs are less context-dependent than others. For example, the microservice coupling as MS-ATD has the higher risk scores for all companies in Study 3. In contrast, the debt “excessive diversity” has different risk levels for distinct companies. Finally, Study 3 provides a method for prioritization of the MS-ATDs based on the risk scores. The approach proposed in Study 3 is new and completely different from previous approaches for debt prioritization. It is also lightweight and does not require tools to be used.

Practitioners involved in the study well accepted the approach, which can be easily adapted to other projects in their contexts. Researchers may also
Research questions and contributions of the thesis

benefit from the study by having a new approach for prioritizing MS-ATDs and several discussion points that can support further research. Researchers can also investigate the usefulness of our approach with different instances of MS-ATDs, such as the others presented in the catalog from Study 1 and not studied during Study 3.

9.1.4 RQ4: What are the solutions and effects of repaying or avoiding MS-ATDs?

After deciding what MS-ATDs to repay, practitioners must know how to do it (or avoid it in the future). Additionally, knowing the effects of the MS-ATD repayment may help practitioners understand better how to make this repayment. Studies 1, 2, and 4 investigate RQ4 from the perspective of the following sub-questions:

- **RQ4.1**: What are possible solutions to repay or avoid MS-ATDs?
- **RQ4.2**: What are the effects of repaying MS-ATDs on their interest?

Studies 1 and 2 present several solutions for the MS-ATDs identified in RQ1 and thus answer RQ4.1. Taibi et al. [TLP20] also proposed solutions for microservices anti-patterns that are related to MS-ATDs. However, our catalog is distinct from theirs, and we focused on MS-ATDs, while they focused on anti-patterns. The list of solutions we described is not exhaustive, i.e., there might exist other solutions beyond those presented. However, it comes from mature and large microservice projects, so it might be helpful for other practitioners. Examples of solutions are:

- Redesigning microservices to use messaging approaches to communicate when there are many complex API calls.

- Limiting the set of technologies when the technology diversity becomes hard to manage from a project perspective.

- Replacing specific shared libraries with microservices to avoid cascading upgrades. Or replacing other shared libraries with code within the services for smaller changes, i.e., when the effort is less costly than the cascading upgrades.
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- Using an API first approach to design the microservices to reduce the coupling generated by poorly designed interfaces among the services.

Companies running microservices may avoid redesigning working software if they find that the cost of MS-ATDs interest is lower than the cost of their principal. Therefore, Study 4 presented the reduction of incidents after repayment of the debts in a large company. There were no similar studies regarding MS-ATDs. The incidents were a proxy of part of the debts’ interest. Our study shows that the solutions applied by the studied company drastically reduced the number and the criticality of incidents.

Study 4 is mainly informative to practitioners as an example that MS-ATDs repayment may be beneficial in the long run. On the other hand, researchers may use it as an example to indirectly measure interest, a proposal that is also new in TD research. No previous work on TD used indirect measures to measure debt interest. Measuring the interest of MS-ATDs is difficult in practice, and Study 4 uses the occurrence of incidents as a proxy of the interest.

9.2 Future work

This thesis contributed to the body of knowledge of ATD and microservice areas. However, that also opened room for several other research questions that remain open and require future work. Future research can expand the catalog introduced in Study 1 with new debts, costs, and solutions in contexts that we have not studied. Additionally, a survey to gather more data about the MS-ATDs already reported would help increase the data’s generalizability. It is also possible for future works to dive deep into each of the MS-ATDs to investigate measures for costs, methods for identification and mitigation, impact from different perspectives (such as on Agility as done in Study 2), or the characteristics of the debt in different contexts. All those suggestions may also target supporting decision-making on MS-ATDs repayment.

Future research may also improve the prioritization approach proposed in Study 3. Our first suggestion is to replace the answers with a Likert scale. So the method can capture a more precise measure of the respondents’ uncertainty when they answer “partially” or similar responses. Study 3 also does not identify which debts must be paid from those that do not need repayment. In a list of seven debts, the practitioners have a priority ranking but not an indication of how many of the top items need immediate repayment. Further research may try to improve such recommendations to practitioners. Additionally, long-term studies on companies using our prioritization approach would help understand
the implications of adopting it. Future work may extend our method by considering additional prioritization aspects.

Measuring the costs of any ATD is hard, and researchers have the challenge of finding measures that do not require too much overhead, learning or process changes in organizations’ software development. Study 4 used incidents as a proxy to measure part of MS-ATDs’ interest indirectly. Future research may investigate the approach in other studies or find other proxies measures. Further work may also investigate the principal. Finally, repaying MS-ATDs may impact other areas not explored in the study, such as software maintenance or management effort. Future works may take those aspects under consideration.

9.3 Conclusion

Microservices are being widely adopted by software development organizations. The market competitiveness and pressure to meet business requirements demand applications to evolve continuously, adding new features and being always available. The maintenance windows that were typical in many software applications in the past are no longer acceptable today. Microservices allow companies to meet these and many other requirements.

However, software development organizations are still learning how to use microservices. Their inexperience with this architectural style leads to debts with high interest. We created a catalog containing 16 different MS-ATDs, their costs, and solutions to help practitioners and researchers understand MS-ATDs and reduce the current knowledge gap that leads to high costs. We also proposed an approach for prioritizing MS-ATDs that practitioners and researchers can use.

Finally, we reported a case study providing evidence that repaying MS-ATDs might reduce incidents and software downtime. Fewer incidents increase system reliability and availability, thus reducing maintenance effort and development costs. We also used incidents to quantify part of the MS-ATDs’ interest. Practitioners and researchers can use such a novel approach to measure ATD.

In this thesis we presented new knowledge about occurrences of MS-ATDs, their negative costs and solutions, and proposed a prioritization approach for MS-ATDs and a proxy for quantifying the MS-ATD interest based on incidents.
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Appendices
Appendix A

Study 1 Interview guide

We present the interview guide for Study 1 in Table A.1.
Table A.1: Interview guide for Study 1.

<table>
<thead>
<tr>
<th>ID</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Tell us about the organization and its divisions.</td>
</tr>
<tr>
<td>2</td>
<td>Describe the project, its duration, its size, its technologies, its goals and your role on it.</td>
</tr>
<tr>
<td>3</td>
<td>Talk more about the parts of the project that use microservices or another service-oriented architecture.</td>
</tr>
<tr>
<td>4</td>
<td>What challenges regarding the architecture have you faced recently? What were their causes and impacts? Did you manage to avoid any of them? How?</td>
</tr>
<tr>
<td>5</td>
<td>Are you migrating from an old solution? What challenges did you face during the migration? What were the costs of the migration? What were the costs of not migrating?</td>
</tr>
<tr>
<td>6</td>
<td>Did you have challenges regarding the communication among services? Did you have business logic outside the services in their communication? How did you manage to handle it?</td>
</tr>
<tr>
<td>7</td>
<td>Did you use any standard for the APIs/message format? Did you have any issues due to your choice of using/not using such standards? How did you manage to solve it?</td>
</tr>
<tr>
<td>8</td>
<td>How did you manage your source code and documentation?</td>
</tr>
<tr>
<td>9</td>
<td>Did you have any issues regarding third-party licenses? What were the costs and how did you manage to solve it?</td>
</tr>
<tr>
<td>10</td>
<td>Did you have any issues regarding shared libraries? What were the costs and how did you manage to solve it?</td>
</tr>
<tr>
<td>11</td>
<td>Did you have any issues regarding data storing? What were the costs and how did you manage to solve it?</td>
</tr>
<tr>
<td>12</td>
<td>Could you mention other situations with issues that (including why and how you managed to solve it):</td>
</tr>
<tr>
<td></td>
<td>• reduce development speed?</td>
</tr>
<tr>
<td></td>
<td>• cause more bugs?</td>
</tr>
<tr>
<td></td>
<td>• have a negative impact on other system qualities?</td>
</tr>
<tr>
<td></td>
<td>• impact many developers?</td>
</tr>
<tr>
<td></td>
<td>• will become worse in the future?</td>
</tr>
<tr>
<td>13</td>
<td>Do you have any additional issues we did not covered before?</td>
</tr>
</tbody>
</table>