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General summary 

Cognitive control refers to the ability to regulate thought and action in a goal-directed manner and is 

essential for optimal daily life functioning. Cognitive control can be partitioned into specific functions 

facilitating efficient control, such as working memory, set-shifting and response inhibition, as well as in 

the temporal domain into proactive and reactive control. While proactive control refers to the 

preparation in expectation of an upcoming interfering event, reactive control refers to the processes 

elicited by the interfering event itself. The preferred control strategy might vary between individuals and 

task settings. The neural mechanisms underlying reactive control have been investigated extensively 

over the last two decades, but how these mechanisms interact with proactive control is less known. The 

current thesis seeks to investigate these control processes by looking at the neural mechanisms 

underlying proactive and reactive control of response inhibition, a core sub-function of cognitive 

control. We focused specifically on activity in regions associated with reactive response inhibition, as 

well as frontal-midline theta (FM-theta) activity measured at the scalp. Further, as resting state activity 

has been associated with cognitive control performance, it was investigated whether resting state FM-

theta activity was associated with proactive and reactive control.  

First, we found that proactive control of response inhibition leads to increased activity in some, 

but not all, of the regions traditionally involved in reactive response inhibition. Importantly, activity 

within sub-regions of the right inferior frontal gyrus, a proposed core region of the response inhibition 

network, show functional specialization in response to proactive control. Second, we show that a 

proposed marker of cognitive control, FM-theta activity, is rather a multidimensional feature, associated 

with several processes related to the preparation to stop, preparation to respond, as well as reflecting 

control adjustments across a range of cognitive control tasks beyond mere conflict and novelty. Finally, 

we did not find evidence for a relationship between resting state theta and proactive or reactive control. 

However, resting state theta was associated with reaction times in a working memory task, indicating 

that resting state dynamics may still mediate cognitive control performance. These findings expand the 

current understanding of cognitive control and are in line with more integrative, domain-general 

approaches. Importantly, the results of the current thesis have implications for our understanding of 

cognitive control in both healthy and clinical populations.   
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1. Introduction 

Cognitive control refers to the ability to regulate thought and action in a goal directed manner (Braver, 

2012), and is essential for optimal daily life functioning. Cognitive control of behavior allows us to 

interpret changes in our environment and to adapt our behavior accordingly, like the driver stopping the 

car when the traffic light turns red, or the store clerk suppressing the urge to snap at an angry costumer. 

Cognitive control is also involved in more long-term adaptations, such as planning a well-deserved 

holiday after your doctoral thesis has been submitted, or saving money in case you end up unemployed 

after the same thesis. Thus, definitions of cognitive control include both higher-level functions such as 

planning, judgement, problem-solving and reasoning, as well as lower-level functions such as control of 

attention, inhibition and set shifting. 

  The term cognitive control is often used interchangeably with the term executive functions 

(EFs), which can be defined as “general purpose control mechanisms that modulate the operation of 

various cognitive subprocesses and thereby regulate the dynamics of human cognition” (Miyake et al., 

2000, p. 50). While the term cognitive control is perhaps most common in the field of cognitive 

neuroscience, the term executive functions has a more widespread use in clinical psychology (Friedman 

& Robbins, 2021). The latter has traditionally been more focused on cognitive impairments and related 

activity in the prefrontal cortex (PFC), as measured by traditional neuropsychological tests such as the 

Stroop test, the digit span test, and the trail making test, just to name a few. The term cognitive control 

is predominantly used in the field of cognitive neuroscience, and has more commonly been used to 

describe healthy functioning associated with activity in the PFC and related networks. However, 

definitions of both cognitive control and EFs often assume some general abilities or processes that 

regulate and optimize goal-directed behavior, and will be used interchangeably in the current thesis, 

unless otherwise specified. 

 Impairments in cognitive control are seen in a wide variety of psychological and neurological 

disorders, such as depression, Attention Deficit/Hyperactivity Disorder (ADHD), schizophrenia, 

Parkinson’s disease and substance abuse disorders (Barch & Sheffield, 2014; Fillmore & Rush, 2002; 

Hughes et al., 2012; Monterosso et al., 2005; van den Wildenberg et al., 2006; Wodka et al., 2007), to 

name a few. Thus, investigating the neural correlates of cognitive control  is of utter importance for the 

understanding and treatment of these disorders (Braver, 2012; Lever et al., 2016). Furthermore, resting 

state activity measures, together with newer machine learning approaches and neuromodulation 

studies, have given new possibilities in the characterization and treatment of psychological disorders 
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(Eyler et al., 2019; Faiman et al., 2021; Nakano et al., 2020; Sundermann et al., 2014; F. Vecchio et al., 

2013). However, the potential of such methods is dependent on a proper mapping of the relationship 

between resting state activity and cognitive control measures.  

In the current thesis, the terms cognitive control and EFs are both used to refer to the higher-

level processes that enable the regulation of thought and action in a goal-directed manner, through the 

regulation and coordination of lower-level processes such as sensory and motor functions (Friedman & 

Miyake, 2017). Cognitive control is understood in terms of two prominent frameworks in the field: the 

unity/diversity framework and the dual mechanisms of control framework, with a specific focus on 

response inhibition. Response inhibition is the ability to suppress or cancel a prepotent or already 

initiated response (Aron et al., 2014; Hampshire & Sharp, 2015) and is considered a core component of 

cognitive control (Miyake et al., 2000). Specifically, the current thesis seeks to investigate how proactive 

and reactive control facilitate efficient response inhibition at the behavioral level and at the neural level. 

Furthermore, whether cognitive control processes are associated with baseline characteristics of the 

brain such as resting state activity, and whether this relationship varies with temporal modes of control 

is investigated. 

 

1.1 Frameworks for understanding cognitive control 

During the cognitive revolution in the second half of the 1900s, an increased focus on then outdated 

terms such as mind, perception, and expectation slowly replaced the strict rules of behaviorism in the 

United States (G. A. Miller, 2003). Together with progress in linguistics, anthropology, philosophy, 

neuroscience and computer science, a new field of cognitive sciences, and later cognitive neuroscience 

was born. Frameworks of cognition were affected by information processing theories (Broadbent, 1958; 

G. A. Miller, 1956), and an increased focus on automatic and controlled processes (Schneider & Shiffrin, 

1977; Shiffrin & Schneider, 1977). A conceptual shift from feedforward-based information processing 

mechanisms to a combination of feedforward and feedback mechanisms, including attentional filters or 

biases, led to a distinction between bottom-up and top-down information processing to allow for 

cognitive flexibility (Gratton et al., 2018). Early definitions of cognitive control included control over 

selective attention (Posner & Presti, 1987), working memory and attentional processes (Baddeley & 

Hitch, 1974; Engle & Kane, 2003), or defined cognitive control in the context of a supervisory attentional 

system (Norman & Shallice, 1986). The development and digitization of the electroencephalogram 

(EEG), together with major advances in brain imaging techniques in the 1970s and beyond allowed a 
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surge of new material to shape cognitive control frameworks, such as an increased focus on the brain 

and nervous system. Today, the field of cognitive neuroscience is in rapid expansion, taking advantage of 

newer brain imaging methods as well as machine learning approaches and artificial intelligence to bridge 

the gap between the brain and cognition.  

 Gratton (2018) proposes five general processing steps that are commonly represented in many 

frameworks for cognitive control: 1) Generation and representation of task goals and the ability to 

access these when needed, 2) goal selection or attention biasing, 3) task sets, 4) monitoring, and 5) 

inhibition and interference control. Others have argued for similar (Banich, 2009; Ullsperger et al., 2014) 

or more mechanistic accounts (Verbruggen et al., 2014b). Although many of these processing steps are 

commonly agreed upon, frameworks for cognitive control use different partitioning schemes and 

terminology to explain how such processing steps lead to flexible control. Specifically, frameworks may 

vary in their relative focus on working memory (Curtis & D’Esposito, 2003), attention (Corbetta & 

Shulman, 2002; Shulman et al., 2009) and conflict (Botvinick et al., 2001, 2004; J. D. Cohen et al., 2000). 

Others focus on the specific sub-functions itself that comprise cognitive control (Miyake et al., 2000), 

while other attempts have been made to partition cognitive control in the temporal domain (Braver, 

2012). The difference in terminology and structure of such frameworks make it difficult to integrate 

them, although they might share some commonalities in the underlying processes they try to explain. 

However, such frameworks can be useful on their own by facilitating the understanding of complex 

control processes and their neurophysiological correlates, by anchoring them to theoretical construct of 

cognitive control. 

Two prominent frameworks in the field of cognitive control today is the unity/diversity (UD) 

framework (Friedman & Miyake, 2017; Miyake et al., 2000; Miyake & Friedman, 2012) and the dual 

mechanisms of control (DMC) framework (Braver, 2012; Braver et al., 2008; Chiew & Braver, 2017). In 

the UD framework, cognitive control arises from a set of general-purpose control mechanisms, referred 

to as executive functions, that modulates lower-level cognitive sub-processes to facilitate and regulate 

human cognition. In a seminal study by Miyake et al. (2000), a latent-variable approach was used to 

investigate the relationship between different EFs. Specifically, the focus was on three main EFs: 

updating, shifting, and inhibition. Here, updating refers to monitoring and updating of working memory 

content, shifting refers to the flexible alternation between tasks, and inhibition refers to the deliberate 

override of a dominant or prepotent response (Miyake & Friedman, 2012). Different tasks targeting the 

same EF (e.g., the stop-signal task, the anti-saccade task and the Stroop task all target the EF inhibition) 
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are used to extract what is common across tasks to get a measure of the latent variable. In their original 

study (Miyake et al., 2000), it was found that these three latent variable EFs are all moderately 

correlated with each other, and that each contributed (albeit differently) to all the different cognitive 

tasks. This indicates that there is some unity, as well as diversity in the EFs, suggesting that cognitive 

control is not a completely unitary ability (Figure 1A).  

Individual differences in the performance on each EF task can be decomposed into what is 

common across all three EFs (updating, shifting and inhibition) and what is specific to that particular EF 

(Miyake & Friedman, 2012). More recent investigations have revealed that while there seems to be 

evidence for specific shifting and updating abilities, variance in inhibition can be explained entirely by 

the unity in these EFs, referred to as a Common EF factor (Figure 1B). The shifting-specific ability is 

thought to reflect flexibility in transitioning between task sets, and the updating-specific ability reflects 

gating of information and/or retrieval from long-term memory. It has been suggested that the common 

EF factor represents the ability to actively maintain task goals and goal-related information, and thereby 

Figure 1. Overview of the factor analysis result underlying the Unity and 
Diversity framework. A) Unity and diversity in EFs as originally proposed 
in the UD framework in Miyake et al. (2000). B) Unity and diversity in EFs 
represented by a Common EF factor, and an updating- and shifting-
specific factor. Reprinted with permission from Miyake, A., & Friedman, 
N. P. (2012). The nature and organization of individual differences in 
executive functions: Four general conclusions. Current directions in 
psychological science, 21(1), 8-14. 
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bias lower-level processing (Miyake & Friedman, 2012). Although this ability is important in a wide 

variety of different EFs, it might also be that the Common EF factor reflects abilities especially important 

for inhibition. However, whether this implies that inhibition can be reduced to the maintenance of goals 

and the biasing of lower-level processing to achieve such goals, or that inhibition is an ability in itself 

that just relies more heavily on these processes, is not certain (Miyake & Friedman, 2012).  

Supporting evidence for the unity and diversity of EFs comes from genetic research, which has 

shown that overall, the heritability of the common EF is high, but the different EFs also show specific 

genetic contributions (Y. Chen et al., 2020; Engelhardt et al., 2015; Friedman et al., 2008). Further, the 

relationship between EFs and other neuropsychological measures as well as IQ differs between different 

EFs (Friedman et al., 2006). Further support comes from a recent study utilizing multivoxel pattern 

analysis which found that tasks targeting inhibition, updating and shifting were also associated with 

activity in common regions in the brain (He et al., 2021). Importantly, the approach also revealed that 

the EFs were encoded by distinct neural representations, supporting the diversity between them (He et 

al., 2021). Although the UD framework has gained a lot of support, it has also been criticized, both based 

on methodological grounds and replicability of factor analyses (Gignac & Kretzschmar, 2017; Karr et al., 

2018) as well as the construct validity of EFs (Rey-Mermet et al., 2018, 2019).  

Another functional decomposition of cognitive control is in terms of its temporal dynamics, 

which is the basis of the DMC framework (Braver, 2012). The DMC account was originally postulated to 

explain how control processes explain variation in working memory function (Braver et al., 2008), and 

how the distinction between proactive and reactive control processes could explain sources of working 

memory variation between task or situations, neural dysfunction, and individual differences. Proactive 

control refers to control processes initiated by the expectation of an upcoming cognitively demanding 

event, to bias lower-level processing such as attention, perception, and action systems in a goal-directed 

manner. Reactive control, on the other hand, is recruited after the detection of the event itself, and is 

thought to reflect a bottom-up recruitment of attentional processes. The implementation of cognitive 

control is thought to arise from the interplay between the two temporal modes of control, proactive and 

reactive control, which acts on a temporal continuum to facilitate efficient action control and goal-

directed behavior. 

Proactive and reactive control are thought to reflect two semi-independent systems that may be 

engaged simultaneously to facilitate efficient control. However, Braver (2012) suggests that the 

tendency to adopt one strategy over another is dependent on both intra-individual, inter-individual, as 
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well as showing between-group differences. Intra-individual variation is evident when situational or task 

demands lead to the preference of one strategy over the other. For example, reward motivation yields a 

more proactive task strategy (Qiao et al., 2018), although in some cases reward can also boost reactive 

task strategies (Boehler et al., 2014). Furthermore, strong expectations of an upcoming interfering event 

tend to lead to the recruitment of proactive control processes, while reactive control processes are 

more likely to be recruited when expectancy is low (Burgess & Braver, 2010). While such changes in 

context affect situational control mode preferences, individuals can also show more stable tendencies to 

rely on one strategy over another. Proactive control is thought to be dependent on the ability to actively 

maintain goal-related information in preparation for an upcoming task, as well as evaluating the 

cost/benefits of the chosen control strategy for optimal task performance. Thus, the tendency to adopt 

a proactive or reactive task strategy will also depend on more stable inter-individual differences related 

to working memory capacity, fluid intelligence, and affect-related traits (Braver, 2012), which could also 

be related to inter-individual differences at the neural level.  

Importantly, the aforementioned frameworks are not necessarily mutually exclusive, although 

their partitioning schemes differ. Indeed, Friedman and Miyake (2017) suggests that both the Common 

EF and proactive control reflects the ability to actively maintain task goals and goal-related information, 

and that the Common EF is related to stable biases in the balance between proactive and reactive 

control. Another, perhaps more common way of thinking of the two frameworks in an integrated 

manner in the literature is to think of proactive and reactive control strategies as working on the specific 

sub-functions as suggested by Miyake et al. (2000). Thus, inhibition, updating and shifting can 

themselves be partitioned in the temporal domain, as governed by proactive and reactive control 

processes (Aron, 2011; Bugg & Braver, 2016; Wiemers & Redick, 2018).  

Both the UD and the DMC frameworks have had a major influence on cognitive control research 

and serve as plausible conceptual starting points when investigating cognitive control. The partitioning 

of cognitive control in the temporal domain and at the level of sub-functions is an important step 

towards removing the need to refer to an overarching controller of cognitive functions, a so-called 

control homunculus, when studying cognitive control (Botvinick et al., 2001; Logie, 2016; Verbruggen et 

al., 2014b). However, the partitioning of cognitive control into sub-functions is only helpful if the 

substrates themselves are not treated as separate control homunculi (Verbruggen et al., 2014b). One 

important part of diminishing such homunculi is to discern how these control processes are recruited 

and facilitated at the neural level.  
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1.2 Neural correlates of cognitive control 

In the 19th century, advances of the understanding of the cerebral cortex together with case lesion 

studies showing discrete cognitive deficits (although not always consistent) led to the idea that higher-

order cognitive functions was functionally located to the frontal lobes (Benton, 1991). Indeed, for a long 

time these functions were simply referred to as frontal lobe functions. One striking example is that of 

Phineas Gage, who during a work accident got an iron bar thrusted through his head, leaving an over 6 

mm large whole in the scull, most likely severing much of his left PFC. Gage survived, but with a 

significantly changed personality. The former dutiful and polite man was now described as somewhat 

flaky and with a tendency for profanities, he “was no longer Gage” (Harlow, 1869).  

Models that anchored specific cognitive control functions to specific neural systems showed a 

rapid increase in number during the 1990s and the beginning of the 21st century, mostly focusing on 

how cognitive control processes enabling top-down bias were allocated to the active maintenance of 

activity patterns in the PFC, together with conflict detection in the anterior midcingulate cortex (aMCC)1 

(Barch et al., 1997; Botvinick et al., 2001; J. D. Cohen et al., 2000; E. K. Miller & Cohen, 2001). Even 

today, the PFC is central in many frameworks for cognitive control (Friedman & Robbins, 2021), and 

both the UD and the DMC framework have specific hypotheses about associated neural underpinnings 

in the PFC.  Recently, more advanced neuroimaging and statistical methods have initiated a shift 

towards a domain-general systems and networks approach, shifting the focus from the PFC alone to the 

cortex and the brain as a whole (Hampshire & Sharp, 2015; Mirabella, 2014). However, a domain-

general vs modular approach is not necessarily evidence for the unity and diversity of cognitive control, 

respectively, but rather reflects the idea that cognitive control and its sub-functions are broad 

constructs that might be more likely to emerge from the dynamic interaction between many different 

brain regions or networks (Eisenreich et al., 2016; Gratton et al., 2018). Nonetheless, the identification 

of neural correlates associated with core sub-functions of cognitive control is in no doubt important to 

understand the complex dynamics of cognitive control. 

 

 
1 The midcingulate cortex is a heterogenous structure consisting of the anterior cingulate cortex (ACC), the 
midcingulate cortex (MCC) and the posterior cortex. Although some studies of conflict monitoring and systems for 
action monitoring often refer to the ACC or the dorsal ACC (e.g., Botvinick et al., 2004), parcellations of the 
cingulate cortex rather suggests that these regions better corresponds to the (anterior) MCC (Ullsperger et al., 
2014; Vogt, 2016; Vogt et al., 2003). The current thesis will use the terminology aMCC in line with current advances 
of the cingulate cortex function (Vogt, 2016).  
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1.2.1 The frontal lobe and PFC organization.  

The frontal lobe constitutes about one third of the entire human cerebral cortex, and is separated from 

the parietal lobe by the central sulcus, and from the temporal lobes by the lateral fissure. The PFC is 

anatomically defined as the part of the frontal lobe in front of the primary and secondary motor areas, 

and consists of the lateral PFC, the ventromedial PFC, the frontal pole, and the medial frontal cortex. 

The human frontal lobe shows tremendous connections both to other cortical and sub-cortical regions 

of the brain (i.e., motor, visual, basal ganglia), as well as within the frontal lobe itself, with the largest 

portion of inputs coming from the thalamus, which relays inputs from the sensory domains (Fuster, 

2015). Thus, the frontal lobe and the PFC seem well equipped to handle the complexity of cognitive 

control processes, in concert with other regions of the brain such as the parietal cortex, the cingulate 

cortex, as well as the basal ganglia. Today, there is increased focus on wide-spread networks spanning 

the entire human cortex (Barton & Venditti, 2013), and how such systems interact to facilitate efficient 

cognitive control (Duncan, 2010; Hampshire & Sharp, 2015; Menon & D’Esposito, 2021; Mirabella, 

2014). 

 

1.2.2 Neural correlates of cognitive control in the UD and DMC frameworks.  

Both the UD and the DMC frameworks are associated with specific predictions about the neural activity 

underlying cognitive control. In both frameworks, cognitive control is implemented via PFC-basal ganglia 

networks, mediated by activity in the dopaminergic system, and with connections to the posterior 

cortex (Braver, 2012; Miyake & Friedman, 2012). In the UD framework, the goal-relevant information is 

maintained in the PFC to bias lower-level processes through the posterior cortex. Information in the PFC 

is dependent on a flexible-gating mechanism via the basal ganglia (BA) and the dopaminergic (DA) 

systems. Importantly, this PFC-BA-DA model entails different activity patterns for the different EFs 

(Miyake & Friedman, 2012). Specifically, the common EF would be associated with strong and sustained 

activation in the PFC, together with strong connections to the posterior cortex, to enable active 

maintenance of goal-related information and top-down biasing of lower-level processes. The shifting-

specific ability would rather be associated with the persistence of these PFC representations after the 

goal-relevant information is no longer relevant, and the updating-specific ability might be associated 

with the dopamine-mediated flexible-gating mechanism in the basal ganglia, allowing new 

representations of task-relevant information to be accessed and maintained in the PFC (Miyake & 
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Friedman, 2012; O’Reilly & Frank, 2006). In the DMC framework, proactive control is associated with 

sustained activity in the lateral regions of the PFC to enable active maintenance of task-relevant 

information. The sustained activation of these task-relevant representations is enabled by a flexible 

gating-signal governed by the dopaminergic system during the detection and presentation of the cues 

signaling an upcoming likelihood of an interfering event. Reactive control is, on the other hand, 

associated with transient activity in the lateral PFC, together with contributions from a wide network of 

regions. Importantly, this transient activation of the PFC is triggered by bottom-up activation of task-

goals (Braver, 2012), such as conflict-monitoring implemented by the aMCC (Botvinick et al., 2001, 2004) 

that conveys the detection of conflict to relevant control systems, which then modulates their influence 

on the current information processing stream (Botvinick et al., 2001).  

Although both frameworks are based on specific predictions of the PFC-BA-DA models, the 

neuroanatomical support for such activation patterns are a bit more difficult to detangle. Evidence for 

the unity of EFs comes from research finding that some parts of the PFC are consistently activated 

during a wide range of executive functions (Cieslik et al., 2015; He et al., 2021). Indeed, if the Common 

EF represents abilities reflected in cognitive control in general, similar activations across tasks might 

reflect common neural correlates of the Common EF. Previous research has suggested that cognitive 

control indeed is associated with domain-general activation patterns, such that a wide variety of 

cognitive tasks activate the same regions (Hampshire & Sharp, 2015; Wu et al., 2020). Research has also 

consistently found that different tasks activate specific regions of the cortex (reviewed in Friedman & 

Robbins, 2021), indicating that also diversity in cognitive control is evident at the neural level. However, 

as cognitive control by definition biases lower-level processing such as sensory and motor processes, 

then both differences and similarities across task activations might be due to differences and similarities 

in these lower-level processes. Recent research has sought to resolve such problems using data-driven 

multivariate pattern analysis and multimodal imaging. Indeed, these studies find evidence for both 

distinct neural representations specific to the different cognitive tasks, as well as common activation 

patterns across tasks (He et al., 2021; Lerman-Sinkoff et al., 2017), indicating that unity and diversity are 

found at both the behavioral and neural level.  

Several studies indicate that a broad range of cognitive tasks are supported by activity in several 

PFC regions, supporting the idea of a multiple demand cortex (MDC), where regions spanning the mid-

dorsolateral and mid-ventrolateral cortex as well as the aMCC are recruited for many different cognitive 

demands (Duncan & Owen, 2000). Specifically, the activity in these regions reflects selective and 
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adaptive coding of information relevant to the task at hand (Duncan, 2010; Duncan & Owen, 2000). 

Different connectivity patterns between regions suggests both the existence of several distinct 

networks, as well as functional specialization within the MDC (Camilleri et al., 2018; Erika-Florence et al., 

2014; Hampshire & Sharp, 2015). Others argue for a modular perspective, where specific regions in the 

PFC are associated with specific control processes (Aron, 2011; Botvinick et al., 2001). Then again, some 

have argued that there is no specific region or networks that enable cognitive control, but rather that 

cognitive control is an emergent property from widespread network processing in the brain (Eisenreich 

et al., 2016; Zink et al., 2021). 

The MDC assumes that both proactive and reactive control modes are dependent on the same 

networks but involve different activity states and temporality. Specifically, when an interfering event is 

expected, MDC enters a stable state of low activation that enables top-down potentiation of relevant 

sensorimotor areas. When the interfering event is detected, reactive control is implemented via 

increased activity in both the MDC and the sensorimotor areas (Duncan, 2010; Hampshire & Sharp, 

2015). Neuroimaging research indicates that proactive and reactive control are associated with both 

distinct regions of the brain as well as overlapping networks (van Belle et al., 2014; F. Zhang & Iwaki, 

2019). The interpretation of such findings is complicated by the fast timescale such control processes act 

on at the single-trial level, which might not be accessible via fMRI alone. Evidence from EEG has shown 

that stimulus-locked event-related potentials (ERPs) such as the N2 and P3 are subjective to 

modulations of cognitive control (Huster et al., 2013). For example, the N2 has been shown to attenuate 

with increasing proactive control demands (Nieuwenhuis et al., 2003; Ramautar et al., 2004), indicating 

that proactive control facilitates processes occurring after the detection of the interfering event itself. 

Other lines of research have found distinct ERP signatures associated with proactive and reactive control 

modes (Langford et al., 2016; Schevernels et al., 2015). However, while fMRI research is limited in its 

ability to temporally dissociate proactive and reactive control processes at the single-trial level, EEG 

research is limited by a spatial resolution that cannot dissociate distinct nearby lying regions’ 

contribution to cognitive control. Whether proactive and reactive control rely on the same or distinct 

underlying mechanisms is not yet certain. Furthermore, it seems likely that these two modes of control 

interact to facilitate efficient control, but how this interaction is facilitated at the neural level is not yet 

clear.   
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1.2.3 FM-theta as a neural marker of cognitive control.  

Another electrophysiological feature associated with cognitive control is frontal-midline theta (FM-

theta). FM-theta activity can be defined as oscillating activity with a frequency between 4-8 Hz 

measured at fronto-central scalp electrodes. Specifically, FM-theta activity has been associated with a 

system for action monitoring situated in the PFC and the aMCC (Huster et al., 2013; Myers et al., 2021). 

FM-theta activity is thought to reflect a general mechanism of cognitive control, and is associated with a 

wide variety of executive functions, such as working memory (Maurer et al., 2015; Zakrzewska & 

Brzezicka, 2014), task switching (Cooper et al., 2019), and response inhibition (Dippel et al., 2017; Huster 

et al., 2013). Often, FM-theta activity is associated with a reactive control process, and has been 

suggested to reflect a generic control mechanism during novelty, conflict, and error (Cavanagh et al., 

2012; Cavanagh & Frank, 2014; M. X. Cohen & Donner, 2013). This has been supported by the fact that a 

large variety of stimulus- and response-locked event related potentials (ERPs), such as the mismatch and 

control-related N2, the error-related negativity and the feedback-related negativity, are all thought to 

be a reflection of underlying theta dynamics (Cavanagh et al., 2012). Indeed, the strong association 

between theta activity and cognitive processes in the PFC has led to FM-theta activity being coined a 

theta lingua franca for action monitoring processes (Cavanagh et al., 2012). 

Recent research indicates that FM-theta activity is also associated with proactive control 

processes (Cooper et al., 2015; Dippel et al., 2017). For example, FM-theta activity elicited by an 

informative cue has been found to be associated with reaction times in a cued task-switching task 

(Cooper et al., 2019) and the probability of a stop-signal in a stop-signal task (Chang et al., 2017). 

Furthermore, FM-theta activity increases prior to difficult tasks compared to easy tasks (Cooper et al., 

2017, 2019; Loof et al., 2019), indicating that FM-theta activity prior to a cognitively demanding event 

reflects preparation for the upcoming task.  

 The putative association between FM-theta activity and proactive control is supported by the 

fact that lower frequencies, such as theta band activity, reflect inter-regional communication in the 

brain necessary for functional integration of information, as is necessary for top-down processing 

(Cavanagh & Frank, 2014; Stein et al., 2000). How the control processes reflected in theta activations are 

biologically relayed to necessary motor and sensory systems is not yet certain. Some evidence suggest 

that neural populations oscillating at the same frequency with a given phase give rise to temporal 

windows of information transmission (Buzsáki & Draguhn, 2004; Fries, 2005). In this way, neuronal 

oscillations enable flexible and effective communication evident through coherence pattern among 
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groups of neurons (Fries, 2005). Hence, increase in FM-theta power (and phase synchronization) both in 

anticipation of, and after cognitively interfering events might provide a temporal window for organizing 

neuronal mechanisms or communicating neuronal responses to meet cognitive demands (Cavanagh & 

Frank, 2014). 

 

1.3 Proactive and reactive control of response inhibition 

Response inhibition can be defined as the ability to suppress or cancel a routine, prepotent, or already 

initiated motor action (Hampshire & Sharp, 2015), and might be especially important for efficient 

cognitive control (Miyake et al., 2000). Impairments in response inhibition are seen in a wide variety of 

psychological and neurological disorders, such as ADHD, substance abuse, schizophrenia, and 

Parkinson’s disease (Fillmore & Rush, 2002; Hughes et al., 2012; Monterosso et al., 2005; van den 

Wildenberg et al., 2006; Wodka et al., 2007), indicating the importance of response inhibition for 

optimal daily life function. Response inhibition is often used as a proxy measure for other more covert or 

abstract forms of inhibition, such as inhibition of thoughts, emotions, and memories (Aron, 2007; 

Miyake et al., 2000). The temporal partitioning of cognitive control has also been extended to response 

inhibition (Aron, 2011; Braver, 2012). Here, proactive control of inhibition refers to the preparation to 

inhibit a response following the expectation of an upcoming signal to stop. Reactive control of response 

inhibition, on the other hand, refers to the transiently activated control processes elicited by the 

detection of the stop-signal itself. Thus, proactive and reactive control processes work on a temporal 

continuum to facilitate efficient response inhibition. In this respect, response inhibition in the present 

thesis is defined in a broader context than the often synonymously used term outright stopping, which is 

often used to describe the specific suppression or inhibition of an initiated action. Here, response 

inhibition is also defined in terms of the series of processes leading to such outright stopping, including 

signal detection, response preparation and interference control, and how such processes is governed by 

proactive and reactive control processes. 

 

1.3.1. Measuring response inhibition.  

Response inhibition is commonly measured by the stop-signal task (SST) and the go/no-go task (GNGT). 

In the GNGT, participants are presented with stimuli (e.g., a green arrow pointing left), and are 

instructed to respond with the corresponding hand (go trial). On a minority of trials, the arrow is 
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presented in a different color (e.g., blue), signaling to the participants that they are not supposed to 

make a response (no-go trial). Because the no-go trials are presented at a lower frequency than the go 

trials, participants develop a prepotent tendency to respond, and must inhibit this tendency when the 

arrow is blue instead of green. Response inhibition abilities can be measured as the percentage of 

accurately withheld responses on the no-go trials. As the GNGT does not require the inhibition of an 

already initiated response, some have argued that the GNGT rather reflects response selection more 

than response inhibition per se (Littman & Takács, 2017; Raud et al., 2020b). This is further supported by 

studies showing that response inhibition assessed by the GNGT and the SST show somewhat different 

neural network activity (Cieslik et al., 2015; Swick et al., 2011). 

The SST is similar to the GNGT, but in the SST each trial requiring inhibition consists of a go 

stimulus (i.e., the green arrow) followed by a stop stimulus (the blue arrow). In this way, the response is 

already initiated (elicited by the go signal) when the participants are instructed to withhold their 

response (i.e., at the onset of the stop-signal). The delay between the go stimulus onset and the stop 

stimulus onset (stop-signal delay; SSD), is often varied dynamically, such that the delay decreases after 

an unsuccessful stop trial and increases after a successful one. As the difficulty of inhibiting a response 

increases with longer delays, this dynamical staircase tracking of the SSD normally ensures a stop-trial 

accuracy of about 50%. The SST enables calculating the stop-signal reaction time (SSRT), a measure of 

the stopping latency. This estimation is based on a conceptual horse race model (Band et al., 2003; 

Logan & Cowan, 1984). Here, the response inhibition process is conceptualized as a horse race between 

two independent runners: a go-runner, elicited at the go-signal onset, and a stop-runner, elicited at the 

stop-signal onset. If the go-runner finishes first, the response is executed (unsuccessful stop trial). If the 

stop-runner finishes first, the go response is successfully inhibited (successful stop trial). Varying the SSD 

thus varies the head start of the go-runner, making it more or less likely that the response will be 

successfully inhibited. The SSRT is estimated based on the relationship between the go trial reaction 

time (go-RT), the SSD, and the probability of responding on a stop trial.  

The SST is easily adapted to explicitly modulate proactive control, for example by varying the 

frequency of the stop trials between blocks or experiments. An increasingly more common method is to 

add cues prior to the go-signal that explicitly tell the participant the probability of an upcoming stop-

signal. The assumption is that participants will recruit more proactive strategies if the probability of an 

upcoming stop-trial is high, and likewise less proactive strategies if the probability of an upcoming stop-

trial is low. This manipulation has the advantage that the degree of proactive control should vary as a 
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function of the probability of an upcoming stop-trial, and thus the proactive control engagement can be 

assessed by comparing conditions of high and low stop-trial probability. A variant of this approach is the 

stop-signal anticipation task (SSAT), which requires one to stop a moving bar before it reaches a set 

point (go trial) or when the bar is stopped on its own (stop trials). In this task as well, proactive control is 

modulated by informing the participants of the likelihood that the bar will stop on its own. Modulations 

of proactive control usually lead to increased reaction times in go trials (Albares et al., 2014; Verbruggen 

& Logan, 2009; Zandbelt & Vink, 2010), which is interpreted as a proactive adjustment of behavior.  

 

1.3.2 Neural correlates of response inhibition: evidence from fMRI.  

Response inhibition is commonly associated with activity in a right-lateralized network, including the 

right inferior frontal gyrus (IFG) and the pre-supplementary motor area (pre-SMA), as well as activity in 

the right inferior parietal cortex (IPC), right insula, and the aMCC (Aron et al., 2014; Cieslik et al., 2015; 

Levy & Wagner, 2011; van Belle et al., 2014). Assumingly, reactive response inhibition is implemented 

specifically by regions such as the rIFG and pre-SMA, which together modulate basal ganglia pathways 

through the so-called hyper-direct pathway (Aron et al., 2016; Cai et al., 2019; W. Chen et al., 2020). 

Although it has been speculated whether conditions of proactive control may lead to different pathways 

being utilized (i.e., the indirect pathway through both the subthalamic nucleus (STN) and the striatum) 

(Criaud et al., 2021; Jahfari et al., 2012; F. Zhang & Iwaki, 2019), research on the exact cortical 

contributions to proactive control remains inconclusive.  Contrasting fMRI activations during conditions 

of go-trials where the probability of a stop-signal is high (uncertain go-trials) with go-trials where the 

probability of a stop-signal is zero (certain go-trials) has revealed that many of the same regions 

activated during reactive inhibition are also activated during conditions of proactive control. Since go-

trials do not include a stop-signal, such activations have been interpreted as reflecting an early 

activation of the stopping network, perhaps to facilitate efficient inhibition (Chikazoe et al., 2009; Jaffard 

et al., 2008; Meyer & Bucci, 2016). However, a meta-analysis based on the SSAT revealed that proactive 

and reactive control of inhibition recruit both common and distinct neural networks across the cortex 

(van Belle et al., 2014), indicating that there is at least some functional dissociation of proactive and 

reactive control at the neural source level. Specifically, proactive control was uniquely associated with a 

network consisting of the superior parietal lobe, the dorsal premotor cortex, and the left putamen, 

while reactive control was uniquely associated with two right-lateralized fronto-parietal networks. 
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Networks common to both proactive and reactive control overlapped in the frontal lobe, and specifically 

in the left and right middle frontal gyrus (van Belle et al., 2014).  

At least two issues arise from comparing certain go-trials with uncertain go-trials when looking 

at proactive control of inhibition. First, one assumes that the certain go-trials are free of proactive 

control, and that certain and uncertain go-trials are equal except the involvement of proactive control, 

an assumption that might not be true. For example, it seems plausible that proactive processes interact 

with both response initiation as well as conflict monitoring and updating processes as a result of the 

unfulfilled expectation of an upcoming stop-signal. Indeed, Zandbelt and colleagues (2013) found that 

the effect of stop-signal probability on go-trial activity was in fact larger during the go-stimulus and 

response period than during the cue period in the right IPC, right IFG, and the right middle frontal gyrus 

(MFG), indicating that activity associated with proactive control can be functionally dissociated into 

several temporally distinct components (Zandbelt et al., 2013). Second, as there are no stop-trials in the 

certain go condition, these paradigms only allow the investigation of the effect of proactive control on 

go-trial activity, a trial type where no reactive inhibition is thought to take place. That is, the contrast of 

certain versus uncertain go-trials does not allow the investigation of the effect of proactive control on 

inhibition itself; i.e., how proactive control interacts with reactive processes elicited by the detection of 

the stop-signal.  

By varying the degree of uncertainty, for example by including several conditions with different 

stop-signal probabilities, it is possible to investigate the effect of increasing proactive control on go-trial 

activity. Here, it has been found that when comparing go-trials with different levels of uncertainty, not 

all the regions implicated in response inhibition show similar activity modulations during increasing 

proactive control (Leunissen et al., 2016; Zandbelt et al., 2013). This indicates that there is some degree 

of functional specialization within the stopping network. Importantly, such parametric modulations of 

stop-signal probability also allow the investigation of proactive control on stop-trial activity directly, as 

the paradigm includes stop-trials with varying degrees of stop-signal probability. Contrasting conditions 

inducing high and low proactive control in the context of reactive stopping, Leunissen and colleagues 

(2016) found that activity in the caudate increased with higher levels of proactive control, while activity 

in the STN decreased. In another study, effective connectivity analyses revealed that higher proactive 

control, as induced by a probability cue (probability of an upcoming stop-signal was zero, low, or high), 

led to decreased reactive control processes and weaker fronto-subcortical projections (Jahfari et al., 

2012). The difference in activity between stop trials with low and high degree of stop-signal probability 
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may reflect heightened proactive control, but also interaction effects between proactive and reactive 

control processes that can take place both prior to, and after the onset of the stop-signal. For example, 

research suggests that increased proactive control may facilitate more efficient inhibition by increasing 

response thresholds in advance (Verbruggen & Logan, 2009). Others have suggested that in certain 

contexts, much of the top-down control in response inhibition takes place before the stop-signal is 

presented (Elchlepp et al., 2016), which in extreme situations might even make reactive control of 

inhibition unnecessary for successful inhibition, in line with accounts of a prepared inhibitory reflex 

(Verbruggen et al., 2014a)    

 

1.3.2.1 Modular and domain-general approaches. The exact functional contributions of the regions 

involved in response inhibition have been an issue of debate. Specifically, two main approaches seek to 

explain how response inhibition is facilitated at the cortical level. The modular view has given the rIFG a 

special role in response inhibition, proposing that this region is a core node in a stopping network 

together with the pre-SMA and the STN (Aron, 2006, 2007; Aron et al., 2004; Swann et al., 2012). Here, 

the rIFG is thought to facilitate outright stopping either by modulating basal ganglia pathways directly, 

or through the pre-SMA. Evidence for this theory originates from lesion studies, showing that lesions to 

the rIFG impaired response inhibition, and that the degree of impairment, as measured by the SSRT, was 

correlated with the magnitude of the lesion (Aron et al., 2003). Lesions to other regions did not impair 

response inhibition, indicating that the rIFG was the core node of the stopping network. Further 

evidence comes from fMRI studies, which consistently show rIFG activity during conditions requiring 

response inhibition (Chikazoe et al., 2007; Cieslik et al., 2015; van Belle et al., 2014). This activity has 

been associated with both the SSRT and the probability of successful inhibition (Aron, 2006; Hughes et 

al., 2012; Schaum et al., 2021). Although the pre-SMA has also been implicated in stopping (Cai et al., 

2012; Nachev et al., 2007; Swann et al., 2012), the exact nature of the relationship between the pre-

SMA and the rIFG has been debated (Obeso et al., 2013, 2017). Research suggests that pre-SMA activity 

can even precede that of the rIFG (Swann et al., 2012), thus questioning the hierarchical control of the 

rIFG – pre-SMA – basal ganglia network. According to the modular approach, other regions involved in 

response inhibition, such as the orbitofrontal cortex and the dorsolateral PFC (dlPFC), are important for 

efficient response inhibition, but do not reflect outright stopping per se. Rather, activity in these regions 

during response inhibition might reflect associated functions such as implementation of task rules and 

working memory (Aron et al., 2014).  
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Activity in the rIFG is also evident during proactive control (Swann et al., 2013; van Belle et al., 

2014; Zandbelt et al., 2013). It has been suggested that the rIFG acts as a brake, such that during 

conditions of proactive control, rIFG activity contributes to both braking of prepotent response 

tendencies, as well as outright stopping (Aron, 2011; Wessel et al., 2013). Deep brain electrical 

stimulation  of the rIFG was shown to slow down responding compared to sham stimulation, and this 

effect was larger during uncertain than certain go-trials (Wessel et al., 2013). Another study found that 

the rIFG, pre-SMA, and the STN were all activated by both proactive and reactive inhibition, and that the 

functional connectivity from the IFG to the pre-SMA was modulated by both control modes (F. Zhang & 

Iwaki, 2019). Importantly, proactive and reactive control were associated with distinct fronto-basal 

ganglia pathways (F. Zhang & Iwaki, 2019). However, the modular approach has received several lines of 

criticism, especially focused on the special role of the rIFG in inhibition. Although some argue that the 

rIFG is critical for response inhibition, others have shown that other regions are equally critical. For 

example, in one study, stimulation of the pre-SMA led to shorter SSRTs, while stimulation of the rIFG did 

not affect response inhibition performance (Obeso et al., 2017). Furthermore, lesions to the left IFG also 

seem to impair response inhibition performance (Swick et al., 2008), thus questioning the validity of the 

assumption of a right-lateralized stopping network. Another line of criticism pertains to whether rIFG 

activity actually reflects response inhibition per se. Indeed, rIFG activity is evident during a wide variety 

of cognitive tasks, and it has been suggested that activity in the rIFG during response inhibition rather 

reflects attentional processes associated with the detection of a stop-signal (Erika-Florence et al., 2014; 

Hampshire et al., 2009, 2010). Clearly, the rIFG is important for response inhibition, but whether this 

region is the sole critical region for response inhibition is an issue of recurrent debates (Aron et al., 

2014; Hampshire, 2015; Swick & Chatham, 2014). 

 One reason for such controversy regarding the role of the rIFG in response inhibition might 

stem from the heterogeneous nature of the inferior frontal area and the rIFG itself. Indeed, research has 

found that also surrounding regions such as the anterior insula are associated with autonomic arousal 

related to stopping (Aron et al., 2014), or the detection of behaviorally salient events (Cai et al., 2014). 

Further, the IFJ has been consistently activated during different cognitive control processes (He et al., 

2021; Levy & Wagner, 2011). Importantly, also sub-regions of the rIFG might have varying functional 

roles associated with response inhibition (Boen et al., 2020; Hartwigsen et al., 2019; Verbruggen et al., 

2010), further complicating interpretation of the role of the rIFG in response inhibition.  
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Domain-general approaches in explaining the neural correlates of response inhibition rather 

assume that complex cognitive functions are a result of activity in wide-spread cortical networks, where 

different regions can flexibly adapt to facilitate the task at hand (Duncan, 2010; Hampshire & Sharp, 

2015; Mirabella, 2014; R. Zhang et al., 2017; S. Zhang & Li, 2012), and response inhibition is only one 

task facilitated by such domain-general networks. The MDC consists of specific regions In the PFC and 

parietal cortex, such as the inferior frontal area, the pre-SMA and aMCC, as well as the frontal 

operculum and regions surrounding the intraparietal sulcus (Duncan, 2010). It has been proposed that 

the neural mechanisms enabling response inhibition in the MDC is that of local lateral inhibition and top-

down potentiation (Hampshire & Sharp, 2015). In the stop-signal task, expectation of a stop-signal leads 

to neurons in the MDC entering a stable activity state that facilitate the relevant sensorimotor regions. 

Thus, this top-down biasing of the MDC leads to upregulation of stop-relevant processes, and down-

regulation of non-relevant processes by lateral inhibition. As the go-signal becomes less relevant relative 

to the stop, this leads to slowing of the go trial reaction times. At the detection of the stop-signal, the 

MDC enters a high activity face leading to increased potentiation of relevant stop processes, which 

finally leads to the inhibition of a response (again through lateral inhibition) (Hampshire & Sharp, 2015). 

In this way, activity in MDC facilitates both proactive and reactive control of inhibition.  

Both the modular and domain-general approaches have support in the literature and seem to 

suggest that proactive and reactive control of inhibition is reflected in activity in the same regions, but 

that the same regions may also belong to different functional networks associated with either proactive 

or reactive control. However, fMRI research on proactive and reactive control of response inhibition is 

undoubtedly limited by the temporal resolution of fMRI due to the relatively slow blood oxygen level 

dependent (BOLD) effect. Thus, activity in the same region as reflected in fMRI contrast images might 

not reflect the same processes, as these are temporally dissociated on a scale not accessible by fMRI. 

Indeed, response inhibition at the single trial level is assumed to occur within milliseconds from the 

onset of a stop-signal, and thus dissociating proactive and reactive control processes, as well as 

inhibitory processes from other cognitive processes such as attention, might not be feasible with fMRI.  

 

1.3.3 Electrophysiological correlates.  

Response inhibition is associated with several electrophysiological correlates, both in the time domain 

as well as in the frequency domain (reviewed in Huster et al., 2013). Specifically, response inhibition in 
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the stop-signal task usually elicits a fronto-central negativity peaking around 200 ms post stop-signal 

(stop-N2), as well as a larger positivity peaking around 300 ms post stop with a somewhat wider 

topography (stop-P3). The N2 is especially sensitive to proactive control modulations induced by stop-

signal frequency as well as cueing. It is thought to originate from a midcingulate source and is related to 

oscillatory components in the theta frequency band. FM-theta activity in response inhibition is increased 

in stop-trials compared to go-trials (Lavallee et al., 2014; Nigbur et al., 2011; Yamanaka & Yamamoto, 

2010), and higher activity again is seen in unsuccessful stop-trials (González-Villar et al., 2016). 

Furthermore, stop-trial theta activity is sensitive to both proactive modulations (Dippel et al., 2016, 

2017) and task context beyond frequency manipulations such as stimulus-response mappings (Lavallee 

et al., 2014). The latter is important, as it indicates that theta activity is sensitive to the context of the 

stop-signal, beyond mere novelty.  

Recent research also indicates that FM-theta activity is evident prior to the onset of a stop-

signal, and that this activity has a functional role in proactive control of response inhibition. For 

example, one study found that theta activity prior to the onset of the stop-signal was positively 

correlated with the anticipation of an upcoming stop-signal (Chang et al., 2017), possibly indicating that 

heightened FM-theta activity indicates a proactive preparation of the same mechanisms associated with 

reactive theta. Another recent study investigated how pre-trial FM-theta activity was modulated by the 

nogo-signal frequency in a GNGT (Adelhöfer & Beste, 2020). They found no effect of no-go signal 

frequency on pre-trial theta activity, but pre-trial theta activity was higher before go than no-go trials 

(Adelhöfer & Beste, 2020). As the experimental tasks used in these studies did not include an explicit 

probability cue, such pre-trial effects are hard to interpret. While few studies have investigated the 

effect of cuing on proactive FM-theta activity in a stop-signal task specifically, together with results from 

cued task-switching paradigms (see section 1.2.3 FM-theta as a neural marker of cognitive control) these 

findings indicate that FM-theta activity has an important functional role in both proactive and reactive 

control of inhibition. However, whether proactive FM-theta activity reflects the same underlying neural 

mechanisms as reactive FM-theta activity is not certain. Indeed, one may argue that if proactive and 

reactive inhibition processes are explained by a unitary mechanism, then the corresponding FM-theta 

activity should originate from the same neural generators (Sauseng et al., 2019). 

Attempts to integrate the effects of proactive and reactive control of inhibition may be 

facilitated by the integration of EEG and fMRI data, as these two methods complement each other in 

their high temporal and spatial resolution, respectively. Simultaneous recordings of EEG and fMRI have 
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revealed that reactive inhibition, as reflected in FM-theta activity, is associated with activity in the pre-

SMA, the rIFG, the left MFG and the cingulate gyrus (Ko et al., 2016; Lavallee et al., 2014). Another 

approach is to utilize high-density EEG in combination with source analysis. Such analyses have found 

that reactive FM-theta activity may originate in the superior frontal gyrus (Dippel et al., 2017), or the 

aMCC/ACC (Hong et al., 2020; Huster et al., 2013; Kaiser et al., 2019). Few studies have investigated the 

neural source of proactive FM-theta activity, although it seems as there are some overlapping 

associations between proactive and reactive control also at the neural source level (Adelhöfer & Beste, 

2020). Interestingly, it also seems as though the activity at the neural source level and the FM-theta 

activity vary with no-go signal frequency in a GNGT (Adelhöfer & Beste, 2020; Dippel et al., 2017). 

Together, these results indicate that FM-theta is associated with both proactive and reactive control 

modes, and that the relationship between FM-theta activity and activity at the source level is dependent 

on the degree of proactive control.  

 

1.4 Resting state activity and cognitive control 

Research indicates that FM-theta activity measured at rest is also associated with cognitive control 

(Hermens et al., 2005; Karamacoska et al., 2018; Lansbergen et al., 2007; Pscherer et al., 2019, 2020). 

Resting state activity can be defined as the neural activity present in the absence of any experimental 

task, and is thought to reflect the spontaneous organization and facilitation of sensory, motor and 

cognitive processing (Mantini et al., 2007). Resting state activity is dependent on the underlying 

neuroanatomical structure (Hermundstad et al., 2013; Z. Wang et al., 2013), but could also reflect 

structure, neuronal dynamics, signal transmission delays and noise (Deco et al., 2011). Resting state 

brain activity measured with EEG have been shown to have high intra-individual stability (Näpflin et al., 

2007; Põld et al., 2021), perhaps reflecting some characteristics of brain networks that are specific to the 

individual (Mennes et al., 2010). This is further supported by the fact that individual differences in 

resting EEG activity are associated with genetic factors (Smit et al., 2005) and with stable characteristics 

such as intelligence (Thatcher et al., 2005, 2007), risk-taking behavior (Balconi et al., 2017; Studer et al., 

2013), and impulsivity (Rass et al., 2016). Resting state EEG has also been associated with personality 

traits such as agreeableness and neuroticism (Jach et al., 2020).  

 Research on resting state theta (RS-theta) activity and cognitive control has revealed that theta 

activity measured at rest is associated with better behavioral performance in tasks targeting response 

inhibition (Karamacoska et al., 2018; Lansbergen et al., 2007), working memory (Barkley et al., 2020), as 
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well as reaction times (Hermens et al., 2005; van Dongen-Boomsma et al., 2010). Furthermore, RS-theta 

activity has been associated with better self-reported executive functions (Basharpoor et al., 2019), and 

executive functions in elderly (Finnigan & Robertson, 2011). However, a study investigating the 

relationship between resting state dynamics across several frequency bands and cognitive control 

performance found low support for such a relationship (Gordon et al., 2018). Here, behavioral measures 

from a choice reaction time task, a switching task, an anti-saccade task, and a mental rotation task were 

investigated in relation to resting state power in the alpha, theta, and beta bands, as well as relative 

power ratios between the different bands. The results revealed that none of the resting state frequency 

band estimates were associated with the behavioral performance in the cognitive control tasks (Gordon 

et al., 2018). 

The notion of a relationship between RS-theta and cognitive control performance warrants the 

idea that there might also be a relationship between RS-theta and task-elicited FM-theta activity. 

However, few studies have investigated this specifically. In a couple of studies by Pscherer and 

colleagues, it was found that RS-theta activity was negatively associated with higher conflict-induced 

FM-theta activity and poorer behavioral performance in a GNGT (Pscherer et al., 2019), as well as 

positively associated with conflict-related theta activity in a flanker task, an effect specific to the 

stimulus-related coding (Pscherer et al., 2020). This indicates that RS-theta activity is related to cognitive 

control through task-elicited FM-theta activity. RS-theta activity has also been associated with stimulus-

locked ERPs during cognitive control, such as no-go anteriorization in a cued continuous performance 

task (Schiller et al., 2014) and the conflict-related N2 in response to internally guided decision-making 

(Nakao et al., 2013). As the N2 is thought to reflect the underlying phase-locked FM-theta activity 

(Cavanagh et al., 2012; Huster et al., 2013), this supports that there is a relationship between resting 

state theta and task-elicited FM-theta activity.  

There seems to be even less research focused on the relationship between RS-theta and 

proactive control. In a study by Clements and colleagues (2021), RS-theta was associated with a higher 

congruency effect in a cued flanker task, indicating worse reactive control. Interestingly, RS-theta 

activity was not associated with proactive activity at all, which was rather associated with resting state 

alpha activity (Clements et al., 2021). Another study using neurofeedback (NF) training targeted at the 

upregulation of FM-theta activity found that increased FM-theta activity during the NF training sessions 

led to increased performance in tasks requiring proactive control, but not in tasks requiring more 

reactive control (Enriquez-Geppert et al., 2014), a finding recently replicated in a similar study 
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(Eschmann & Mecklinger, 2021). These NF studies used task theta to estimate an individual NF training 

frequency, as well as using resting state theta activity as a baseline for the NF training. Thus, the effects 

of NF-training on cognitive control might depend on a relationship between task theta and RS-theta. 

Although the evidence is scarce, the putative relationship between RS-theta and task-elicited FM-theta 

during both reactive and proactive control is supported by the associations between RS-theta and task 

performance, as well as the role of FM-theta activity in neural communication and top-down constraints 

of sensory or motor activity (Cavanagh & Frank, 2014; Stein et al., 2000).   

What is the nature of resting state dynamics that might mediate task performance and task 

activity? One possibility is that resting state activity reflects individual differences in baseline activity of 

the underlying neural generators or of the dopaminergic system (Bellucci et al., 2019). During a task 

requiring cognitive control, task-elicited FM-theta activity might be affected by individual differences in 

the ability to modulate or upregulate the neural mechanisms relevant for efficient cognitive control. If 

FM-theta activity reflects surprise, conflict, or a more general need for control (Cavanagh et al., 2012; 

Dippel et al., 2017; Lavallee et al., 2014), high resting state theta activity might reflect a higher baseline 

level or an increased readiness for the task at hand, thus making alarm or control thresholds faster to 

reach. Such a relationship might not necessarily reflect a simple mapping of RS-theta to cognitive control 

but may to some degree reflect the functional capacity of the neural system reflected in FM-theta 

activity during tasks (Deco et al., 2011). Similarly, it has been suggested that resting state activity reflects 

the activity of a limited set of functional networks that are dynamically recruited and modulated during 

tasks (Mantini et al., 2007), such that task-elicited FM-theta activity is a result of a variety of resting 

state dynamics, including, but not limited to, RS-theta, that are recruited on demand. Nevertheless, 

these explanations warrant a putative relationship between resting state theta and task-elicited theta, 

which has not yet been fully investigated. 

 

1.5 Summary 

The reviewed literature indicates that proactive and reactive control is associated with both distinct 

neural networks, as well as common electrophysiological signatures. Specifically, it seems as reactive 

control of response inhibition is associated with activity in a right-lateralized network including the rIFG 

and the pre-SMA. However, how such activity is modulated by proactive control is not yet certain. 

Although research seems to suggest that there is some overlap in the regions associated with proactive 

and reactive control of inhibition, how the activity in these regions is modulated by different degrees of 
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proactive control, and how this shapes efficient response inhibition has remained equivocal. 

Furthermore, FM-theta has been suggested as a neural marker of cognitive control based on its 

association with cognitively interfering events and conflict-induced modulations. However, as a marker 

of cognitive control, FM-theta should also be associated with proactive modes of control. FM-theta 

activity might reflect a need for control both in expectation of, and triggered by, an interfering event, 

and act as a temporal window for communicating this need by top-down constraints on sensory-, motor- 

and cognitive processing. In this regard, FM-theta activity may be a biologically plausible marker of 

mechanisms implementing both proactive and reactive control at the neural level. Additionally, the 

tendency to adopt a proactive or reactive control mode might vary with stable characteristics of the 

individual, possibly reflected in resting state activity. Specifically, resting state theta activity might reflect 

a functional capacity of the underlying neural generator, such that increased RS-theta make control-

processes, as reflected in FM-theta, more readily activated when needed. Although this is supported by 

evidence of a relationship between RS-theta and cognitive control performance, the relationship 

between RS-theta, task-elicited FM-theta, proactive and reactive control has remained equivocal. Thus, 

the current thesis fills a void in the investigation of the neural underpinnings of proactive and reactive 

control in general, with specific focus on response inhibition and FM-theta activity. 
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2. Research Questions 

Based on the reviewed literature, three broad research questions were investigated in the present 

thesis. 

 

2.1 Are the neural mechanisms enacting response inhibition affected by proactive control? 

As suggested by the reviewed literature, the effect of proactive control seems to lead to increased 

activity in some of the regions of the stopping network, although this has mainly been investigated using 

comparisons of certain and uncertain go-trials. It has remained unclear if there is a differential effect of 

proactive control across the stopping network in general, and within sub-regions of the rIFG. The first 

objective of the present thesis was to investigate how activity in regions usually associated with 

response inhibition (i.e., the stopping network) is modulated by varying the degree of proactive control, 

and if different sub-regions of the rIFG are modulated to different degrees. The reason for this objective 

was to confirm that proactive control affects response inhibition processes at the neural level, and to 

pinpoint any functional dissociations in proactive and reactive control processes in the spatial domain.   

 

2.2 Is FM-theta a neural marker of both proactive and reactive control of inhibition? 

FM-theta activity has been coined a theta lingua franca due to its association with a wide variety of 

cognitive control processes. However, FM-theta activity in proactive control processes has only recently 

become a focus of investigation. In the present thesis, it is argued that if FM-theta activity reflects a 

mechanism signaling a general need for control, FM-theta activity should also be evident during, and 

should be modulated by, proactive control processes. The second objective of the thesis was therefore 

to investigate the effect of proactive control on FM-theta activity both during conditions with and 

without an explicit need for reactive inhibition, as well as temporally dissociating FM-theta activity 

associated with proactive control and reactive control. It was hypothesized that FM-theta activity 

associated with proactive and reactive control would rely on the same underlying neural generators as 

reflected in fMRI activity in the stopping network. 
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2.3 Is resting state theta activity associated with task-elicited FM-theta and cognitive control 

performance? 

Proactive and reactive control show intra-individual variation related to personality and other stable 

traits. The focus on resting state, or intrinsic, brain activity for understanding task-elicited neural 

mechanisms is increasing. As resting state brain oscillations might reflect individual differences in the 

underlying anatomical structure and neuronal dynamics that may shape sensory, motor, and cognitive 

processing, there may be individual differences in resting state theta activity associated with cognitive 

control processes. The third research objective sought to investigate the possibility that theta activity 

during rest is associated with how cognitive control processes are implemented at the neural and 

behavioral level across proactive and reactive control modes.  
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3. Brief methodological overview 

The current thesis consists of three research papers, which are based on two different experimental 

studies. In the first study (Paper I and Paper II), simultaneous EEG and fMRI data acquisition was utilized 

in combination with a cued stop-signal task to investigate the spatiotemporal correlates of proactive and 

reactive control of response inhibition. In the second study (Paper III), EEG data was recorded while 

participants performed four different cognitive tasks and a resting state measurement to assess the 

relationship between theta activity at rest and during different modes of control. An overview of the 

different study designs and relevant measures for the specific papers are listed in Table 1. 

 

Table 1. Overview of the three papers included in the thesis. 
 Sample Tasks Modality Key variables 
Study 1 Paper I 27 (39) Cued stop-signal task Behavior 

fMRI 
Reaction times 
Accuracy 
fMRI whole-brain activity 
ROI activity 
PPI estimates 
Brain-behavior correlations 

Paper II 22 (39) Cued stop-signal task Behavior 
fMRI 
EEG 

Reaction times 
Accuracy 
Average FM-theta 
Single-trial FM-theta 
EEG-fMRI joint ICA 

Study 2 Paper III 21 (26) N-back task 
Stroop task 
Standard stop-signal task 
Task-switching task 
Resting state measurement 

Behavior 
EEG 

Reaction times 
FM-theta 
RS-theta 
Brain-behavior correlations 

Note. Overview of the two different studies conducted in the thesis and the different tasks, modalities 

and key variables used in the three different papers. Sample refers to number of participants included in 

the analyses, with total number of recruited participants in parentheses. fMRI = functional magnetic 

resonance imaging, ROI = region of interest, PPI = psycho-physiological interaction, EEG = 

electroencephalography, ICA = independent component analysis, FM-theta = Frontal-midline theta, RS-

theta = resting state theta. 
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3.1 Participants  

The study sample in both of the studies were healthy adults between 18-40 (study 1) or 18-60 (study 2) 

years old. Participants were recruited via social media, posters, and private networks. All participants 

were right-handed and reported no history of neurological or psychological disorders. Paper III is based 

on data collected from a larger neurofeedback (NF) study investigating the effect of EEG-NF targeted at 

the upregulation of FM-theta on cognitive control performance. This protocol included additional tests 

administered in Norwegian. Thus, the second study had an additional requirement of Norwegian as 

mother tongue, while in the first study all test instructions were administered in English and did not 

have such a requirement. Prior to participating in the study, all participants read and signed an informed 

consent form, and were informed that they could withdraw from the study at any time. Participants 

received a compensation of NOK 200 or NOK 500 for their participation in study 1 or study 2, 

respectively. The studies were conducted in accordance with the declaration of Helsinki, and received 

ethical approval from the local ethics committee at the Departments of Psychology, University of Oslo 

(study 1) or from the Regional Committee for Medical and Health Research Ethics in South-Eastern 

Norway (study 2).   

 

3.2 Tasks and measures  

The task used in study 1 was a cued stop-signal task (cues: 0%, 25%, 66%) that modulated the degree of 

proactive control of inhibition by explicitly giving the participants prior information about the likelihood 

of an upcoming stop-signal. While the participants performed this task, simultaneous recordings of EEG 

and fMRI were performed. The tasks used in study 2 were a standard stop-signal task, a Stroop task, an 

n-back task, and a task-switching task. These tasks were chosen to assess different sub-functions of 

cognitive control as suggested in the UD framework (Miyake et al., 2000). Further, study 2 also consisted 

of a resting state measurement, designed to assess the participants resting state activity. While the 

participants performed these tasks and measurements, EEG data was recorded. The analyses in all three 

papers were focused on behavioral measures from the different cognitive tasks utilized in the different 

studies, as well as either fMRI data (Paper I), EEG data (Paper III) or both (Paper II). In the following 

sections, the cognitive functions and the tasks used to assess them are described shortly. However, as 

response inhibition and the SST has already been described in detail (see section 1.3.1. Measuring 

response inhibition), the focus is on working memory and the n-back task, interference control and the 

Stroop task, and set-shifting and the task-switching task. 
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3.2.1 Working memory and the N-back task 

Working memory is the ability to maintain and update a (limited) amount of task-relevant information 

(Baddeley & Hitch, 1974; Shah & Miyake, 1999), and is important for a wide range of daily life functions 

and complex cognitive tasks (Diamond, 2013; Shah & Miyake, 1999). The n-back task is a popular task 

used to assess working memory. The n-back task is a continuous recognition task where the participant 

must decide whether the item presented on the screen is the same item presented n trials before. 

When n = 1, the participant must decide whether the item presented is equal to the item presented the 

trial before. When n increases, the working memory load increases accordingly. For example, when n = 

3, the participant must decide whether the item presented is the same item as that presented 3 trials 

before. This requires maintaining three items in working memory, but also updating the contents of 

these three items at each new trial. Working memory has been associated with activity in the dlPFC 

(Curtis & D’Esposito, 2003; Funahashi, 2006), which seems to increase with increasing working memory 

load (Braver et al., 1997). Working memory has also been associated with FM-theta activity (Gevins et 

al., 1997; Jensen & Tesche, 2002), and this activity has been shown to stem from a midcingulate source 

(Onton et al., 2005). However, the interpretation of FM-theta effects during working memory tasks is 

complicated by the difficulty in separating the maintenance from the retention phase, in addition to 

large individual variability (Maurer et al., 2015) and trial to trial variability in working memory (Onton et 

al., 2005). Furthermore, working memory tasks likely also requires other control processes, such as 

sustained attention and inhibitory control of irrelevant new information (Diamond, 2013; Sauseng et al., 

2010). It has been suggested that FM-theta activity during working memory might reflect the integration 

of information across different brain regions, important both for working memory as well as other 

control processes (Sauseng et al., 2010). 

  

3.2.2 Interference control and the Stroop task 

One of the most well-known and used tasks in psychology is the Stroop task (MacLeod, 1991; Stroop, 

1936), consisting of congruent and incongruent color/word pairings. In the congruent conditions, the 

word and the color of the word matches (i.e., the word “red” written in red). In incongruent conditions, 

there is a mismatch between the word and the color of the word (i.e., the word “red” written in blue). 

The task of the participant is to respond to the color of the word, rather than the word itself. As there is 

a prepotent tendency to respond to the word, incongruent conditions cause interference, and requires 

the suppression of the automatic response to the word to allow for a response to the color instead 



36 
 

(Khng & Lee, 2014). Thus, interference control refers to the ability to suppress distracting stimuli from 

interfering with working memory or motor response operations (Jongen & Jonkman, 2008; Nigg, 2000). 

Such interference is commonly associated with decreased reaction times and associated activity in the 

rIFG, right anterior insula, the aMCC and pre-SMA, as well as FM-theta activity (Hanslmayr et al., 2008; 

Tafuro et al., 2019). Although both interference control and response inhibition rely on inhibitory 

control (Miyake et al., 2000), they seem to reflect two different types, or classes, of cognitive inhibition 

(Khng & Lee, 2014; Nigg, 2000), that rely on partly overlapping, but also distinct networks (Cieslik et al., 

2015). However, the exact nature of the difference between the inhibition in the Stroop task and the SST 

is not yet clear, and may be caused by qualitatively different inhibitory mechanisms, or similar inhibitory 

mechanisms enacted at different levels of the task processing (Khng & Lee, 2014; Verbruggen et al., 

2006).  

 

3.2.3 Set-shifting and the task-switching task 

Set-switching refers to the ability to alternate between different tasks presented sequentially without 

temporal overlap (Strobach et al., 2018). When the same task is repeated (i.e, respond to the shape of 

the stimulus) across several trials, there seems to be a priming effect facilitating task performance. 

However, when the task is switched (i.e, respond to the color of the stimulus) compared to the previous 

trial, the switch cost leads to increased reaction times and decreased performance (e.g., Hyafil et al., 

2009). The ability to switch between tasks is thus dependent on cognitive control processes that 

regulates the task representations, updating of task goals, response selection and monitoring. The 

switch cost may reflect the reconfiguration of these control processes to the new task, although the 

exact nature of the switch cost is not clear. It has been suggested that it may reflect the priming from 

the previous tasks as well as task preparation and task set inhibition (Strobach et al., 2018). Indeed, it 

has been suggested that inhibition is necessary to inhibit the previous task set in favor of the new (Koch 

et al., 2010). Task-switching is associated with activity in the PFC and aMCC (Braver et al., 2003; Hyafil et 

al., 2009), as well as FM-theta activity during both preparation to switch and switching (Cooper et al., 

2017, 2019; McKewen et al., 2020). 
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4. Summary of papers 

 

4.1 Paper I: Strategy switches in proactive inhibitory control and their association with task-general 

and stopping-specific networks. 

Background. Reactive control of inhibition is commonly associated with activity in a predominantly right-

lateralized network, which for example includes the pre-SMA and the rIFG. However, how activity in this 

network is modulated by prior information about the probability of an upcoming stop-signal, 

presumably eliciting proactive control processes, is not yet known. While some research indicates a pre-

activation of the stopping-network (also of the rIFG), others argue against a specific role of the rIFG in 

inhibition. One possible source of such disagreements is the discrepancy in the literature on which parts 

of the inferior frontal area that is involved in response inhibition processes, such as the pars triangularis, 

pars opercularis, or neighboring regions such as the anterior insula.  

Methods. Simultaneous recordings of EEG and fMRI data were utilized together with a cued stop-signal 

task, and Paper I focused on the fMRI data and behavioral measures of response inhibition. Whole-brain 

contrast images as well as a region of interest (ROI) analyses (regions: left insula, pre-SMA, aMCC, right 

insula, right IPC, right MFG, pars opercularis, pars triangularis, striatum) were utilized to assess the 

effect of increasing stop-signal probability on activity in regions traditionally involved in stopping, in 

both go-trials and stop-trials. In addition, brain-behavior correlations were computed to assess the 

relationship between go-RT and ROI activity increases with increasing stop-signal probability. Finally, an 

exploratory psycho-physiological interaction (PPI) analysis was performed to assess the functional 

connectivity between rIFG pars opercularis and the rest of the brain when comparing high vs low stop-

signal probability in go trials and stop trials. 

Results. Increasing stop-signal probability led to increased RTs in the go trials as well as increased stop-

trial accuracy, indicative of strategic proactive control adjustments. Regions traditionally associated with 

response inhibition, such as the pre-SMA and the rIFG pars opercularis, showed increased stop trial 

activity with increasing stop-signal probability, possibly indicating more efficient inhibition. However, 

this activity pattern was not specific to these two regions. Other regions, however, showed a different 

activity pattern, with some showing go trial activity modulations only, indicating a functional 

dissociation within the stopping network. An additional functional dissociation was evident within the 

rIFG itself: while the pars opercularis showed a general stop-activity modulation, the pars triangularis 

showed a more go-specific activity modulation, supported by a significant correlation between the go 
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trial activity difference in this region between the 25% and the 66% conditions and the corresponding 

go-RT difference.  

Conclusion. The results indicate a functional dissociation within the stopping network in response to 

proactive control modulations that is associated with strategic behavioral task adaptions. 

 

4.2 Paper II: Frontal-midline theta reflects different mechanisms associated with proactive and 

reactive control of inhibition. 

Background. Reactive response inhibition is associated with activity in a right-lateralized network as well 

as FM-theta activity. Recent research indicates that FM-theta activity is modulated by proactive control, 

both after the stop-signal is presented, as well as prior to the stop-signal, as for example elicited by a 

probability cue. It is less clear how such cue-locked FM-theta activity is modulated by proactive control, 

and how both cue-locked and target-locked (i.e., go-/stop-locked) activity is associated with behavioral 

performance measures of inhibition. Furthermore, if proactive and reactive inhibition processes are 

explained by a unitary control mechanism, then the corresponding FM-theta activity should originate 

from the same neural generators. However, the relationship between FM-theta activity and activity at 

the source level, and how it is modulated by varying degrees of proactive control, is not yet known. 

Methods. A cued stop-signal task (cues: 0%, 25% and 66%) in combination with simultaneous recordings 

of EEG and fMRI was utilized. FM-theta activity was investigated at three levels: At the trial-average level 

comparing cue-locked and target-locked theta activity in the different trial types, at the single-trial level 

investigating the association between single-trial FM-theta activity and behavioral measures; and at the 

neural source level using a joint ICA analysis to integrate the fMRI and EEG data. Further, FM-theta 

activity was investigated at two time points: during the proactive cue period, and after the target signal, 

which was either the go or stop signal. 

Results. At the trial-average level, there was higher target-locked FM-theta activity in the stop trials than 

in the go trials, and in the 66% condition compared to the 25% condition. However, these differences 

were not evident in cue-locked FM-theta activity. At the single trial level, both higher cue-locked and go-

locked FM-theta activity were associated with shorter reaction times in go trials, while higher stop-

locked FM-theta activity was associated with a lower probability of successful response inhibition in the 

stop trials. This dissociation was also evident at the neural source level, where specific independent 

components related to going, stopping, and cue-associated proactive control were associated with 
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distinct cortical regions. Regarding the stop activity, a specific component emerged reflecting FM-theta 

and originating from a right-lateralized network. In contrast, go activity was associated with activity in 

the cingulate gyrus and the medial frontal gyrus, including the SMA.  

Conclusion. The results indicate that FM-theta activity can be dissociated into several mechanisms 

associated with proactive control, response initiation, and response inhibition processes.  

 

4.3 Paper III: Theta at rest and on task: associations with cognitive control performance.  

Background. FM-theta activity is thought to reflect a general cognitive control process associated with a 

wide variety of cognitive control tasks. Recent research indicates that FM-theta activity measured at rest 

is also associated with cognitive control performance, because it reflects features of an individuals’ 

cognitive control networks. This implies an association between resting state and task-elicited FM-theta 

activity, that could also extend to behavioral measures. However, it is not certain how such a 

relationship might vary between proactive and reactive modes of control and different cognitive control 

sub-functions. 

Methods. Behavioural performance and FM-theta activity were measured during the completion of four 

different cognitive control tasks: the n-back task, the Stroop task, the SST, and the task-switching task. It 

was assumed that these tasks differ in their reliance on predominantly proactive or reactive task 

strategies, such that the SST and the Stroop task relies more on reactive control strategies, while the n-

back task and the task-switching task relies more on proactive control strategies. The association 

between these task measures and resting state theta (RS-theta) activity was analysed with several 

repeated measures ANCOVAs in a Bayesian statistical framework. 

Results. There was no evidence for higher FM-theta activity in conditions with high cognitive load 

compared to the conditions with low cognitive load in the n-back task, the Stroop task, and the task-

switching task. Only in the SST did FM-theta activity show the expected load modulations with higher 

FM-theta activity in stop-trials compared to go-trials. Further, task theta was negatively correlated with 

RTs in the stay-condition in the task-switching task, and the three-back-condition in the n-back task. 

Lastly, there was no evidence for a relationship between RS-theta activity and task-elicited FM-theta 

activity in any of the cognitive control tasks. There was, however, evidence for a negative correlation 

between RS-theta activity and reaction times in the n-back task, such that higher resting state activity 

was associated with shorter reaction times in the three-back condition. 
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Conclusion. The results indicate that the relationship between RS-theta and task-elicited theta is weak. 

However, resting state dynamics may still be associated with task performance during cognitive control. 

Furthermore, the results indicate that although task FM-theta activity clearly is associated with task 

behaviour, the effects of increased cognitive load on behaviour is driven by processes not reflected in 

FM-theta activity.  
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5. Discussion 

The aim of the thesis was to investigate the neural correlates of cognitive control, focusing specifically 

on proactive and reactive control processes in response inhibition. In addition, it was investigated 

whether neural correlates of cognitive control were associated with resting state activity. To these 

means, EEG and fMRI data was recorded together with cognitive tasks measuring different sub-

components of cognitive control. We found that proactive and reactive control of response inhibition 

were associated with distinct spatiotemporal neural correlates that were modulated by stop-signal 

probability (Paper I and Paper II). Increased stop-signal probability in a cued stop-signal task led to a 

proactive slowing of reaction times and increased stop trial accuracy, indicating that the stop-signal 

probability modulations increased proactive control. In Paper I, we showed that such reaction time 

slowing was associated with go-trial activity in specific regions of the stopping network, while other 

regions clearly showed more stopping-specific activity patterns, indicating functional specialization 

within the stopping network. In Paper II, integration of the EEG and fMRI data showed that FM-theta 

activity reflects different mechanisms associated with proactive and reactive control of inhibition. In 

Paper III, it was found that RS-theta activity was associated with specific task behaviour, but not with 

task-elicited FM-theta activity. We did not find support for our hypothesis of a specific relationship 

between RS-theta and proactive and reactive control modes. Overall, these results are summarised in 

three key findings, discussed next. 

 

5.1 Functional heterogeneity of the rIFG during response inhibition 

Two decades of research have consistently associated response inhibition with activity in the rIFG (Aron 

et al., 2004, 2014; Chikazoe et al., 2007, 2009; Yi & Kim, 2020), and the present results are in line with 

such findings. Furthermore, several lines of research have also pointed to the role of the rIFG in 

proactive control of inhibition, either facilitating braking in the likelihood of an upcoming stop-signal 

(Aron, 2011; Wessel et al., 2013), or by top-down control of the basal ganglia (Jahfari et al., 2012). 

Although such consistent findings seem to indicate a clear role of the rIFG in response inhibition, the 

present thesis offers a more nuanced interpretation. Specifically, an interpretation of the current 

findings in the context of both unimodal and multimodal EEG-fMRI assessments as presented here 

indicate that 1) rIFG is a functionally heterogenous region, 2) activity in the rIFG might not reflect 

outright stopping per se, and 3) regions beyond the rIFG are also involved in response inhibition. Thus, 
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the present results are in accordance with a more domain-general account of the rIFG in response 

inhibition.  

 

5.1.1 Activity within rIFG sub-regions varies in response to proactive control modulations.  

Previous reports show that there are dissociable regions within the inferior frontal area that show some 

degree of functional specialisation (Sebastian et al., 2016; Verbruggen et al., 2010), although the exact 

nature of this functional specialisation is unclear. In paper I, we found support for such a functional 

dissociation by showing different effects in the rIFG pars opercularis and pars triangularis during 

proactive control of response inhibition. Specifically, we found that while the pars opercularis showed 

higher activity in the 66% condition compared to the 25% condition in both the go- and stop-trials, the 

pars triangularis showed a more go-specific effect, with significantly higher go-trial activity in the 0% and 

the 66% condition than in the 25% condition, but no stop-trial modulations. Furthermore, the pars 

triangularis was associated with proactive modulations at the behavioural level in terms of correlations 

with go trial RTs, supporting such a dissociation. The results of Paper II are also in line with a functional 

dissociation of the rIFG during response inhibition: although both cue-associated and target-associated 

rIFG activity was evident in the stop component, inspection of the MNI coordinates revealed that the 

cue-associated rIFG activity was in close proximity to the pars opercularis ROI in Paper I, while the 

target-associated activity corresponded to more ventral regions of the rIFG. Overall, these results 

further confirm the role of the rIFG pars opercularis in response inhibition (Aron et al., 2014; Curley et 

al., 2018), here including the proactive preparation to stop. The pars triangularis showed a more go-

specific activity in Paper I, and has been associated with the updating of responses according to current 

task goals or action plans (Lenartowicz et al., 2011). These results highlight the functional heterogeneity 

of the rIFG that should be taken into account when investigating response inhibition in the future.  

 

5.1.2 The nature of rIFG activity during response inhibition.  

A long-lasting debate in the response inhibition literature is whether rIFG activity reflects response 

inhibition per se (i.e., outright stopping), or rather a more general attentional mechanism (e.g., Aron et 

al., 2014; Hampshire, 2015; Swick & Chatham, 2014). For example, Hampshire and colleagues (2010) 

investigated the role of the rIFG in attention and response inhibition by contrasting trials that required 

no overt response, trials that only required a response to a behavioural cue, and trials requiring 
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response inhibition. The results showed that rIFG activity increased in all three of these conditions, 

indicating that the rIFG does not respond to response inhibition demands specifically, but perhaps 

rather to salient cues relevant for the task at hand (Hampshire et al., 2010). Furthermore, Erika-Florence 

and colleagues (2014) showed that rIFG sub-regions did not differ in their response to inhibitory 

demands, indicating that the attentional and inhibitory effects cannot be ascribed to different regions of 

the rIFG. However, as previously discussed (5.1.1. Activity within rIFG-subregions vary in response to 

proactive control modulations), our data support a functional dissociation within the rIFG, at least in 

terms of proactive control of response inhibition.  

Although the present thesis cannot dissociate between attentional and inhibitory effects, the 

results of Paper II do indicate that the rIFG is involved in response inhibition-related activity: the stop-

component, and not the go-component was associated with rIFG activity. Furthermore, this was true for 

both cue-locked and target-locked activity. The added temporal information of the EEG in the joint-ICA 

also contributes to the interpretation of the ROI activity in Paper I: the pars opercularis and the anterior 

insula were the only regions in the right inferior frontal area that showed increased activity with 

increased stop-signal probability, which, together with the stop-component activation in the rIFG, 

indicates that these regions are involved in response inhibition. However, Paper II also showed that rIFG 

activity was evident in one of the proactive components, indicating that such activity does not reflect 

outright stopping, but rather other processes involved in response inhibition, such as proactive 

preparation. The single-trial analyses in Paper II further indicates that the stop-associated rIFG activity 

was not associated with outright stopping. Here, higher stop-locked FM-theta activity was associated 

with a higher probability of an unsuccessful stop-trial, while cue-locked theta activity in the stop-trials 

was not associated with stop-trial outcome. If the rIFG activity associated with FM-theta activity seen in 

the joint-ICA analysis would reflect outright stopping, then one would assume that this activity would 

also be associated with successful inhibition at the single-trial level, but this was not the case, neither for 

cue-locked, nor stop-locked theta activity.  

 It has been suggested that the similar activity patterns evident during stop-trials and ignore-

trials do not reflect attention, but rather is evidence for inhibitory demands in all trials, also trials that 

do not require one to inhibit a response (Waller et al., 2021; Wessel & Aron, 2013, 2017). Indeed, recent 

research has suggested a two-stage model of response inhibition, where the rIFG implements an initial 

inhibitory “pause” response associated with a general attentional capture of all salient events, followed 

by a second stopping-specific “cancel” response that relies on activity in a broader network including the 
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pre-SMA, possibly also giving rise to the fronto-central ERPs and the stop-elicited FM-theta activity (Tatz 

et al., 2021).  

 Neither a pure attentional account, nor the two-stage model described above is entirely 

consistent with the present findings. The attentional account suggests that rIFG activity should be 

modulated by attention. In Paper I, it was found that the rIFG pars opercularis showed increased activity 

with increasing stop-signal probability. Importantly, the pars opercularis ROI used in Paper I closely 

corresponds to that of Hampshire (2015). If this activity would reflect salience or attentional processing, 

one would rather have expected the opposite effect: decreased rIFG activity with increasing stop-signal 

probability due to the stop-signal being relatively less infrequent and less novel. Although this seems to 

contradict the attentional hypothesis, the fMRI results in Paper I cannot dissociate the cue-related and 

stop-related activity during stop-trials. Thus, the increase in activity in the pars opercularis cannot be 

ascribed to stop-locked effects entirely. On the other hand, the two-stage model suggests that rIFG 

activity should be associated with inhibitory attentional demands regardless of trial type. However, this 

was not supported by the joint ICA results in paper II: rIFG activity was only evident during the stop-

component and one of the proactive components, but not the go-component, indicating that rIFG 

activity does not respond to all salient events. Finally, the two-stage model implies that FM-theta 

activity would be a reflection of the cancel response specific to outright stopping. Here, on the other 

hand, we show that FM-theta activity elicited by the stop-signal does not reflect outright stopping per 

se, as increased theta was associated with stronger probability of an unsuccessful stop-trial, suggesting a 

reflection of more general control-related processes. Thus, it seems clear that such models cannot be 

interpreted without considering rIFG heterogeneity, FM-theta multidimensionality, and proactive 

control. 

 

5.1.3 Response inhibition is not exclusively reflected in rIFG activity.  

The long-standing focus on the rIFG in response inhibition has given this region a special role in 

successful inhibition. However, research has also consistently implicated regions such as the insula, left 

IFG, pre-SMA, the IPC and the aMCC in response inhibition, although their contribution to outright 

stopping has often been down-played, especially according to modular approaches focused on the rIFG 

(and to some extent also the pre-SMA). However, domain-general approaches have shifted the focus 

away from specific regions, and rather towards general networks. In Paper I, it was found that the pre-
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SMA, the aMCC, and the right anterior insula, all showed higher stop-trial activity in the 66% condition 

compared to the 25% condition, in addition to the rIFG pars opercularis. This is in line with previous 

research, showing that the pre-SMA, insula and the aMCC are important regions in reactive control of 

inhibition, but also that these regions show modulations by proactive control (Chikazoe et al., 2009; 

Zandbelt et al., 2013). The involvement of many of these regions in response inhibition was further 

confirmed by the findings of Paper II. Specifically, we found that a single independent component 

seemed to capture the stopping-specific FM-theta activity, which was associated with activity in a right-

lateralised network including the IFG, MFG, insula, and the SMA.  Of note, the stop-associated activity in 

the insula and the SMA overlapped with the right insula and pre-SMA ROIs in Paper I, thus confirming 

that the increase in these regions from the 25% to the 66% condition is associated with stopping-

associated processes.  

 The pre-SMA has been implicated in response inhibition (Cai et al., 2012; Nachev et al., 2007, 

2008), although its exact functional role is debated. During conditions requiring reactive control (i.e., 

when the stop-signal probability is low), it has been suggested that the rIFG and the pre-SMA have 

dissociable effects on the basal ganglia (Jahfari et al., 2012). Specifically, while higher activity in the rIFG 

was associated with higher activity in the STN and the caudate, higher pre-SMA activity was associated 

with lower activity in the STN and the caudate. This indicates that when a stop-response is less 

prepared, connectivity between the preSMA and the STN/caudate serves to rapidly increase response 

thresholds in the basal ganglia (Forstmann et al., 2008, 2010; Jahfari et al., 2012). This fast modulation of 

basal ganglia activity is in line with findings of pre-SMA activity preceding that of the rIFG (Swann et al., 

2012), and indicates an important role of the pre-SMA in conveying conflict detection to relevant 

regions. This is further supported by the close proximity and interconnectivity between the aMCC and 

the pre-SMA (Hoffstaedter et al., 2013; Nachev et al., 2008). In paper I, the pre-SMA showed specific 

stop-trial activity modulations to increased stop-signal probability, as well as being associated with 

stopping in the joint ICA analysis in Paper II. Considering the reviewed literature, this indicates that 

when stopping is expected, pre-SMA serves important implementation of control during response 

inhibition, perhaps via connections to the basal ganglia regions.  

 Some research also points to the right anterior insula as an important region for the detection of 

behaviourally salient events during response inhibition (Cai et al., 2014; Levy & Wagner, 2011). In Paper 

I, we found that the bilateral insula showed both go-related and stop-related effects in relation to stop-

signal probability modulations. Indeed, these two regions also showed associations with behavioural 
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proactive adaptions. In Paper II, activity in both the left and right insula was associated with go-related 

FM-theta activity in one independent component, while activity in the right insula was associated with 

stopping in another component. This indicates a more general effect of the anterior insula in response 

inhibition tasks, beyond outright stopping per se. Of note, it is interesting that the rIFG, pre-SMA and the 

anterior insula all showed a similar activation pattern across stop-signal probability conditions in Paper I, 

and across several of the components in the joint ICA in Paper II. In fact, together with the aMCC, these 

regions have been proposed as core regions of a multiple demand network (Camilleri et al., 2018). 

 

5.2 FM-theta activity is a non-unitary reflection of cognitive control 

The present thesis investigated task FM-theta activity in two settings: 1) as a reflection of proactive and 

reactive control in response inhibition, and 2) as a reflection of different cognitive control sub-functions. 

Here, it was found that proactive FM-theta activity (as elicited by a probability cue) reflects both 

preparation to respond and (likely) preparation to stop, while target-locked theta activity seems to 

reflect control processes beyond outright stopping. Further, FM-theta activity does not show similar 

effects of cognitive load across different cognitive tasks, as well as dissociable relationships with 

behaviour between tasks. On the basis of these results, it is suggested that FM-theta is a heterogeneous 

feature associated with both response initiation and response inhibition, as well as reflecting control 

across a range of cognitive tasks. These findings are discussed in more detail next. 

 

5.2.1 FM-theta activity during proactive control.  

Recent research has suggested that cue-locked or pre-trial FM-theta activity is indicative of proactive 

control and is associated with behaviour (Adelhöfer & Beste, 2020; Chang et al., 2017; Cooper et al., 

2019; Dippel et al., 2017), and the results of the present thesis are in line with such reports. In Paper II, 

the single-trial linear regression investigating the effect of FM-theta activity on go trial reaction times 

revealed that higher cue-locked and go-locked activity were significant predictors of faster reaction 

times. The relationship between cue-locked theta and reaction times has been shown using other tasks 

of cognitive control (M. X. Cohen & Cavanagh, 2011; M. X. Cohen & Donner, 2013; Cooper et al., 2017), 

and the present study is one of the first to show that both cue-locked and go-locked FM-theta activity 

are associated with go-trial reaction times in a cued stop-signal task on the single-trial level. Here, we 

suggest that such proactive FM-theta activity is reflecting a heightened preparation of the motor control 
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network in general, which leads to fast and correct responses in the go-trials but results in an error-

prone strategy in the stop-trials. Although no association between cue-locked FM-theta activity and 

behaviour in the stop-trials was found at the single-trial level, the idea of proactive FM-theta activity as 

reflecting general response preparation may explain the unexpected higher cue-locked FM-theta activity 

in the unsuccessful stop-trials compared to the go-trials as revealed by the trial average analysis. 

According to assumptions of the horse race model, unsuccessful stop-trials are a result of reaction times 

faster than the SSRT + SSD, while in successful stop-trials the reaction times are slower, giving the stop-

process enough time to win the race. Thus, the increased cue-locked FM-theta activity in the 

unsuccessful stop-trials compared to the go-trials might reflect increased preparation to respond in 

these trials, leading to fast reaction times and thus unsuccessful inhibition. Although this association was 

not tested specifically at the trial-average level, it is supported by findings of increased theta-beta cross-

frequency coupling prior to unsuccessful compared to successful no-go trials in a cued spatial attention 

GNGT, interpreted as reflecting early response activation (Bengson et al., 2012).  

It has been suggested that the relative success or failure to stop is dependent on the 

preparation or control adjustments of stopping before the stop-signal (Elchlepp et al., 2016; Knyazev et 

al., 2008). Indeed, it has been shown that when proactive control is high, the top-down effective 

connectivity between the PFC and the STN and striatum in the basal ganglia is weaker, indicating a lower 

need for reactive control (Jahfari et al., 2012). These results are not necessarily at odds with the results 

of Paper II, as the relationship between single-trial theta activity and behaviour was pooled across the 

different probability conditions. In the go-trials, this also included the 0% condition where participants 

clearly adopted a fast response strategy, which might lead to a stronger relationship between cue-

locked theta and behaviour in the present results. Although it was somewhat surprising that the cue-

locked theta activity was not associated with stop-trial outcome at the single-trial level, and was not 

modulated by stop-signal probability at the trial average level, the joint-ICA analysis did reveal a stop-

related component that was associated with both cue-locked and stop-locked theta activity. This 

component also showed associations with rIFG activity. Although one needs to be careful of reverse 

inferences, the results do indicate that there is a role of cue-locked FM-theta activity in proactive control 

of inhibition, but that cue-locked FM-theta activity is also associated with other processes. Here we 

show that such cue-locked FM-theta activity also facilitates fast responding.  

 The dissociation between FM-theta activity as reflected in both response inhibition as well as 

response preparation was reflected at the neural source level. Here, it was found that FM-theta activity 
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in go- and stop-trials could be dissociated into components related to either going, stopping or proactive 

control. Furthermore, these components were associated with specific regions of the brain, confirming 

that FM-theta activity is indeed heterogeneous in nature. Specifically, the stop-component showed both 

stop- and cue-related theta activity, that was associated with activity in a clearly right-lateralised 

network. Go-related theta-activity activity was captured by another component, and was associated 

with activity in the MFG, the caudate, the bilateral IFG, as well as the SMA. Finally, additional cue-

related activity was captured by two independent components, although with a somewhat more 

inconsistent fMRI activity pattern. The result of the independent component analysis together with the 

EEG data thus support the notion of functional heterogeneity of FM-theta activity.  

 

5.2.2 Target-locked FM-theta activity.  

The results of Paper II indicate that target-locked FM-theta activity is important for both response 

inhibition as well as response execution. It was found that after the presentation of a go- or stop-signal, 

FM-theta activity was on average higher in the 25% condition than in the 66% condition, and higher in 

the stop-trials than the go-trials. This is in line with previous reports of proactive modulations of FM-

theta activity and ERPs (Dippel et al., 2016, 2017; Enriquez-Geppert et al., 2010; Nieuwenhuis et al., 

2003; Ramautar et al., 2004), and might reflect conflict-induced modulations and an increased need for 

control (Cavanagh et al., 2012; Cavanagh & Frank, 2014). Specifically, when the probability of stopping is 

high, the relative conflict induced by the stop-signal is perceived as lower, and the associated FM-theta 

activity might be a reflection of a relatively lower need for control (Botvinick et al., 2001; Cavanagh et 

al., 2012).  

Second, the fact that FM-theta activity reflects a need for control is supported by even higher 

FM-theta activity in the unsuccessful stop-trials than the successful stop-trials. At the single-trial level, 

higher FM-theta was associated with higher probability of an unsuccessful stop-trial. This is in line with 

previous reports of higher N2 amplitudes and FM-theta activity during unsuccessful compared to 

successful stop-trials (González-Villar et al., 2016; Knyazev et al., 2008), and is consistent with accounts 

of FM-theta activity as a generic control mechanism (Cavanagh et al., 2012). One possible explanation 

for such effects is that during unsuccessful stop-trials, the stop-signal is less expected, or the stop 

response less prepared. This leads to a relatively larger conflict induced by the detection of the stop-

signal, and a larger need for control to be able to inhibit the response, that nevertheless is insufficient to 
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successfully inhibit the response. Such an account is in line with previous research finding that much of 

the control of response inhibition is enacted before the stop-signal is presented (Elchlepp et al., 2016). 

Importantly, this finding supports the notion that successful inhibition is not due to higher stop-locked 

FM-theta activity specifically, but that FM-theta rather reflects a general need for control recruited at 

the detection of conflict.   

The importance of proactive preparation can also explain the result of Paper III. Interestingly, we 

found that the tasks relying more on proactive control (i.e., the n-back task and the task-switching task) 

did not show a difference in FM-theta activity between the high and low cognitive load conditions. 

Although proactive control was not modulated explicitly in Paper III, this may indicate that when the 

overall level of top-down control is high, the reliance on reactive control processes to facilitate efficient 

performance is lower. Thus, proactive control offers a putative explanation as to why there was a 

difference in reaction times between the low and high cognitive load conditions in these tasks, but not a 

difference in FM-theta activity. The role of proactive control in task-switching is supported by research 

on cued stop-signal tasks finding an effect of cue-locked theta activity on go-trial reaction times (Cooper 

et al., 2019), and that theta activity increases before difficult tasks (Loof et al., 2019). Furthermore, the 

relationship between proactive control and working memory (Braver, 2012; Redick, 2014), in addition to 

the role of FM-theta activity in working memory (Zakrzewska & Brzezicka, 2014), further suggests a 

putative role of proactive preparation in the task performance and task elicited FM-theta activity in 

these tasks. These findings indicate that during tasks relying more on proactive control across trials, 

there is less need for reactive control processes, as reflected in target-locked FM-theta activity, to 

facilitate efficient behaviour. In these instances, it has been suggested that FM-theta might rather 

reflect a common target-related control process (McKewen et al., 2020).  

The SST was the only task in Paper III that showed increased FM-theta activity in the high 

cognitive load condition compared to the low cognitive load condition, in line with the findings from 

Paper II. In Paper II, we found a relationship between go-trial theta activity and reaction times, in that 

higher FM-theta activity was associated with shorter reaction times. Although the evidence for such an 

effect remained inconclusive in Paper III, a visual inspection of the data revealed similar relationships in 

both the go- and the stop-trials. The fact that the SST was the only task where there was a theta-

difference between the high and low load condition, and that the stop-trial theta activity was higher 

than the high load conditions in any of the other tasks warrants the question of what separates 

response inhibition from the other executive functions targeted in Paper III. It has been suggested that 
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both the Stroop task, the task-switching task, as well as the n-back task may all require some degree of 

inhibition (Khng & Lee, 2014; Koch et al., 2010; Nigg, 2000), indicating that the difference between the 

SST and the other tasks is not a reflection of inhibition per se. However, these tasks are thought to 

target different forms of cognitive inhibition (Nigg, 2000), and the difference between these tasks might 

reflect a more control-demanding inhibition in the stop-signal task. This is supported by differences 

between the SST and the GNGT, which are thought to rely on different mechanisms for action 

suppression (Raud et al., 2020b). Comparisons of the stop trials in the SST to no-go trials in the GNGT 

have shown that the P3 is usually larger in stop trials compared to no-go trials (Cunillera et al., 2016; 

Enriquez-Geppert et al., 2010). Furthermore, research has shown that these tasks do not differ in the N2 

(Enriquez-Geppert et al., 2010). As the N2 is thought to reflect conflict monitoring processes, these 

results indicate that the GNGT and the SST differ in their degree of control, and not in the degree of 

conflict. This is further supported by a study comparing the GNGT to other tasks requiring either a 

response or a change of response in a minority of the trials thus eliciting conflict, which found no 

difference between tasks in FM-theta activity (Kaiser et al., 2019). Overall, these results indicate that 

FM-theta activity is sensitive to degree of control. 

Furthermore, the results of both Paper II and Paper III suggests that FM-theta activity during 

cognitive control reflects control-modulations beyond those of conflict and novelty. For example, one 

possible explanation of the difference in FM-theta activity in the go- and stop-trials in the SST in Paper 

III, that was not evident in the other tasks (i.e., n-back, Stroop, and task-switching), is that stop-signal 

FM-theta activity is increased due to the novelty of the stop-signal, which is presented on a minority of 

the trials in the SST. However, in Paper II we showed that FM-theta activity is modulated by effects 

beyond mere novelty. Furthermore, the task-switching task in Paper III also had less frequent 

presentations of the switch trials, compared to the stay trials, and no difference in FM-theta activity was 

found here, again indicating that FM-theta activity does not reflect novelty per se. Thus, although 

novelty might contribute to the increased FM-theta effect, it does not explain the full breadth of theta 

dynamics in the present thesis. Another possibility is that stop trials are associated with more conflict-

related processing than the other high cognitive load conditions (i.e., incongruent trials in the Stroop 

task, three-back-targets in the n-back task, and switch-trials in the task-switching task). Although the 

three-back condition and the switch trials might not reflect conflict per se, there is clearly conflict 

induced by the incongruent trials in the Stroop-task (Entel et al., 2015; Heidlmayr et al., 2020). Thus, the 

FM-theta activity seen in both Paper II and Paper III together support the notion that FM-theta activity 

reflects control adjustments beyond those of conflict and novelty.  
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5.2.4 FM-theta as a multidimensional feature.  

The notion of FM-theta activity as a multidimensional feature is in line with recent research (Eisma et al., 

2021; McKewen et al., 2021; Zuure et al., 2020). For example, McKewen and colleagues (2021) used a 

cued task-switching task to dissociate theta networks associated with proactive and reactive control. By 

comparing theta coherence at FCz and Pz seed regions with associated switching and mixing costs, they 

showed that distinct frontoparietal theta networks were associated with proactive and reactive control 

(McKewen et al., 2021). Eisma and colleagues (2021) showed that FM-theta activity was evident during 

different tasks targeting response inhibition (GNGT), proactive and reactive control (AX-continuous 

performance task), and during response conflict (modified flanker task). Although all tasks elicited a 

higher FM-theta activity response during conditions requiring high compared to low conflict (i.e., no-go 

trials compared to go trials in the GNGT), there were also differences between tasks. Specifically, 

reactive control and inhibitory control did not differ in FM-theta activity, but both had higher theta than 

proactive control and response conflict. Proactive control was again higher than response conflict. Thus, 

although that study used a somewhat different cognitive control partitioning scheme than the current 

thesis, the results clearly indicate a dissociation of FM-theta activity between different sub-components 

of cognitive control. Finally, Zuure and colleagues (2021) used a multivariate source-separation 

approach to test whether FM-theta activity, as elicited during a conflict-inducing Simon task, reflects a 

multidimensional feature. They found support for this hypothesis by showing that at the subject-level, 

there were multiple FM-theta components that reflected unique features of the data and remained 

stable over time, thus indicating that the FM-theta signal consists of the aggregated activity of multiple, 

diverse theta generators. The present results are in accordance with such findings and demonstrate that 

FM-theta activity related to proactive and reactive control of inhibition reflects a multidimensional 

feature associated with different neural mechanisms and regions.  

 

5.3 Proactive and reactive control is not reflected in resting state theta 

The present thesis did not find support for an association between resting state theta activity and 

proactive and reactive control modes. Specifically, there was no evidence for a difference in the effect of 

RS-theta on FM-theta activity between the different tasks. It has been suggested that individual 

differences in abilities to actively maintain task goals and representations impacts the tendency to adopt 

a proactive control mode, and that this ability depends on working memory (Braver, 2012). Thus, the 

finding of a negative correlation between resting state theta and performance in the three-back task 
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indicates a relationship between resting state and working memory, that may represent a putative link 

to proactive control. The three-back task has a higher working memory load that the one-back task, 

indicating that resting state activity is associated with more complex working memory processes. 

However, the evidence for similar relationships in the other tasks was overall inconclusive, making 

interpretations about specific relationships between resting state activity and proactive/reactive control 

difficult. This finding was unexpected, considering the importance of inter-individual differences in 

proactive and reactive control processes in the DMC framework (Braver, 2012), as well as the 

relationship between resting state activity and stable traits such as personality and intelligence. 

Although the evidence remained inconclusive in either direction, there are several reasons grounded in 

the present design and analysis, as well conceptual issues that may explain this discrepancy. These 

reasons are discussed next. 

 First, the present thesis focused on FM-theta activity due to its associations with reactive 

control and putative relationship with proactive control. However, a relationship between resting state 

activity and task-elicited neural dynamics might not operate at such a predefined frequency band. 

Specifically, the stable characteristics evident in resting state activity may be a result of an emergent 

property across several frequency bands, regions, and networks. Thus, focusing on theta activity 

measured at a single channel might be a too narrow approach to capture these effects. However, the 

same might be true for cognitive control processes in general: efficient control is unlikely the result of 

activity in a single frequency band (see section 5.4.1 Cognitive control is not exclusively associated with 

FM-theta activity). The assumption that FM-theta activity reflects some of the underlying control 

processes, as well as underlying neural source activity (such as aMCC function or structure), still holds 

for resting state theta activity. Thus, although the lack of support for an association between RS-theta 

and proactive and reactive control in the present thesis might be a result of the complex dynamics 

surely underlying resting state activity, the approach still gives valuable information about the specific 

relationship between resting state activity and cognitive control in the theta frequency band.  

 Second, in Paper II it was found that FM-theta activity is a multidimensional feature, possibly 

reflecting mechanisms related to both proactive control, response inhibition, as well as response 

preparation. Thus, it may be that such complexity in the FM-theta signal masks RS-theta associations 

with sub-functions reflected in the task-elicited theta activity. Thus, approaches more capable of 

handling such complexity, such as component-based or other signal decomposition methods, might be a 

more fruitful approach for investigating such relationships. 
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Third, although resting state activity might represent some stable characteristic of the 

individual, whether these characteristics are related to personality traits or individual cognitive 

differences relevant for proactive and reactive control is not certain. Braver (2012) states that both trait 

reward sensitivity, and threat sensitivity should be associated with proactive control, while trait and 

state anxiety have been associated with the tendency to adopt a more reactive control strategy. Further, 

individual differences in working memory capacity and intelligence should also affect the proactive 

control mode, as they affect the ability to actively maintain goal-relevant information in working 

memory. Thus, in the DMC framework, the putative relationship between resting state activity and 

proactive and reactive control might be dependent on an association between resting state activity and 

these trait characteristics. 

Research has shown that that resting state fMRI activity and connectivity have been associated 

with trait impulsivity as measured by the behavioural inhibition system/ behavioural activation system 

(BIS/BAS) scale (Angelides et al., 2017; Krmpotich et al., 2013), trait anger (Fulwiler et al., 2012), and 

trait anxiety (Modi et al., 2015). However, in the EEG domain there seem to be somewhat more 

conflicting results. Although resting state EEG activity has been found to show trait-like individual 

differences (Erickson et al., 2018), and that the personality trait of agreeableness can be decoded from 

EEG resting state activity (Jach et al., 2020), others have not found similar results (Korjus et al., 2015). 

One study found that frontal resting state EEG activity was associated with individual differences in risk-

taking behaviour (Studer et al., 2013), indicating that resting state EEG activity indeed can be related to 

differences in proactive and reactive control. However, a systematic review of over 50 studies could not 

conclude on any systematic relationships between resting state EEG activity and approach/avoidance 

behaviour (A. Vecchio & De Pascalis, 2020), which is related to anxiety and the tendency to adopt a 

more reactive control mode. Although a complete review of the literature on the relationship between 

EEG resting state activity and these traits are beyond the scope of this thesis, the results indicate that 

the relationship between EEG resting state activity and traits associated with proactive and reactive 

control is unclear. Thus, if such a relationship is not evident in the resting state theta activity, this might 

explain why the present thesis did not find such a relationship.  

Finally, the exact nature of resting state activity and its role in cognitive control is not yet clear. 

Research has shown that activity resembling resting state dynamics is still evident during task 

performance, indicating that intrinsic brain activity affects and interacts with task-elicited processes (Fox 

et al., 2006, 2007). Indeed, in a study on resting state fMRI activity, it was found that up to 74% of the 
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relationship between task performance and task activity could be attributed to ongoing fluctuations in 

intrinsic activity in the somatosensory cortex (Fox et al., 2007). Furthermore, research has shown that 

drug-induced modulation of the dopaminergic system led to modulations of resting state activity, which 

again affected the participants evaluation of facial attractiveness (Bellucci et al., 2019). Considering the 

role of the dopaminergic system in cognitive control (Braver, 2012; Cools, 2015; Friedman & Miyake, 

2017), and the reviewed relationship between resting state activity and cognitive control performance, 

the dopaminergic system offers a putative way in which such associations may be enacted. To 

summarize, whether resting state activity is associated with task performance through increased 

baseline activity levels, underlying neuroanatomy, or the dopaminergic system (or perhaps most likely: a 

combination of all these factors), yields exciting prospects for future research and our understanding of 

cognitive control.  

 

5.4 Methodological considerations 

 

5.4.1 Cognitive control is not exclusively associated with FM-theta activity.  

Although the main focus of the present thesis in terms of oscillatory activity has been that of FM-theta 

activity, one has to acknowledge that efficient cognitive control is obviously dependent on additional 

processes that are not captured by FM-theta activity, such as sensory-, attentional- or motor control 

processes (Kaiser & Schütz-Bosbach, 2019; Salinas & Stanford, 2013; Verbruggen et al., 2014a). For 

example, proactive activity in the form of mu desynchronization (Raud et al., 2020a), central beta 

activity related to motor processing, and occipital alpha related to visual detection, are all modulated by 

proactive control (Kaiser & Schütz-Bosbach, 2019). Although the focus of the present thesis has been 

that of stimulus-locked FM-theta power, research also suggest that theta total power, phase coherence 

and frontoparietal connectivity also plays a part in efficient cognitive control. Further, recent years has 

seen an increased focus on the relevance of frontal beta bursts in successful response inhibition 

(Hannah et al., 2020; Jana et al., 2020; Sundby et al., 2021; Wagner et al., 2018; Wessel, 2020), although 

their causal effects for response inhibition has been questioned (Errington et al., 2020). Nevertheless, it 

seems likely that complex processes such as proactive and reactive control are reflected in a magnitude 

of frequency bands and other neural measures, beyond what is discussed in the present thesis. 
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5.4.2 Network dynamics.  

Although the results of the current thesis points to a more domain general approach and functional 

dissociation within the stopping network, functional connectivity within this network was not 

investigated specifically (except from the whole-brain approaches of the PPI analysis in Paper I, and 

statistical dependence of regions in the joint ICA in Paper II). Thus, the term stopping network used in 

the current thesis is with reference to the regions commonly associated with response inhibition, 

without investigating the connectivity between them. However, previous research has shown that these 

regions show both structural and functional connectivity associated with response inhibition (Erika-

Florence et al., 2014; Hampshire & Sharp, 2015; B. Wang et al., 2020; R. Zhang et al., 2017), indicating 

that these regions likely also operate as a network. 

 

5.4.3 Resting state activity.  

The nature of resting state activity is debated. Specifically, it seems clear that intrinsic brain activity 

reflects active processing (as opposed to idleness), and that a resting state measure with eyes open 

clearly includes processing of visual stimuli, as well as other sensory inputs. Although some, for this 

reason, advocate for eyes closed measurements, this still does not remove other sensory inputs. Not 

least, one must acknowledge that the task of doing nothing when instructed so during a resting state 

measurement is extremely difficult, if not impossible. However, as the brain will always be engaged in 

some sort of sensory processing, resting state activity is still a valid approach in estimating the brain’s 

intrinsic activity. Thus, resting state measurements could rather be conceptualized as a cognitive state 

that is free of task manipulations. However, it seems that a clear-cut dissociation between resting state 

and task-elicited activity at the conceptual level might not be reflected at the neural level to a similar 

degree (Northoff et al., 2010).  

 

5.4.4 Reliability and validity of cognitive control measures.  

Recent debates regarding the reliability of behavioural measures of cognitive control have highlighted 

the issue of a reliability fallacy in cognitive psychology: tasks designed to assess between-group effects 

come at the expense of low reliability for individual differences (Hedge et al., 2018). Indeed, behavioural 

measures of cognitive tasks such as the Stroop task, the n-back task, the task-switching task, and the SST 
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have been shown to have low reliability, although with some variations between tasks (Enkavi et al., 

2019). The measurement reliability is a valid concern, as low reliability might lead to biased parameter 

estimations and test statistics (Green et al., 2016; Nimon et al., 2012). Furthermore, as the effect of 

reliability increases with decreased sample size, these concerns are especially pressing in the field of 

neuroscience, where the sample sizes are often small based on both time and monetary constraints 

involved in neuroimaging methods. The importance of reliable measures has gained renewed interest in 

terms of investigating individual differences in cognitive control, and attempts to evaluate the reliability 

of measures of cognitive control and response inhibition are increasing (Enkavi et al., 2019). Thus, future 

research should investigate how to best assess individual differences in cognitive control, either by 

incorporating reliability estimates in their study design, or to seek to develop new approaches that 

better capture the effect of interest, either at the group or individual level.   

As previously alluded to, cognitive control is a complex and general structure, that even at the 

level of sub-functions can be difficult to measure. For example, research has questioned the validity of 

the horse-race model underlying the SST and the SSRT as a valid measure of stopping latency (Bissett et 

al., 2021; Matzke et al., 2013; Verbruggen et al., 2013). Thus, recent approaches have tried to establish 

more objective and direct physiological measures of the stopping latency (Raud & Huster, 2017; van den 

Wildenberg et al., 2010; Wagner et al., 2018; Wessel & Aron, 2015), although so far no clear consensus 

has been achieved (Huster et al., 2020).  

A similar issue is whether laboratory cognitive control tasks can be translated into “real life” 

cognitive control. Some researchers have advocated for, and conducted, experiments that are more 

ecologically valid (Ladouce et al., 2017; Reiser et al., 2019), for example, by using mobile EEG devices to 

measure proactive and reactive movement control in real life settings (Mustile et al., 2021). However, 

such real-world cognitive tasks come with their own drawbacks and issues, such as decreased signal-to-

noise ratio, movement artefacts and interpretation issues. Nevertheless, the development of 

technologies such as mobile EEG devices and virtual reality equipment have huge potentials for the 

advancement of our understanding of cognitive control. However, this does not imply that laboratory 

tasks such as the cognitive control tasks used in the present thesis are uninformative about “real life” 

cognitive control. Cognitive tasks performed in a controlled environment have contributed to extensive 

knowledge about the neural dynamics and cognitive processes underlying cognitive control. These 

processes are likely also involved when the store clerk resists the urge to snap back at the costumer, or 
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when stopping the car as the traffic light turns red. How these processes are modified by the often 

unpredictable and ever-changing real life, however, remains to be discovered.  

 

5.4.5 Multimodal designs and sample size.  

Both of the experimental studies conducted for the present thesis had a relatively low sample size. 

Study 1 utilized a complex multimodal design involving simultaneous recordings of EEG, fMRI, and 

behavioural data. Although this design enabled the identification of precise spatiotemporal correlates of 

response inhibition, it has certain drawbacks. First, EEG recorded in an fMRI scanner enables less online 

control of the quality of the EEG signal, as well as massive artefacts in the raw EEG data due to the 

strong magnetic field imposed by the scanner. Although many of these artefacts can be removed offline 

(see methods, Paper II), there is still some detrimental effects on the quality of the data. Thus, several 

participants had to be excluded from further analysis based on insufficient EEG data quality. Second, 

exclusion criteria based on both behavioural data, EEG data and fMRI data separately leads to the 

exclusion of more participants in a study using multimodal designs, than for example a purely 

behavioural study. Third, data collection using such complex setups are time consuming in themselves, 

also affecting the final sample size. However, the results of Paper I and Paper II clearly show that such 

multimodal setups can lead to novel findings that enhance our understanding of the brain. 

 Bayesian hypothesis testing in the field of neuroscience is increasing, perhaps somewhat 

because of the possibly to quantify evidence for the null hypothesis (as opposed to traditional null 

hypothesis significance testing, which only quantifies evidence against the null). As this evidence is 

based on the ratio of the likelihood of the alternative hypothesis relative to the null hypothesis (given 

the data), evidence against an alternative model can be equally interpreted as evidence for the null 

model. Furthermore, it has been shown that even in small samples, Bayesian evidence for the absence 

of an effect is reasonable (Keysers et al., 2020), and with increasing sample sizes inconclusive evidence 

become increasingly more rare. In Paper III we used a Bayesian analysis framework to quantify the 

evidence for or against our alternative hypothesis. Although some of the effects we investigated were 

associated with inconclusive evidence, the Bayesian framework enabled both interpretations of effects 

and lack of effects, even with a small sample size.  
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Overall, multimodal approaches and small sample sizes are important to consider when 

evaluating the results of the present thesis, and the findings of the present thesis should act as a 

springboard for future investigations using lager sample sizes.  

 

5.5 Implications and future directions 

The partitioning of cognitive control in the temporal domain and according to specific sub-functions is 

undoubtfully useful when navigating the complex and grand structure of cognitive control. Identifying 

the neural correlates of such control components have led to extensive knowledge about how cognitive 

control is enacted at the neural level, but has also been characterized by modular approaches, mapping 

specific sub-functions of control to specific regions of the brain. Recent advances have, on the other 

hand, shown an increased focus on the integration of such findings, as enacted by domain-general 

networks associated with a wide range of cognitive functions. The present thesis is in line with such 

approaches, although cognitive control was not investigated in terms of networks, but rather from a 

multimodal perspective and across cognitive control modes and sub-functions. Thus, the thesis joins 

recent advances in placing response inhibition within a wider system for cognitive control, which allows 

for a more nuanced understanding of response inhibition and cognitive control within the dynamic 

organization of the brain as a whole. Indeed, a prime goal of the cognitive revolution was to understand 

the brain as a dynamic entity, and not a sole input-output information processor. Over the years, such 

thinking has perhaps been downplayed in the quest to understand task-elicited activity patterns. 

However, recent years saw an increased focus on the intrinsic properties of the brain, both in terms of 

resting state activity and consciousness, as well as in the understanding of mind wandering during tasks. 

Thus, the present thesis joins recent efforts in trying to connect cognitive control to baseline 

characteristics and intrinsic properties of the brain.  

 The implications of the current thesis are thus manifold. First, it is highlighted how response 

inhibition should be viewed as a result of both proactive and reactive control processes, which may be 

difficult to detangle using unimodal approaches. Second, we show that the mapping of response 

inhibition in general to single features, be it a region or a frequency, might mask the intricate neural 

dynamics at the neural source level, either in form of rIFG heterogeneity, or FM-theta 

multidimensionality. Specifically, the findings contribute to recurrent debates regarding rIFG function in 

response inhibition. Third, the results indicate that the relationship between resting state and cognitive 

control is not restricted to single frequency bands (or at least not to the theta band). Overall, these 



59 
 

results indeed have implications for the field as a whole in how cognitive control and response inhibition 

is understood and investigated. Further, the thesis also has implications for the clinical field, where the 

relationship between proactive and reactive control might elucidate the impairments seen in cognitive 

control and response inhibition across a wide variety of psychological and neurological disorders. 

Moreover, psychological assessments and treatment protocols based on a relationship between resting 

state and cognitive performance should take note that such relationships might not be frequency-

specific, and that the exact nature of such relationships can differ between individuals and task settings. 

This is an exciting approach to cognitive control that should be of prime concern for future research.  

 

6. Conclusion 

The cognitive control and response inhibition fields are buzzing, and our understanding of the neural 

mechanisms enacting these functions are advanced every day. The results of the present thesis are in 

line with recent advances in these fields. First, we show that response inhibition is associated with 

activity in the rIFG, but that this activity is not stopping-specific, is not unique in its association with 

outright stopping, and shows functional dissociation within rIFG sub-regions in response to proactive 

control modulations. Further, we show that a proposed neural marker of cognitive control, FM-theta 

activity, is a reflection of several mechanisms associated with both the preparation to stop, preparation 

to respond, as well as reflecting a need for control across a range of cognitive control tasks. These 

findings are in line with recent research of domain-general networks enacting cognitive control in the 

brain, and that neither cognitive control, nor response inhibition, are unitary functions. Indeed, the 

results of the present thesis support the notion that a simple mapping of a cognitive control function to 

a specific feature of the brain, be it the rIFG or FM-theta activity, is highly unlikely. Finally, the present 

thesis shows that proactive and reactive control are not reflected in resting state theta activity, but that 

resting state dynamics may still mediate cognitive control performance. Overall, the results of the 

present thesis indicate that cognitive control, as partitioned in the functional as well as temporal 

domain, is associated with heterogeneous spatiotemporal neural correlates. These findings have 

implications for our understanding of cognitive control both in healthy and in clinical populations. 
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a b s t r a c t 

Reactive control of response inhibition is associated with a right-lateralised cortical network, as well as frontal- 

midline theta (FM-theta) activity measured at the scalp. However, response inhibition is also governed by proac- 

tive control processes, and how such proactive control is reflected in FM-theta activity and associated neural 

source activity remains unclear. To investigate this, simultaneous recordings of electroencephalography (EEG) 

and functional magnetic resonance imaging (fMRI) data was performed while participants performed a cued 

stop-signal task. The cues (0%, 25% or 66%) indicated the likelihood of an upcoming stop-signal in the following 

trial. Results indicated that participants adjusted their behaviour proactively, with increasing go-trial reaction 

times following increasing stop-signal probability, as well as modulations of both go-trial and stop-trial accura- 

cies. Target-locked theta activity was higher in stop-trials than go-trials and modulated by probability. At the 

single-trial level, cue-locked theta was associated with shorter reaction-times, while target-locked theta was as- 

sociated with both faster reaction times and higher probability of an unsuccessful stop-trial. This dissociation 

was also evident at the neural source level, where a joint ICA revealed independent components related to going, 

stopping and proactive preparation. Overall, the results indicate that FM-theta activity can be dissociated into 

several mechanisms associated with proactive control, response initiation and response inhibition processes. We 

propose that FM-theta activity reflects both heightened preparation of the motor control network, as well as 

stopping-related processes associated with a right lateralized cortical network. 

1. Introduction 

Response inhibition is the ability to suppress or cancel a routine, 
prepotent or already initiated action ( Hampshire and Sharp, 2015 ). As 
conceptualised in the dual mechanisms of control (DMC) framework 
( Braver, 2012 ), response inhibition is governed by proactive and re- 
active control ( Aron, 2011 ). Here, proactive control of inhibition is 
the preparation in expectation of an upcoming stop-signal and relies 
on top-down control and working memory. Reactive control of inhi- 
bition (hereby referred to as reactive inhibition) is transiently elicited 
by the stop-signal itself, and is a bottom-up process relying on sen- 
sory and attentional mechanisms. Impaired inhibition is seen in a 
variety of disorders, such as attention deficit/hyperactivity disorder 
( Wodka et al., 2007 ), schizophrenia ( Hughes et al., 2012 ), Parkinson’s 
disease ( van den Wildenberg et al., 2006 ) and drug abuse ( Fillmore and 

∗ Corresponding author: Mari S. Messel, Department of Psychology, University of Oslo, PO Box 1094 Blindern, 0317 Oslo, Norway. 

E-mail address: m.s.messel@psykologi.uio.no (M.S. Messel). 

Rush, 2002 ; Monterosso et al., 2005 ). Understanding the dynamics and 
mechanisms of proactive and reactive control of inhibition is therefore 
of utter importance, as such impairments may result from disturbance 
in either of the two domains. However, the neural mechanisms underly- 
ing proactive and reactive control of inhibition as well as their interplay 
remain elusive, not least due to the difficulty of unimodal approaches 
to concurrently specify neural activity at a high spatial and temporal 
resolution. 

Response inhibition is commonly investigated using the stop-signal 
task. Here, a go-signal probes the participant to make a rapid response, 
while on a minority of the trials, the go-signal is followed by a stop- 
signal after a variable delay (stop-signal delay; SSD), which instructs 
the participants to withhold their initiated response. The latency of 
inhibition, the stop-signal reaction time (SSRT), can be estimated as 
a difference measure of the go-trial reaction time and the SSD ( Band 

https://doi.org/10.1016/j.neuroimage.2021.118400 . 
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et al., 2003 ; Verbruggen and Logan, 2008 ). By adding cues that in- 
dicate the likelihood of an upcoming stop-signal, the stop-signal task 
can assess proactive inhibition. In the behavioural domain, cues that 
signal a higher stop signal probability lead to increased go-trial reac- 
tion times, which is usually interpreted as a proactive adjustment of be- 
haviour ( Boulinguez et al., 2009 ; S. Jahfari et al., 2012 ; Verbruggen and 
Logan, 2009a ; Zandbelt and Vink, 2010 ). 

Successful response inhibition relies on a right-dominant network 
that includes the right inferior frontal gyrus (rIFG), pre-supplementary 
motor area (pre-SMA), right inferior parietal cortex (rIPC), insula, mid- 
dle frontal gyrus (MFG), as well as the cingulate cortex ( Aron et al., 
2014 ; Cieslik et al., 2015 ; Levy and Wagner, 2011 ; van Belle et al., 
2014 ). Some evidence suggests that networks associated with reactive 
inhibition are also active during proactive inhibition ( Chikazoe et al., 
2009 ; Jahfari et al., 2010 ; Zandbelt et al., 2013 ), indicating a pre- 
activation of the stopping network in preparation for inhibition 
( Aron, 2011 ). However, not all regions of the stopping network show 

such similar activity across the two modes of control ( Criaud et al., 
2017 ; Leunissen et al., 2016 ; Messel et al., 2019 ). Indeed, a large meta- 
analysis ( van Belle et al., 2014 ) revealed both common and unique net- 
works supporting proactive and reactive control of response inhibition, 
which may interact to facilitate efficient and accurate inhibition. How- 
ever, the interpretation of these findings is complicated by the inability 
of fMRI analyses to temporarily dissociate processes that happen before 
and after the stop-signal. 

Electroencephalography (EEG) research has revealed frontal midline 
theta (FM-theta) activity reflecting a generic, reactive mechanism asso- 
ciated with response inhibition ( Cavanagh et al., 2012 ; Huster et al., 
2013 ). Such theta activity is thought to originate from a neural gen- 
erator in the midcingulate cortex (MCC), a core node of a perfor- 
mance monitoring system that helps to optimize behaviour during un- 
certainty ( Cavanagh and Shackman, 2015 ; Ullsperger et al., 2014 ). Dur- 
ing response inhibition specifically, stop-trials usually elicit a stronger 
FM-theta response than go-trials ( Lavallee et al., 2014 ; Nigbur et al., 
2011 ; Yamanaka and Yamamoto, 2010 ), while lower theta activity dur- 
ing successful compared to unsuccessful stop-trials has been reported 
( González-Villar et al., 2016 ; Knyazev et al., 2008 ). Further, task ma- 
nipulations of proactive control have revealed higher FM-theta activ- 
ity in conditions with low stop-signal frequency ( Dippel et al., 2016 ; 
Dippel et al., 2017 ), indicating that theta activity might reflect the 
novelty of the stop-signal itself ( Cavanagh et al., 2012 ; Cavanagh and 
Frank, 2014 ). However, theta activity also seems to be sensitive to 
task context beyond mere frequency manipulations, such as the current 
stimulus-response contingencies ( Lavallee et al., 2014 ), and may poten- 
tially reflect a more general need for control during uncertain conditions 
( Cavanagh and Frank, 2014 ; Cooper et al., 2019 ; Kaiser et al., 2019 ). 

FM-theta activity prior to the onset of the stop-signal (as elicited 
by a probability cue) has been associated with stop-signal anticipation 
( Chang et al., 2017 ). However, other studies have not found similar rela- 
tionships ( Bengson et al., 2012 ; Kaiser and Schütz-Bosbach, 2019 ). Stud- 
ies using other cognitive tasks have found increased cue-locked FM-theta 
activity prior to difficult tasks, compared to easy tasks ( Cooper et al., 
2017 ; Cooper et al., 2019 ; Loof et al., 2019 ), in addition to associa- 
tions with faster reaction times ( Cooper et al., 2019 ) and less reaction 
time variability ( Cooper et al., 2017 ). It seems somewhat contradic- 
tory that cue-locked theta activity may be beneficial for response in- 
hibition as well as response initiation, unless cue-locked theta reflects 
a more general need for control than inhibition-specific preparation 
( Cavanagh et al., 2012 ; Cavanagh and Frank, 2014 ). 

Although FM-theta activity has been suggested as a neural mech- 
anism underlying both proactive and reactive control ( Cooper et al., 
2019 ), one can argue that this necessitates a common underlying neu- 
ral generator ( Sauseng et al., 2019 ). These interacting processes can be 
difficult to disentangle by low-resolution EEG or fMRI alone. Hence, a 
multimodal approach taking advantage of the temporal and spatial res- 
olution of EEG and fMRI, respectively, might be more advantageous. 

Previous research using multimodal EEG-fMRI has mostly focused on 
reactive inhibition processes. Here, simultaneous recordings of EEG and 
fMRI have revealed reactive FM-theta to be associated with activity in 
the pre-SMA ( Ko et al., 2016 ), the rIFG, the left MFG and the cingu- 
late gyrus ( Lavallee et al., 2014 ). Source analyses have revealed that 
stop-locked FM-theta activity may originate in the superior frontal gyrus 
(SFG) ( Dippel et al., 2017 ), the MCC or other regions of the cingulate 
cortex ( Hong et al., 2020 ; Huster et al., 2013 ), and that the source of 
FM-theta activity may vary with varying demands of proactive control 
( Dippel et al., 2016 ). A recent study demonstrated that pre-trial FM- 
theta activity was associated with activity in the rIFG in the go/no-go 
task, and this relationship was modulated by no-go signal frequency 
( Adelhöfer and Beste, 2020 ). These findings indicate that FM-theta re- 
flect different processes during different degrees of expectancy and 
proactive control. 

1.1. Summary and hypotheses 

In sum, the exact dynamics of how proactive control modulates re- 
sponse inhibition efficiency is not altogether clear. Due to its associ- 
ations with cognitive control, FM-theta activity is an ideal candidate 
for investigating such dynamics, as well as its modulations by proactive 
control both prior to the target onset, and following the stop-signal. Fur- 
ther, the advantages of using combined EEG and fMRI yields the optimal 
solution for investigating the complex interplay of response inhibition 
processes. 

The present study utilized a cued stop-signal task in combination 
with simultaneous EEG and fMRI data acquisition. First, it was expected 
that reactive FM-theta activity (i.e., elicited after the stop-signal) would 
decrease with increasing stop-signal probability according to the conflict 
monitoring account, while cue-locked FM-theta activity would increase 
with increasing stop-signal probability and the increasing need for con- 
trol. While it was expected that reactive FM-theta activity would be asso- 
ciated with activity in the MCC, and perhaps also the rIFG and pre-SMA, 
the association between cue-locked FM-theta and specific brain regions 
is less clear. At the single-trial level, it was expected that higher cue- 
locked FM-theta activity would be associated with faster reaction times 
in go-trials and successful stopping. 

2. Materials and methods 

2.1. Participants 

A total of 39 participants were recruited for the study. All partici- 
pants reported normal or corrected-to-normal vision and no neurologi- 
cal or psychiatric disorders. 17 participants were excluded from further 
data analysis; five due to excessive movement in the scanner, and ad- 
ditional six due to poor EEG data quality. Of the resulting participant 
pool, four additional participants were excluded based on behavioural 
results. Specifically, these participants were excluded based on stop-trial 
accuracies below 20% or above 80%, where one participant additionally 
displayed go-trial omissions above 10%. Lastly, one left-handed partici- 
pant and one participant who did not finish the whole experiment were 
excluded. This left a final sample of twenty-two healthy, right-handed 
participants (age: range = 20–39 years, M = 25.14, SD = 4.37; 14 fe- 
male). The experiment was approved by the local ethics committee at 
the Department of Psychology, University of Oslo. Prior to participat- 
ing in the study, all participants read and signed an informed consent 
form, and were informed that they could withdraw from the study at 
any time. Participants received a compensation of 200 NOK each. The 
experimental paradigm and participant pool are the same as described 
in Messel et al. (2019) , where unimodal fMRI and behavioural results 
have been published previously. Therefore, the description of setup, par- 
ticipants and fMRI data acquisition has been described previously in 
Messel et al. (2019) . However, the sample differs slightly due to further 
EEG data exclusion criteria used in the present study. 
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2.2. Setup 

The experimental task was implemented using E-Prime 2.0 stimu- 
lus presentation software (Psychology Software Tools, Pittsburgh, PA), 
carried out on a Dell Precision T7160 machine and presented on a 40 ″ 
MR-compatible fibre optic screen (NordicNeuroLab, Bergen, Norway). 
The screen was located behind the scanner bore, and the participants 
viewed the screen through a mirror placed on the head coil, resulting 
in a viewing distance of approximately 1.2 m. Screen resolution was 
1920 × 1080 with a 60 Hz refresh rate. Responses were made with MR 
compatible response grips in each hand (NordicNeuroLab, Bergen, Nor- 
way). 

2.3. Task 

A cued stop-signal task with three levels of stop-signal probabilities 
was implemented in combination with fMRI and EEG data acquisition. 
The cued stop-signal task had a jittered, event-related design optimized 
for fMRI scanning. A visual representation of the task is presented in 
Fig. 1 . The task consisted of 600 trials in total, divided over three dif- 
ferent cue conditions: 0%, 25% and 66%. Each trial started with the 
presentation of a fixation cross (duration jittered randomly between 500 
and 2400 milliseconds), followed by a probability cue that indicated the 
stop-signal probability of a given trial (i.e., 0%, 25% or 66%). The cue 
duration was jittered randomly between 1000 and 2000 milliseconds. 
The go-signal consisted of either a left- or right-ward pointing green 
arrow that signalled the response-hand to be used (left or right, respec- 
tively), and was presented for 100 milliseconds after the cue. In go-trials, 
the go-signal offset was followed by a fixation cross for another 1400 
milliseconds, during which the responses were collected. In stop-trials, 
a blue arrow (i.e., the stop-signal) pointing in the same direction as the 
preceding go-signal was presented for 100 milliseconds with varying 
delays with respect to the go signal (the stop signal delay, SSD). The 
SSD was tracked using a staircase algorithm. It started at 300 millisec- 
onds and increased with 50 milliseconds (adjusted to the screen refresh 
rate) if the previous stop-trial resulted in successful inhibition (i.e., no 
response), and decreased by 50 milliseconds if the previous stop-trial 
resulted in unsuccessful inhibition (i.e., a response). The SSD was ad- 
justed separately for each cue-condition, but collapsed for the right and 
left hand. 

The 0% condition consisted of 50 go-trials, the 25% condition of 300 
go-trials and 100 stop-trials, and the 66% condition of 50 go-trials and 
100 stop-trials. The overall percentage of go- relative to stop-trials thus 
was 2/1 (~33% stop trials); this ratio was chosen to still guarantee a 
prepotent tendency towards fast responding, and correspondingly a high 
load on motor inhibition. In addition to the 600 task-trials (i.e., go- and 
stop-trials), 150 null-event trials were added to the design. These events 
consisted of a 1500 millisecond presentation of the fixation cross. 

Fig. 1. Visual representation of the cued stop-signal task. This figure illustrates 

an example of a go-trial (a) and stop-trial (b) with 25% stop-signal probability 

and rightwards pointing arrows. ITI = inter-trial interval, ms = milliseconds, 
SSD = stop-signal delay, ∗ indicates that the duration was jittered randomly 
within the specified time interval. 

The 750 trials (task trials and null-event trials) were divided into 10 
experimental blocks, with a randomized presentation of trials regarding 
left- and right-ward pointing arrows, cue-condition, go- and stop- condi- 
tions, and null-events. Each block lasted for approximately six minutes. 
After each block, participants were given feedback on their behavioural 
performance. If the average go-RT for that block was above 600 mil- 
liseconds, participants were presented the feedback “be faster ”, and if 
the average go-RT was below 600 milliseconds the participants were 
presented the feedback “well done ”. The overall duration of the task 
was approximately one hour. 

2.4. EEG data acquisition 

EEG data was recorded using the MRI compatible BrainAmp system 

(Brain Products GmbH, Gilching, Germany), using 32 channels mounted 
on a flexible lycra-eletrocap (easycap, Falk Minow Services, Munich, 
Germany) according to the 10–20 system. In addition to the scalp EEG 

electrodes, an electrocardiogram (ECG) electrode was placed on the 
mid-lower back for recording of cardiac activity. The data was recorded 
continuously using the BrainVision Recorder (Brain Products GmbH, 
Germany) software (online high cutoff of 1000 Hz, sampling rate of 
5000 Hz, online reference at FCz). Impedances were kept below 14k 
Ω. The EEG data was synced to the MRI scanner using the BrainVision 
SyncBox to prevent drift of the repetition time (TR) in relation to the 
sampling rate. 

2.5. Image acquisition 

Structural and functional MR images were acquired from a 3.0 Tesla 
Philips Ingenia whole body MR scanner, equipped with a 32-channel 
Philips SENSE head coil (Philips Medical Systems, Best, the Nether- 
lands). Each session started with a structural high resolution image us- 
ing a T1-weighted sequence of 184 sagittal slices with a voxel size of 
1 × 1 × 1 mm, (field of view: 256 × 256 mm 

2, acquisition matrix: 
256 × 256, TE: 2.2 ms, TR: 4.5 ms, flip angle: 8°, no slice gap). The fMRI 
sequence was a BOLD-sensitive T2 ∗ weighted echo-planar imaging (EPI) 
sequence of 34 axial slices with a voxel size of 2.625 × 2.625 × 3.0 mm 

(field of view: 210 × 210 mm 

2 , acquisition matrix: 80 × 80, TE: 30 ms, 
TR: 2000 ms, flip angle: 80°, slice gap: 0.3 mm). At the beginning of the 
fMRI sequence, three dummy scans were acquired and then discarded to 
allow for the stabilization of the magnetic field. The whole MRI session, 
including calibration, structural and functional sequences, took approx- 
imately one hour and ten minutes. 

2.6. Analysis 

2.6.1. Behavioural data 

The behavioural data were analysed separately for all three cue- 
conditions, and in accordance with up-to-date stop-signal task guide- 
lines ( Congdon et al., 2012 ; Verbruggen et al., 2019 ). Mean go-trial re- 
action times (go-RT) were estimated based on go-trials with a correct 
response (Go-trial choice errors and go trial omissions were excluded). 
The go-trial response window was set to 1400 ms after go-signal off- 
set. Go-trial accuracies were calculated as the percent correct go-trials 
relative to all go-trials. 

The average SSD was based on all stop-trials (i.e., successful stops, 
unsuccessful stops, stop-trials with a choice error response as well as 
stop-trials with a response before the onset of the stop-signal). SSRT 
was estimated using the integration method ( Logan and Cowan, 1984 ; 
Verbruggen and Logan, 2009b ) with replacement of go-omissions 
( Verbruggen et al., 2019 ). The integration method entails subtracting 
the mean SSD from the n’th RT of an ordered go-RT distribution. Specif- 
ically, all go-trials (correct go-trials, go-trials with a choice error, as 
well as go-omissions replaced with the maximum go-RT) were sorted 
in ascending order. N was determined by multiplying the number of all 
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go-trials with the probability of an unsuccessful inhibition. Unsuccess- 
ful stop-trial RT (US-RT) was estimated based on all stop-trials with a 
response, but excluding the trials with a choice error or a premature 
response. 

Average behavioural estimates for all cue conditions and participants 
were inspected, and participants were excluded if any of the following 
exclusion criteria were met: 1) a stop-trial accuracy above 80% or below 

20%, 3) Go-trial accuracies below 75%, 4) go-trial omissions above 10%, 
5) US-RT > go-RT. 

Some of the behavioural analyses were performed using non- 
parametric approaches. Specifically, the effect of stop-signal probability 
on go-RT and accuracy was tested using the Friedmans test. Differences 
between the 25% and 66% condition for stop-trial accuracy and SSRTs, 
as well as the difference between go-RT and USRT were tested using 
the Wilcoxon signed rank tests. All other comparisons were done using 
paired sample t-tests. Statistical behavioural analyses were performed in 
R (R Foundation for Statistical Computing, Vienna, Austria) using Rstu- 
dio (RStudio, PBC, Boston, MA) and the package rstatix (Kassambara, 
2020). 

2.6.2. EEG data: Pre-processing 

Gradient and cardioballistic artefacts were removed from the data 
using BrainVision analyzer (v. 2.1; Brain Products GmbH, Germany). 
First, the gradient artefact was removed using an average artefact sub- 
traction method based on a moving average of 11 gradient intervals. 
In addition, template drift detection was used to adjust for minor drifts 
in the data that may occur due to mismatch of the EEG sampling rate 
and the TR of the scanner. In one of the datasets, the EEG recordings 
were not synced to the TR of the scanner, thus making the volume onset 
trigger in the EEG recordings unreliable. In this dataset, the volume on- 
set trigger was adapted manually. The data was subsequently low-pass 
filtered at 40 Hz and down-sampled to 500 Hz. 

The removal of the cardioballistic artefact was a three-step proce- 
dure using a moving average template. First, a 12 Hz low pass filter 
was applied to the ECG channel data to better be able to detect the 
peak of the QRS-complex. Then, an automatic search for a QRS tem- 
plate was performed within the first 30 to 60 s following the onset of 
the fMRI sequence. If no good template was found automatically, the 
template was set manually. Subsequent pulses were identified based on 
a pulse rate of 40–100 beats per second, and a template correlation 
and amplitude threshold, which were set manually for each data set. 
The time-delay from the R-peak to the blood flow reaching the brain 
was estimated based on the whole dataset, and a channel-specific arte- 
fact was calculated based on a moving average of 21 pulses and re- 
moved from each channel. To remove residual pulse artefacts, an in- 
dependent component analysis (ICA) excluding the ECG electrode was 
performed. Components were identified as cardioballistic activity and 
subsequently removed from the data by a combination of the correla- 
tion with the ECG electrode, visual inspection of component topography 
and time course, as well as visual inspection of activity time-locked to 
the stop signal to avoid the removal of activity associated with response 
inhibition. 

The subsequent preprocessing steps were performed in MATLAB 
R2018b (The MathWorks, Inc., Massachusetts, USA) using the EEGLAB 
toolbox (v. 14.1.1b; Delorme and Makeig, 2004 ). The data was high- 
pass filtered at 0.1 Hz and re-referenced to the average reference. Pauses 
were removed from the dataset, before an additional ICA was performed. 
For each participant, the number of channels entered into the ICA was 
reduced by the number of components previously removed from the 
data when correcting for the pulse artefact. Components reflecting eye 
blinks and movement artefacts were identified by visual inspection and 
removed. The EEG markers were recoded according to the event of in- 
terest, which included the stop trials in the 25% condition and the 66% 

condition (hereby referred to as stop25 and stop66, respectively), the go 
trials with a correct response in the 0% condition, 25% condition and 

66% condition (hereby referred to as go0, go25, and go66, respectively), 
and the unsuccessful stop (US) trials in the 25% condition and the 66% 

condition (hereby referred to as US25 and US66, respectively). 
For the analysis of trial averages, the cleaned data were segmented 

into epochs of − 1500 to 1500 ms centred at the event of interest. For 
single-trial analyses, cue-locked data were segmented into epochs from 

− 1500 to 2800 ms time-locked to the cue, while target-locked data were 
segmented into epochs of − 1500 to 1500 ms centred at the target event 
of interest. Due to the long cue-locked single-trial epochs, some trial 
epochs at the beginning or the end of a block could not be extracted (go0: 
1.31% on average, go25: 0.17% on average, go66: 0.27% on average). 
These trials were removed from the single-trial analyses. All epochs were 
baseline corrected using the whole pre-stimulus period. Noisy epochs 
were removed by visual inspection. 

2.6.3. EEG data: Trial average analysis 

To investigate the effect of stop-signal probability on trial-averaged 
FM-theta activity, the stop-locked (for stop-trials and US-trials) and go- 
locked (go-trials) data for the 25% and 66% condition (i.e., stop25, 
stop66, US25, US66, go25 and go66) was subjected to a time- 
frequency transformation using the newtimef function in EEGLAB. 
Based on previous research, all analyses were performed on channel FCz 
( Cavanagh et al., 2012 ; Chang et al., 2017 ; Pinner and Cavanagh, 2017 ). 
Event-related spectral perturbations (ERSPs) were calculated for the fre- 
quency window between 1 and 30 Hz in 120 frequency steps, using 200 
output times. An increasing amount of cycles in each Morlet wavelet 
was used, from 1 to 15 in steps of 0.25. The averaged data was normal- 
ized to the spectral baseline by dividing by the average power across 
trials at each frequency from the time period − 400 to − 100 ms before 
go/stop-signal onset and log-transformed. The estimation of each sub- 
ject’s individual theta activity (ITA) was implemented such that for each 
subject, the theta frequency (i.e., frequency between 4 and 8 Hz) with 
the highest power within a time window of 200–450 ms post go/stop- 
signal onset was detected, and then the power of this individual peak 
frequency was averaged across a frequency band of peak frequency + /- 
1 Hz, and for a time window of + /- 50 ms from the peak frequency la- 
tency. The final ITA values were then subjected to a 2 × 3 rm-ANOVA 
with the factors stop-signal probability (25, 66) and trial type (go, stop, 
US). 

To investigate the effect of stop-signal probability on activity prior 
to the go-signal, but after the cue, the same time-frequency transforma- 
tion as described above was applied to cue-locked epochs of go-trials, 
stop-trials and US-trials for the 25% and 66% condition. The ITA was 
estimated similarly to that of the go/stop-locked activity, although the 
time window for finding the peak frequency was set at 200–600 ms post 
cue. This time interval was chosen based on previous findings of a cue- 
locked theta peak within this interval ( Cooper et al., 2017 ; Kaiser and 
Schütz-Bosbach, 2019 ). A 2 × 3 rm-ANOVA was performed with stop- 
signal probability (25, 66) and trial type (go, stop, US) as independent 
variables, and the ITA as the dependant variable. 

Although no specific hypothesis was made about how go-trial FM- 
theta activity would differ between cue-locked and go-locked activity, 
as well as potential modulations by stop-signal probability, visual in- 
spection of the data led to the unexpected finding that FM-theta activity 
seemed to be largest in the 0% condition. To formally investigate this 
further, an exploratory post-hoc 2 × 3 rm-ANOVA with the factors time 
(cue-locked, go-locked) and probability (0, 25, 66) was run on the go-trial 
ITAs. 

Statistical analyses on the trial-averages were performed using the R 
package rstatix (Kassambara, 2020). 

2.6.4. EEG data: Single-trial analysis 

To investigate the effect of proactive control on FM-theta activity at 
the single-trial level, time-frequency transformations adapted for single- 
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trial analysis were performed on cue-locked and target-locked activity in 
the stop-trials, go-trials and US-trials of the 25% condition and the 66% 

condition, as well as the 0% condition for the go-trials.. ERSPs were 
calculated via the newtimef function in MATLAB, adapted for single- 
trial analysis, for electrode FCz for the frequency window between 1 
and 30 Hz in 120 frequency steps, using 200 output times. An increas- 
ing amount of cycles in each Morlet wavelet was used, from 1 to 15 
in steps of 0.25. Single-trial time-frequency decompositions were nor- 
malized by dividing by the mean baseline power per frequency for each 
trial ( Grandchamp and Delorme, 2011 ), and then converted to decibel 
(dB) by using a log-transformation of the baseline-corrected trial data 
(dB = 10 x log10(power/baseline). The baseline power was extracted 
from − 400 to 100 ms before target onset. The ITA was calculated simi- 
larly to that of the trial-averaged cue-locked and target-locked FM-theta 
activity, only individually for each trial. Overall, this resulted in data ex- 
tracted from two different time periods (cue-locked and target-locked) 
from three different trial types (go-trials, stop-trials, US-trials), extracted 
separately from the different probability conditions. 

First, to assess possible associations of cue-locked and stop-locked 
theta activity with stop-trial outcome, a single-trial mixed model logis- 
tic regression was run (using the R package lme4; Bates et al., 2015). 
Specifically, cue-locked and stop-locked ITAs was entered as fixed ef- 
fects, while participants were entered as random effects. The resulting 
coefficients were standardized by dividing by the SD, and deemed sig- 
nificant if p |z| > 0.05. 

Second, to assess possible associations of cue-locked and go-locked 
FM-theta activity with go-trial reaction times, a single-trial mixed model 
linear regression was run (using the R package lme4; Bates et al., 2015). 
Specifically, cue-locked and go-locked ITAs were entered as fixed effects, 
while participants were entered as random effects. The resulting coeffi- 
cients were deemed significant by the Satterthwaite approximation us- 
ing the lmerTest R package ( Kuznetsova et al., 2017 ), thresholded at p 
< .05 ( Luke, 2017 ). 

2.6.5. fMRI data: Pre-processing 

All pre-processing steps were performed with SPM12 (Wellcome 
Trust Centre for NeuroImaging, Institute of Neurology at University 
College London, UK), running under MATLAB r2016a (The MathWorks 
Inc., Natick, MA). Functional images were realigned to the first image 
and resliced using a 5th degree B-spline interpolation. Slice timing cor- 
rection to adjust for time acquisition delays was performed using the 
central slice as reference. Functional images were co-registered to the 
structural image, and normalized to the Montreal Neurological Institute 
(MNI) standard space, using linear and non-linear deformations, written 
with a final resolution of 3 × 3 × 3 mm. Lastly, functional images were 
smoothed using a 6 mm full-width-at-half-maximum (FWHM) Gaussian 
kernel. The estimated motion parameters were inspected to ensure that 
relative motion (between adjacent time points) did not exceed half the 
voxel size. 

2.6.6. fMRI data: First level analysis 

First-level statistical analyses were performed in SPM12 using the 
general linear model (GLM) framework and an event-related design. Due 
to the temporal proximity of cue and target onsets, two first-level models 
were set up for each participant, one for events modelled at target or 
response onset, and another for events modelled at the cue onset. 

The first model included all target events modelled at target or re- 
sponse onset (hereby referred to as the target-model for simplicity). The 
following events were included in the target-model: cues, successful 
go-trials, erroneous go-trials, successful stop-trials, unsuccessful stop- 
trials, choice error stop-trials, null-events and feedback. All task condi- 
tions were modelled according to their corresponding stop-signal prob- 
ability. Go- and stop-trials were modelled at go-signal onset and stop- 
signal onset, respectively, while unsuccessful stop-trials were modelled 
at response onset. Additional six regressors coding the participant’s mo- 

tion parameters, estimated during the realignment procedure, were in- 
cluded to correct for head movement. Task events were modelled as 
zero-duration events, with the exception of cues, which were modelled 
according to the corresponding cue duration. All modelled events were 
convolved with a canonical hemodynamic response function (HRF). To 
account for slow-frequency drifts, a high-pass filter with a cut-off at 
128 s was implemented. Four t-contrasts were set up for each partici- 
pant, stop25 > 0, stop66 > 0, go25 > 0, and go66 > 0. 

The second model (hereby referred to as the cue-model), was iden- 
tical to the target-model, except that it included only cues as events 
of interest, as well as null-events and pauses. Cues where modelled 
in accordance with their stimulus duration, their corresponding stop- 
signal probability, and the upcoming trial type (go, stop etc.). For ex- 
ample, a 25% cue preceding a go-trial was modelled as a cue25_go 
regressor, modelled at cue onset. Again, four t-contrasts were cre- 
ated for each participant: cue25_stop > 0, cue66_stop > 0, cue25_go > 0 and 
cue66_go > 0. 

2.6.7. Joint ICA analysis 

A joint ICA concurrently run on the EEG data and the fMRI data 
was performed to further investigate the associations between proactive 
and reactive response inhibition. Such a joint ICA yields a spatiotempo- 
ral decomposition where the fMRI-derived component coefficients in- 
dicate where, and the EEG-derived component coefficients when, the 
signal is changing ( Calhoun et al., 2006 ). We expand this framework 
to include several conditions. The joint ICA analysis was performed us- 
ing the Fusion ICA Toolbox (FIT) for MATLAB ( Calhoun et al., 2006 ; 
https://trendscenter.org/software/fit/). 

For the EEG data, the FCz peak frequency time course (i.e., the peak 
frequency within a window of 200 and 450 ms after stop-signal onset, 
averaged across peak frequency + /- 1 Hz) was extracted from the trial 
average ERSPs (calculated as described in Section 2.6.3 EEG data: trial av- 

erage analysis) for the go25, go66, stop25 and stop66 conditions for each 
participant. Furthermore, the cue-locked FCz theta time course (here, 
the peak frequency within a window of 200 and 600 ms after cue onset) 
was extracted from the trial average ERSPs from the cue_go25, cue_go66, 
cue_stop25 and cue_stop66 conditions. For the fMRI data, the first level 
contrast images of go25 > 0, go66 > 0, stop25 > 0 and stop66 > 0 from the 
target-model, as well as the first level contrast images of cue_go25 > 0, 
cue_go66 > 0, cue_stop25 > 0 and cue_stop66 > 0 from the cue-model were 
used. The FCz theta time course ranging from − 400 ms relative to the 
target/cue onset to the end of the epoch as well as grey matter data from 

the contrast images representing both cue-locked and target-locked ac- 
tivity for both conditions (i.e., 25% and 66% conditions) were concur- 
rently included in the joint ICA. This resulted in a data matrix that for 
column-wise contained the four “modalities ” (cue-locked fMRI activity, 
target-locked fMRI activity, cue-locked theta activity and target-locked 
theta activity) with each of the four conditions (go25, go66, stop25 and 
stop66) entered as separate rows for each subject (4 × 22). The data 
was normalized and reduced from subjects to components using prin- 
cipal component analysis (PCA), before subjected to the joint ICA. The 
number of independent components (IC’s) in the analysis was estimated 
based on the minimum description length (MDL) algorithm running on 
all features, and further based on the different feature combinations, 
using a PCA-CCA (canonical correlational analysis) approach, as imple- 
mented in the FIT software. The ICA was run once based on the Infomax 
algorithm. The resulting ICA mixing matrix consists of coefficients that 
represent the shared loading parameters for the different modalities and 
the ICs. Differences between the four conditions (go25, go66, stop25 
and stop66) can then be tested by using a paired sample t -test on the 
mixing coefficients. The significance level was corrected for number of 
comparisons (go25 vs go66, stop25 vs stop66, go25 vs stop25, go66 vs 
stop66) to p = .05/4 = 0.0125. Only z-transformed positive fMRI activity 
thresholded at z > 3 are visualized and reported. 
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Table 1 

Behavioural data. 

Stop-signal probability condition 

0% 25% 66% 

Go-trial RT (ms) ∗ ∗ 429.03 (54.55) 596.84 (66.83) 694.92 (121.18) 

Go-trial accuracy (%) ∗ 96.1 (4.1) 98.4 (2.1) 97.9 (2.1) 

Go-trial errors of omissions (%) 1.09 (1.82) 1.05 (1.84) 1.55 (2.39) 

Go-trial choice errors (%) 2.69 (3.46) 0.67 (0.93) 0.42 (0.95) 

SSRT (ms) - 244.72 (46.52) 225.25 (52.15) 

SSD (ms) ∗ ∗ - 347.46 (85.25) 446.57 (111.30) 

US-RT (ms) ∗ ∗ - 533.53 (63.09) 619.48 (90.67) 

Stop-trial accuracy (%) ∗ ∗ - 49.3 (4.6) 52.7 (5.7) 

Note. Table shows means of behavioural measures for each probability condition. Standard deviations are presented in 

the parentheses. RT = reaction time, SSRT = stop-signal reaction time, SSD = stop-signal delay, US-RT = unsuccessful 
stop reaction time, ms = milliseconds. Significant differences marked with ∗ ∗ ( p < .001) and ∗ ( p < .05). 

3. Results 

3.1. Behavioural results 

All means and SDs of the behavioural data are listed in Table 1 . 
The go-RT varied significantly with stop-signal probability ( X (2) = 44, 
p < .001, W = 1). Follow-up Bonferroni-corrected Wilcoxon signed-rank 
tests revealed that the go-RT was significantly higher in the 25% con- 
dition than in the 0% condition, in the 66% condition than in the 0% 

condition, and in the 66% condition than in the 25% condition (all p 
< .001). Similarly, the go-trial accuracy did also vary with stop-signal 
probability ( X (2) = 6.81, p = .033, W = 0.16). Follow-up Bonferroni- 
corrected Wilcoxon signed-rank tests revealed that the go-trial accuracy 
was significantly lower in the 0% condition compared to the 25% con- 
dition ( p = .002). There was no significant differences between the 25% 

and 66% conditions ( p = .128) or the 0% and 66% conditions ( p = .591). 
The SSRT did not differ significantly between the 25% ( me- 

dian = 233.57, 1QR = 218.29, 3QR = 246.24) and the 66% ( me- 
dian = 230.20, 1QR = 216.86, 3QR = 258.04) condition ( p = .354). The 
stop-trial accuracy in the 66% condition ( median = 52.0, 1QR = 51.0, 
3QR = 53.0) was significantly higher than in the 25% ( median = 51.0, 
1QR = 50.0, 3QR = 51.0) condition ( p < .001). The US-RT was sig- 
nificantly longer in the 66% condition compared to the 25% condition 
( t (21) = − 6.40, p < .001, d = 1.36), as was the SSD ( t (21) = − 5.99, p 
< . 001, d = 1.28). Finally, in accordance with assumptions of the horse 
race model, the US-RT was significantly shorter than the go-RT, in both 
the 25% condition ( p < .001) and the 66% condition ( p < .001). 

3.2. Trial-averaged FM-theta activity 

As expected, there was a significant effect of trial type 

( F (2,42) = 53.40, p < .001, 𝜂p 
2 = 0.72) and probability ( F (1,21) = 7.76, 

p = .011, 𝜂p 
2 = 0.27) on target-locked theta activity ( Fig. 2 a and e). 

However, the interaction effect between trial type and probability was 
not significant ( F (2,42) = 1.38, p = .263, 𝜂p 

2 = 0.06). Bonferroni- 
corrected post-hoc tests revealed that there was significantly higher 
activity in the 25% condition than in the 66% condition ( p = .002), and 
that the theta activity in stop-trials was higher than in the go-trials ( p < 

.001). Interestingly, the theta activity in the US-trials were higher than 
in both the go-trials ( p < .001) and the stop-trials ( p < 0.001). 

The cue-locked theta activity ( Fig. 2 b and d) also showed a signif- 
icant modulation by trial type ( F (2,42) = 4.36, p = .019, 𝜂p 

2 = 0.17) 
and follow-up Bonferroni-corrected post-hoc tests revealed signifi- 
cantly higher cue-locked activity in the US-trials compared to the 
go-trials ( p = .020). There was no significant effect of probability 
( F (1,21) = 0.590, p = .451, 𝜂p 

2 = 0.027) nor interaction effect ( F (2, 
42) = 0.81, p = .451, 𝜂p 

2 = 0.04). 

Table 2 

Single-trial logistic regression on stop-trial outcome. 

Fixed effects Estimate (std. error) z p 

Intercept 0.706 (0.09) 7.85 < 0.001 ∗ ∗ 

Cue − 0.002 (0.01) − 0.25 0.804 

Stop − 0.071 (0.01) − 9.89 < 0.001 ∗ ∗ 

Note: Significant effects are marked with ∗ ( p < .05) and ∗ ∗ ( p < .001). 

Table 3 

Single-trial regression on go-RT. 

Fixed effects Estimate (Std. Error) df t p 

Intercept 607.506 (14.26) 23.32 42.61 < 0.001 ∗ ∗ 

Cue − 0.996 (0.39) 8578.75 − 2.57 0.010 ∗ 

Go − 2.154 (0.37) 8579.46 − 5.75 < 0.001 ∗ ∗ 

Note: Significant effects are marked with ∗ ( p < .05) and ∗ ∗ ( p < .001), 

estimated according to the Satterthwaite approximation ( Luke, 2017 ). 

The go-trial theta activity ( Fig. 2 c) showed significant modulations 
by both probability ( F (2,42) = 28.88, p < .001, 𝜂p 

2 = 0.58) and time 
( F (1,21) = 20.20, p < .001, 𝜂p 

2 = 0.49). The interaction effect be- 
tween time and probability was not significant ( F (2,42) = 3.15, p = .053, 
𝜂p 

2 = 0.13). Follow-up Bonferroni-corrected post-hoc tests revealed that 
the activity in the 0% condition was overall significantly higher than the 
activity in the 25% ( p < .001) and the 66% condition ( p < 0.001). The 
difference between the 25% and the 66% condition was not significant 
( p = 1.00). Further, the go-locked activity was significantly higher than 
the cue-locked activity in the go-trials ( p < .001). 

3.3. Single-trial FM-theta activity 

3.3.1. Single-trial mixed model logistic regression 

The results of the mixed model logistic regression are shown in 
Table 2 and Fig. 3 . Notably, there was a significant effect of stop-locked 
( p < .001), but not of cue-locked theta ( p = 0.804). From Fig. 3 , it is 
evident that as stop-locked theta increases, the probability of successful 
stopping decreases. 

3.3.2. Single-trial mixed model linear regression on go-trial reaction time 

The mixed model linear regression revealed a significant effect of 
cue-locked ( p = .010) and go-locked ( p < .001) theta on go-trial reaction 
times. All fixed effects are listed in Table 3 . As can be seen by Fig. 4 , there 
was a clear negative relationship between FM-theta activity and reaction 
times, such that shorter reaction times were associated with higher FM- 
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Fig. 2. Trial average FM-theta activity. a) Effect of stop-signal probability on target-locked activity b) Effect of stop-signal probability on cue-locked activity. c) 

Effect of stop-signal probability and time on FM-theta activity. d) Time-frequency plots of cue-locked data averaged across probability conditions (25% and 66%). e) 

Time-frequency plots of target-locked data averaged across probability conditions (25% and 66%). Significant effects are marked with ∗ ( p < .05) and ∗ ∗ ( p < .001). 

The asterisk above the legends indicate the differences in probabilities, pooled across the trial types. Error bars represent 95% confidence intervals. Us = unsuccessful 
stop. Theta in decibel (dB). 

Fig. 3. Single-trial mixed model logistic regression on stop-trial outcome. Prob- 

ability on the y-axis indicates the chance of successful stopping. Theta power is 

given in decibel (dB). Shaded areas represent 95% confidence intervals. 

theta activity. However, this effect was larger for the go-locked than the 
cue-locked FM-theta activity. 

3.4. Joint ICA analysis 

The joint ICA analysis was performed to investigate associations be- 
tween the fMRI and EEG activity in both go- and stop-trials during dif- 
ferent degrees of proactive control. The analysis was run using five ICs. 
T-tests investigating differences in the mixing coefficients for the differ- 
ent conditions were run on four condition combinations: go25 vs go66, 
stop25 vs stop66, go25 vs stop25, and go66 vs stop66, with a p-value 
threshold at p = .0125. Four of the most informative components are 

Fig. 4. Single-trial mixed model linear regression on the relationship between 

go-trial reaction times (RT) and FM-theta activity in go-trials. Shaded areas 

represent 95% confidence intervals. Theta activity is reported in decibel (dB); 

ms = milliseconds. 

described below. Details about the remaining component (IC1) can be 
found in the supplementary materials. 

Independent component 3: The go component 

IC3 showed go-associated FM-theta activity in both the cue-locked 
and target-locked features, while the stop-associated FM-theta activity 
was absent ( Fig. 5 ). Cue-locked fMRI component activity was specifi- 
cally prominent in the occipital gyrus, and notably also in the left medial 
frontal gyrus, the SFG, and the caudate. Target-locked fMRI component 
activity was evident in the bilateral medial frontal gyri including the 
SMA, the cingulate, as well as the postcentral gyrus and the occipital 
gyrus ( Table 4 ). The t-tests investigating differences between conditions 
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Fig. 5. Independent component 3. a) cue- 

locked FM-theta component activity in blue 

(go) and orange (stop). Average theta activity 

(in decibel, dB) for each condition in grey. b) 

cue-locked fMRI component activity. c) target- 

locked FM-theta component activity in blue 

(go) and orange (stop). Average theta activity 

(in decibel, dB) for each condition in grey. d) 

target-locked fMRI component activity. The fig- 

ure shows z-transformed positive fMRI activity 

thresholded at z > 3, slice numbering in mm. 

L = left, R = right. 

Table 4 

The go component. 

IC3: cue-locked activity 

Region volume (cc) L/R Max z L/R MNI (x, y, z) L/R 

Caudate 0.16/0.14 6.3/3.9 ( − 6, 8, 5)/(9, 8, 8) 
Middle Occipital Gyrus 0.24/1.13 4.0/6.1 ( − 21, − 100, − 1)/(30, − 91, − 1) 
Cuneus 0.54/0.86 4.8/5.8 ( − 15, − 100, − 1)/(12, − 97, − 1) 
Lingual Gyrus 0.16/1.19 3.4/5.6 ( − 18, − 97, − 13)/(18, − 94, − 13) 
Inferior Occipital Gyrus 0.54/0.30 5.4/5.2 ( − 27, − 91, − 16)/(27, − 88, − 16) 
Third Ventricle 0.14 5.2 (0, − 19, − 4) 
Transverse Temporal Gyrus 0.19/0.30 4.4/3.6 ( − 60, − 19, 11)/(51, − 19, 11) 
Cerebellar Lingual 0.11/0.11 4.0/4.4 (0, − 43, − 19)/(3, − 46, − 22) 
Extra-Nuclear 0.14 3.8 ( − 3, − 22, − 1) 
Sub-Gyral 0.11/0.14 4.1/4.4 ( − 24, − 94, − 4)/(27, − 94, − 4) 
Culmen 0.22 4.3 (15, − 34, − 19) 
Postcentral Gyrus 0.38/0.97 4.1/4.3 ( − 60, − 19, 14)/(42, − 34, 65) 
Medial Frontal Gyrus 0.22 3.9 ( − 6, 8, 50) 
Precentral Gyrus 1.03 3.8 (45, − 16, 59) 
Superior Frontal Gyrus 0.11 3.5 ( − 3, 8, 53) 
Insula 0.14 3.3 (51, − 19, 14) 

IC3: target-locked activity 

Region volume (cc) L/R Max z L/R MNI (x, y, z) L/R 

Fourth Ventricle 0.11 7.4 (0, − 43, − 25) 
∗ Postcentral Gyrus 0.11 4.2 (57, − 19, 53) 
Medial Frontal Gyrus 0.70/0.40 6.4/5.2 (0, − 7, 53)/(3, − 4, 53) 
Cingulate Gyrus 1.57/1.03 6.0/5.3 (0, − 7, 50)/(3, − 4, 50) 
Postcentral Gyrus 1.94/0.86 5.8/4.6 ( − 57, − 25, 50)/(57, − 16, 50) 
Culmen 0.11 5.7 (3, − 46, − 25) 
Precentral Gyrus 0.84 4.8 ( − 33, − 25, 71) 
Lingual Gyrus 0.27 4.5 (18, − 73, − 16) 
Fusiform Gyrus 0.22 4.2 (21, − 70, − 16) 
Paracentral Lobule 0.14 4.1 (0, − 13, 50) 
Inferior Occipital Gyrus 0.14 3.9 (18, − 91, − 16) 
Transverse Temporal Gyrus 0.22 3.7 ( − 63, − 16, 11) 
Insula 0.14 3.4 ( − 51, − 22, 17) 

Note: Table shows z-transformed fMRI activity clusters for IC3, thresholded at z > 3, cluster size > 0.1 cc. Region 

labelling via the FIT software ( ∗ AAL labelling). 
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Fig. 6. Independent component 4. a) cue-locked FM-theta component activity in blue (go) and orange (stop). Average theta activity (in decibel, dB) for each condition 

in grey. b) cue-locked fMRI component activity. c) target-locked FM-theta component activity in blue (go) and orange (stop). Average theta activity (in decibel, dB) 

for each condition in grey. d) target-locked fMRI component activity. The figure shows z-transformed positive fMRI activity thresholded at z > 3, slice numbering in 

mm. L = left, R = right. 

revealed that this component differed significantly between the go25 
and stop25 condition ( p < .001), the go66 and stop66 condition ( p < 

.001), and between the go25 and go66 condition ( p = .004). There was 
no difference between the stop25 and stop66 condition ( p = .152). 

Independent component 4: The stop component 

IC4 captured both go- and stop-associated cue-locked FM-theta ac- 
tivity, while target-locked FM-theta activity was dominated by the stop- 
associated activity ( Fig. 6 ). Interestingly, both cue- and target-locked 
fMRI activity was evident in the rIFG. Specifically, cue-locked fMRI com- 
ponent activity was evident in the occipital gyrus, bilateral MFG, right 
IFG, as well as the superior and medial frontal gyrus. Target-locked fMRI 
component activity was evident in a clear right-lateralized network con- 
sisting of the right IFG, SFG, MFG, IPC and the cingulate gyrus ( Table 5 ). 
There was a significant difference between go and stop activity in the 
66% condition in this component ( p = .0123), although not in the 25% 

condition ( p = .023). There was no difference in component activity be- 
tween the stop25 and stop66 conditions ( p = .382), nor between the 
go25 and go66 conditions ( p = .023). 

Independent component 2 and 5: The proactive components 

As can be seen from Fig. 7 , both IC2 and IC5 displayed clear cue- 
locked FM-theta component activity, while no apparent target-locked 
FM-theta component activity were evident. The FM-theta activity pat- 
tern differed slightly between the two components, with IC2 showing 
more sustained cue-locked activity, and IC5 a somewhat noisier activity 
pattern witht a smaller, early peak. Both components, however, showed 
clear fMRI activity in the occipital cortex and nearby gyri, such as the 
cuneus and the lingual gyri ( Table 6 ). While IC2 in addition showed 
cue-locked fMRI component activity in the rIFG, a small activity clus- 
ter in the rMFG was evident in IC5. The t-tests investigating differences 
between the conditions revealed that IC5 component activity differed 

significantly between the go25 and go66 condition ( p < .001). The differ- 
ence between the other conditions was not significant (stop25 vs stop66: 
p = .208, go25 vs stop25: p = .014, go66 vs stop66: p = .138). The t-tests 
did not reveal any significant differences between any of the conditions 
for IC2 (go25 vs go66: p = .319, stop25 vs stop66: p = .885, go25 vs 
stop25: p = .583, go66 vs stop66: p = .999). 

4. Discussion 

The present study investigated the temporal dynamics of the neu- 
ral correlates of proactive and reactive control of inhibition, using si- 
multaneously recorded EEG and fMRI data and a cued stop-signal task. 
Behavioural results clearly indicated that participants adjusted their be- 
haviour proactively, as seen in modulations of go-trial reaction times, 
as well as go and stopping accuracies (see also Messel et al., 2019 ). 
Several different approaches were used to elaborate on the relationship 
between going and stopping in reactive and proactive control modes. 
First, as expected, the analyses of trial averages indicated that target- 
locked theta activity was stronger in stop- than in go-trials, and overall 
higher in the 25% condition than in the 66% condition. Interestingly, 
cue-locked theta activity did not show such probability modulations. 
Second, single-trial analyses revealed that both cue- and target-locked 
theta activity were associated with behavioural outcomes. Specifically, 
higher cue-locked FM-theta was associated with faster reactions in go 
trials, while higher target-locked FM-theta was associated with faster 
reactions in go trials and unsuccessful stopping in stop trials. These re- 
sults collectively indicate a double role for the FM-theta, where higher 
theta is associated with faster responding, but simultaneously is gener- 
ally higher in stop trials. This dissociation was supported by the third 
analysis. Here, the joint ICA on the fMRI and EEG data, revealed several 
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Table 5 

The stop component. 

IC4: cue-locked activity 

Region volume (cc) L/R Max z L/R MNI (x, y, z) L/R 

Middle Occipital Gyrus 2.97/2.75 5.3/6.0 ( − 33, − 88, − 4)/(27, − 91, − 1) 
Inferior Occipital Gyrus 1.19/0.92 5.4/5.8 ( − 36, − 79, − 10)/(33, − 85, − 10) 
Sub-Gyral 0.92/0.86 5.2/5.8 ( − 33, − 88, − 7)/(27, − 91, − 4) 
Superior Frontal Gyrus 0.51/0.14 4.9/3.2 ( − 6, 8, 53)/(6, 11, 56) 
Medial Frontal Gyrus 0.46 4.7 ( − 6, 5, 53) 
Cuneus 0.65/0.16 4.7/4.0 ( − 24, − 97, − 4)/(24, − 97, − 4) 
Inferior Frontal Gyrus 0.65 4.7 (42, 8, 32) 

Lingual Gyrus 0.76/0.70 4.7/4.7 ( − 21, − 94, − 7)/(27, − 85, − 10) 
Third Ventricle 0.11 4.1 (0, − 25, − 4) 
Middle Frontal Gyrus 0.40/0.11 4.1/3.9 ( − 27, − 7, 53)/(42, 11, 32) 

IC 4: target-locked activity 

Region volume (cc) L/R Max z L/R MNI (x, y, z) L/R 

Inferior Frontal Gyrus 1.16 4.7 (45, 20, − 4) 
∗ Rolandic Gyrus 0.27 4.6 (57, 14, 2) 

Middle Frontal Gyrus 1.4 4.2 (48, 14, 50) 

Medial Frontal Gyrus 0.22 3.9 (3, 26, 41) 

Insula 0.11 3.8 (42, 17, − 1) 
Superior Frontal Gyrus 0.11 3.6 (3, 17, 53) 

Cingulate Gyrus 0.16 3.6 (3, 23, 44) 

Superior Temporal Gyrus 0.11 3.5 (48, 14, − 4) 
Inferior Parietal Lobule 0.24 3.3 (36, − 46, 44) 
Superior Parietal Lobule 0.16 3.3 (33, − 61, 53) 
Precentral Gyrus 0.14 3.1 (54, 14, 8) 

Note: Table shows z-transformed fMRI activity clusters for IC4, thresholded at z > 3, cluster size > 0.1 cc. Region 

labelling via the FIT software ( ∗ AAL labelling). 

Fig. 7. Independent component 2 (left) and independent component 5 (right). a) cue-locked FM-theta component activity in blue (go) and orange (stop). Average 

theta activity (in decibel, dB) for each condition in grey. b) cue-locked fMRI component activity. c) target-locked FM-theta component activity in blue (go) and 

orange (stop). Average theta activity (in decibel, dB) for each condition in grey. d) target-locked fMRI component activity. The figure shows z-transformed positive 

fMRI activity thresholded at z > 3, slice numbering in mm. L = left, R = right. 

independent FM-theta components, either related to stopping, going, 
or cue-associated proactive control. In sum, FM-theta activity does not 
seem to reflect a unitary mechanism, but rather appears to be associ- 
ated with different mechanisms that support both fast responding and 
successful inhibition. 

At the neural level, it was expected that the trial-averaged, target- 
locked theta activity would be higher in the stop-trials than in the 
go-trials, and indeed this was the case. Further, in line with previous 
research, target-locked theta activity was sensitive to proactive con- 
trol modulations ( Dippel et al., 2016 ; Dippel et al., 2017 ; Enriquez- 
Geppert et al., 2010 ; Nieuwenhuis et al., 2003 ; Ramautar et al., 2004 ), 
with stronger theta activity in the 25% than in the 66% condition. In- 
terestingly, US-trials had higher target-locked theta activity than both 
go- and stop-trials, and higher cue-locked theta activity than go-trials. 
As US-trials may be a result of a fast and error-prone response strategy, 
it may be that the increased theta activity in these trials reflects mecha- 

nisms associated with fast responding. This is supported by the fact that 
go-trial theta activity was highest in the 0% condition, the condition 
with the behaviourally fastest responses and lowest accuracy. 

Although it was hypothesized that lower target-locked theta activ- 
ity in the 66% condition than in the 25% condition may be a result 
of more efficient proactive preparation in the former, this was not ev- 
ident in the cue-locked theta activity, that did not show any probabil- 
ity modulations. It may be, however, that such an interplay between 
mechanisms of proactive and reactive control of inhibition are subject to 
single-trial variations that are not evident by the more traditional anal- 
ysis of trial averages. Previous research has indicated that there may be 
an interaction between proactive and reactive inhibitory control pro- 
cesses ( Jahfari et al., 2010 ), such that increased proactive activity may 
result in less need of reactive inhibition. This is in line with assumptions 
of the DMC framework, where proactive and reactive modes of con- 
trol are conceptualized as opposite poles of a continuum ( Braver, 2012 ; 
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Table 6 

The proactive components. 

IC2: cue-locked activity 

Region volume (cc) L/R Max z L/R MNI (x, y, z) L/R 

Fourth Ventricle 0.11 8.1 (0, − 46, − 25) 
Culmen 0.14/0.51 5.6/7.3 ( − 3, − 46, − 25)/(12, − 37, − 16) 
Cerebellar Lingual 0.11 5.3 (0, − 43, − 19) 
Cuneus 0.43/0.14 5.1/3.5 ( − 12, − 100, − 1)/(18, − 97, − 1) 
Third Ventricle 0.16 5.1 (0, − 19, − 4) 
Extra-Nuclear 0.11 4.5 (3, − 13, − 4) 
Middle Occipital Gyrus 0.76/0.35 4.4/4.0 ( − 27, − 94, 11)/(21, − 97, 2) 
Inferior Frontal Gyrus 0.11 3.7 (42, 2, 29) 

IC2: target-locked activity 

Region volume (cc) L/R Max z L/R MNI (x, y, z) L/R 

Middle Occipital Gyrus 0.97/0.27 6.8/4.2 ( − 36, − 91, 5)/(24, − 94, 14) 
Lingual Gyrus 0.57 4.3 ( − 18, − 94, − 13) 
Middle Temporal Gyrus 0.32 3.9 ( − 42, − 76, 8) 
Inferior Frontal Gyrus 0.14 3.9 (57, 11, 35) 

Declive 0.27 3.7 ( − 42, − 70, − 22) 
Fusiform Gyrus 0.16 3.6 ( − 18, − 91, − 19) 
Inferior Occipital Gyrus 0.32 3.6 ( − 18, − 91, − 16) 
Cuneus 0.14/0.11 3.4/3.5 ( − 9, − 97, 2)/(12, − 103, − 1) 
Postcentral Gyrus 0.14 3.3 ( − 57, − 25, 38) 

IC5: cue-locked activity 

Region volume (cc) L/R Max z L/R MNI (x, y, z) L/R 

Lingual Gyrus 0.78/1.75 4.9/8.7 ( − 18, − 91, − 13)/(24, − 91, − 13) 
Middle Occipital Gyrus 0.43/1.38 4.1/6.8 ( − 21, − 88, − 13)/(24, − 88, − 13) 
Inferior Occipital Gyrus 0.24/0.43 4.3/5.4 ( − 18, − 94, − 16)/(27, − 88, − 13) 
Cuneus 0.73 5.3 (9, − 94, 2) 
Middle Frontal Gyrus 0.38 4.6 (54, 23, 35) 

Fusiform Gyrus 0.32 3.9 (33, − 73, − 19) 
Sub-Gyral 0.14/0.14 3.5/3.7 ( − 30, − 79, 23)/(24, − 94, − 7) 

IC5: target-locked activity 

Region volume (cc) L/R Max z L/R MNI (x, y, z) L/R 

Precuneus 0.59/1.11 4.5/5.9 (0, − 76, 35)/(9, − 79, 47) 
Cuneus 2.62/4.32 4.9/5.2 ( − 3, − 67, 5)/(3, − 76, 11) 
Posterior Cingulate 0.73/1.43 5.2/4.5 ( − 3, − 67, 8)/(6, − 61, 8) 
∗ Vermis 0.32 4.3 ( − 3, − 67, 2) 
Lingual Gyrus 0.94/0.38 4.3/3.9 ( − 3, − 70, 2)/(3, − 70, − 4) 
Culmen 0.27 4 ( − 6, − 67, − 7) 
Culmen of Vermis 0.14 3.9 ( − 3, − 64, − 1) 
Extra-Nuclear 0.11 3.4 ( − 3, − 7, 14) 
Declive 0.19 3.4 ( − 27, − 70, − 19) 
Postcentral Gyrus 0.16 3.4 (63, − 22, 14) 

Note: Table shows z-transformed fMRI activity clusters for IC2 and IC5, thresholded at z > 3, cluster size > 0.1 cc. 

Region labelling via the FIT software ( ∗ AAL labelling). 

Chiew and Braver, 2017 ). Stop-trial outcome may be an indicator of 
how efficient the mechanisms resulting in inhibition are in that particu- 
lar trial. Thus, one can predict whether a stop-trial results in successful 
or unsuccessful inhibition by the preceding cue-locked and target-locked 
FM-theta activity. The single-trial logistic regression analysis revealed 
that stop-locked FM-theta activity predicted stop-trial success, such that 
higher FM-theta activity was associated with lower probability of suc- 
cessful stopping. This is in line with the findings of higher N2 amplitudes 
and FM-theta activity during unsuccessful compared to successful stop- 
trials ( González-Villar et al., 2016 ; Knyazev et al., 2008 ), and supports 
the notion that successful inhibition is not due to higher stop-locked 
FM-theta activity specifically. This finding is also in line with the role 
of stop-locked FM-theta as important in conflict-monitoring and error 
detection ( Cavanagh et al., 2012 ; Cavanagh and Frank, 2014 ). It may 
be that higher stop-locked FM-theta results from stop-signals that were 
more surprising, and that thus are associated with less efficient signal- 
detection and the instantiation of reactive response inhibition mech- 
anisms. Thus, more surprising stop-signals have a higher probability 
to end in a failure to inhibit the initiated response. As target-locked 
theta activity was also associated with fast responses at the single-trial 
level in go-trials, another explanation can be based on how inhibition 

is conceptualised in the horse race model ( Band et al., 2003 ; Logan and 
Cowan, 1984 ). Here, the outcome of a stop-trial is determined by a race 
between a go- and a stop-runner, and an unsuccessful stop-trial is the 
result of a go-runner that is faster than the stop-runner. In addition, the 
unsuccessful stop-trials even have faster reaction times than go-trials. 
Thus, perhaps the stronger target-locked theta effect in unsuccessful 
stop-trials reflect an additive effect associated with fast go responses 
as well as reactive activity in response to a stop signal. Future research 
needs to investigate this further. 

Although cue-locked FM-theta did not predict stop-trial outcome, 
cue-locked FM-theta activity in the go-trials was a significant predic- 
tor of faster reaction times. The relationship between cue-locked theta 
and reaction times has been shown using other cognitive control tasks 
( Cohen and Cavanagh, 2011 ; Cohen and Donner, 2013 ; Cooper et al., 
2017 ; Cooper et al., 2019 ). The present study is one of the first to show, 
however, that both cue-locked and target-locked FM-theta activity were 
associated with go-trial reaction times in a stop-signal task on a single- 
trial level. It may be that cue-locked FM-theta activity is reflecting a 
heightened preparation of the motor control network in general, which 
leads to fast responses in go-trials. Although no association between cue- 
locked theta and behaviour was found in stop-trials at the single-trial 
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level (as cue-locked theta did not predict stop-trial outcome), the anal- 
yses of trial averages did reveal heightened cue-locked theta activity in 
unsuccessful stop-trials compared to the go-trials, and in go-trials in the 
0% condition, compared to the 25% condition. These are conditions that 
exhibit a prepotent tendency for fast responding. In sum, the relation- 
ship between cue-locked theta and fast responses in go-trials, as well as 
heightened theta activity in conditions with a strong prepotent tendency 
for fast responding, suggests a role of theta in heightened preparation 
of the motor control system. 

The most novel findings of the present study were those from the 
combined EEG and fMRI analysis. It was hypothesized that if proac- 
tive and reactive control mechanisms rely on the same neural underpin- 
nings that manifest in FM-theta activity on the scalp, then one should 
be able to trace FM-theta activity during proactive and reactive condi- 
tions back to the same brain regions. We found partial support for this 
hypothesis, as we did find a component (IC4) in the joint ICA analy- 
sis, which was related to both stopping and cue-related processing. This 
component showed a clear stop-associated FM-theta peak around 200–
250 ms after stop-signal onset, as well as an early theta peak around 
200 ms after cue onset. The theta activity was associated with activity 
in a right-lateralized network, including the IFG, MFG, insula, IPC, cin- 
gulate, and the SFG/SMA. Interestingly, rIFG activity was evident both 
in the cue-locked and target-locked features. The right IFG has been sug- 
gested as an important region for successful response inhibition, and has 
been associated with both reactive and proactive control of inhibition 
( Aron, 2011 ; Chikazoe et al., 2009 ; Messel et al., 2019 ; Wessel et al., 
2013 ). However, the single trial data did not reveal any associations be- 
tween cue-locked FM-theta activity and stop-trial outcome, indicating 
that FM-theta activity might not be directly related to inhibition per se. 
Indeed, it has been suggested that both FM-theta and rIFG activity might 
reflect more general mechanisms of control ( Cooper et al., 2017 ) or at- 
tention ( Hampshire et al., 2010 ), as well as being related to the novelty 
of a stimulus ( Cavanagh et al., 2012 ; Cavanagh and Frank, 2014 ). 

IC3, on the other hand, seemed to capture most of the go-related 
theta activity, which was associated with component activity in the oc- 
cipital gyrus, and notably the caudate, the left medial frontal gyrus and 
the SFG for the cue-locked features on the one hand, as well as target- 
locked activity in the bilateral postcentral gyrus, the cingulate gyrus 
and the medial frontal gyrus (including the SMA region) on the other 
hand. The significant difference between the go25 and go66 condition, 
together with the unimodal EEG results, indicates that such a difference 
reflects a heightened preparation of the motor control network, leading 
to decreased reaction times in go-trials. Indeed, the SMA and pre-SMA 
are important regions of the motor control network ( Cunnington et al., 
2005 ; Lee et al., 1999 ; Obeso et al., 2013 ). 

Although IC4 seemed to capture both cue-associated and stop- 
associated theta activity, cue-associated activity was also evident in two 
other components, IC2 and IC5. Specifically, IC2 seemed to capture more 
sustained cue-locked theta activity, with a later peak between 500 and 
800 ms post cue, while target-locked theta activity was absent. This com- 
ponent showed cue-locked fMRI activity in the bilateral occipital gyrus, 
but also in the rIFG. IC5, on the other hand, showed a noisier FM-theta 
activity pattern in the cue-locked feature, with a somewhat earlier peak. 
Cue-locked fMRI component activity was again evident in the occipital 
cortex, as well as in the rMFG. The MFG specifically has been associ- 
ated with working memory processes needed for active maintenance of 
cue information ( Collette et al., 1999 ; Hampson et al., 2006 ). Together 
with the significant difference between go25 and go66 in this compo- 
nent, this indicates that IC5 may reflect some proactive adjustments that 
increase with increasing stop-signal probability, such as working mem- 
ory processes reliant on the MFG. However, IC4 also showed cue-locked 
fMRI activity in the rMFG as well as the SMA, together with a distinct 
early cue-locked theta peak. Thus, it seems clear that there is no one- 
to-one relationship between the regions of the stopping network and 
sub-components of response inhibition. Rather, it seems more likely that 
proactive and reactive control is dependant on wide-spread activity in 

the stopping network that reflects the complex processes necessary to 
facilitate efficient inhibition. Nevertheless, the idea of FM-theta as a 
multidimensional feature is in line with recent research ( Zuure et al., 
2020 ), and here we suggest that FM-theta activity reflects several pro- 
cesses related to both motor initiation, inhibition and proactive control. 

It needs to be noted that if FM-theta activity is related to the novelty 
of a stimulus ( Cavanagh et al., 2012 ; Cavanagh and Frank, 2014 ), this 
would indicate that cue-locked FM-theta activity may be a result of the 
infrequency or validity of the cue, rather than proactive control mecha- 
nisms per se ( Kaiser and Schütz-Bosbach, 2019 ; Mäki-Marttunen et al., 
2019 ; van Driel et al., 2015 ). In the present study, the number of cues 
signalling the different stop-signal probabilities vary, with 50 0% cues, 
400 25% cues and 150 66% cues. While this mapping was necessary to 
enable the experimental modulation of stop-signal probabilities with- 
out making the task unnecessary long, it does yield the possibility that 
the cue-locked FM-theta activity also depends on the frequency of the 
cue itself, and not the stop-signal probability it represents. If this is the 
case, the 0% cue should be the most novel one, followed by the 66% cue. 
Indeed, the 0% condition did elicit the strongest FM-theta response com- 
pared to the other go-trial conditions. However, this effect was across 
both cue-locked and go-locked activity, not specific to the cue-locked 
activity itself. Further, there was also a novelty difference between 25% 

and 66% conditions without any differences in the theta activity, such 
that this explanation seems unlikely. 

Not least, one has to acknowledge that the probability of suc- 
cessfully inhibiting a response is obviously dependant on additional 
mechanisms that are not captured by FM-theta activity, such as 
sensory-, attentional- or motor control mechanisms ( Kaiser and Schütz- 
Bosbach, 2019 ; Salinas and Stanford, 2013 ; Verbruggen et al., 2014 ). 
For example, proactive activity in the form of mu desynchronization 
( Raud et al., 2020 ), central beta activity related to motor processing, and 
occipital alpha related to visual detection, are all modulated by proac- 
tive control ( Kaiser and Schütz-Bosbach, 2019 ). It seems likely that com- 
plex processes such as proactive and reactive control of inhibition are 
reflected in a magnitude of frequency bands and other neural measures, 
beyond what is discussed in the present paper. 

5. Concluding remarks 

The present study looked at the interplay between proactive and re- 
active mechanisms using a multimodal EEG-fMRI perspective. The re- 
sults clearly show that varying stop-signal frequency leads to proac- 
tive response strategy adaptations in form of increased go-trial reac- 
tion times and modulations of go- and stop-trial accuracies. Further, 
FM-theta activity can be dissociated into several mechanisms associated 
with proactive control, response initiation and response inhibition pro- 
cesses. Specifically, we propose that FM-theta activity is not a reflec- 
tion of a unitary cognitive control mechanism, but rather reflects both 
heightened preparation of the motor control network in general, which 
leads to fast responses in the go-trials, as well as stopping-related pro- 
cesses evident in both cue- and stop-locked FM-theta activity, associated 
with a right lateralized cortical network. 
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Frontal-midline theta reflects different mechanisms associated with proactive and reactive control of 

inhibition: Supplementary materials 

 

Joint ICA analysis. The joint ICA analysis resulted in four independent components. The component 

activity for IC2 is displayed in Figure S.1, and MNI coordinates in Table S.1. There was no difference in 

component activity between any of the conditions (all p > .0125) 

 

 
Figure S.1: Independent component 1. a) cue-locked FM-theta component activity in blue (go) and 

orange (stop). Average theta activity (in decibel, dB) for each condition in grey. b) cue-locked fMRI 

component activity. c) target-locked FM-theta component activity in blue (go) and orange (stop). 

Average theta activity (in decibel, dB) for each condition in grey. d) target-locked fMRI component 

activity. The figure shows z-transformed positive fMRI activity thresholded at z > 3, slice numbering in 

mm. L = left, R = right. 

 

Table S.1: Independent component 1 
IC1: cue-locked activity 
Region volume (cc) L/R Max z L/R MNI (x, y, z) L/R 
Lingual Gyrus 0.49/2.59 4.0/6.4 (-21, -82, -16)/(21, -94, -13) 
Middle Occipital Gyrus 0.24/0.97 3.6/5.2 (-30, -82, 17)/(24, -88, -13) 
Fusiform Gyrus 0.24/0.81 4.5/5.1 (-21, -82, -19)/(30, -70, -16) 
Caudate 0.43/0.22 4.8/4.8  (-9, 5, 8)/(9, 5, 5) 



2 
 

Declive 0.19 4.7 (30, -70, -19) 
Inferior Occipital Gyrus 0.19 4.5 (24, -91, -16) 
Transverse Temporal Gyrus 0.27 4.3 (-54, -22, 11) 
Superior Parietal Lobule 0.27 4.3 (27, -70, 56) 
Precuneus 0.27/0.14 3.8/4.3 (-6, -79, 50)/(12, -79, 50) 
Sub-Gyral 0.16 3.5 (-30, -82, 20) 
Extra-Nuclear 0.16 4.2 (-6, -1, 8) 
Middle Frontal Gyrus 0.54 4.2 (54, 17, 32) 
Superior Temporal Gyrus 0.51 4.1 (-60, -16, 8) 
Cuneus 0.19 4 (12, -94, -1) 
Medial Frontal Gyrus 0.19 3.5 (-3, -19, 53) 
Paracentral Lobule 0.16 3.7 (3, -28, 53) 
Inferior Temporal Gyrus 0.11 3.5 (-48, -76, -7) 
IC1: target-locked activity 
Region volume (cc) L/R Max z L/R MNI (x, y, z) L/R 
Fourth Ventricle 0.14 7.8 (0, -43, -25) 
Precuneus 0.70/1.24 5.9/6.4 (-6, -82, 44)/(9, -79, 47) 
Lingual Gyrus 0.59/1.65 4.9/5.7 (0, -88, -13)/(18, -76, -16) 
Culmen 0.43/0.62 4.6/5.6 (-3, -46, -25)/(3, -46, -25) 
Superior Temporal Gyrus 0.43 4.8 (30, 11, -28) 
Parahippocampal Gyrus 0.24 4.7 (9, -40, 2) 
Superior Parietal Lobule 0.19 4.7 (30, -73, 53) 
Middle Occipital Gyrus 0.57/0.62 4.3/4.2 (-48, -76, -10)/(30, -94, 2) 
Middle Frontal Gyrus 0.76 4.2 (48, 23, 44) 
Fusiform Gyrus 0.46 4.2 (24, -70, -16) 
Inferior Temporal Gyrus 0.11 3.9 (-51, -76, -7)/ 
Inferior Frontal Gyrus 0.27/0.59 3.9/3.9 (-45, 20, -7)/(36, 11, -16) 
Cuneus 0.14 3.7 (6, -91, 23) 
Inferior Parietal Lobule 0.19 3.6 (54, -46, 53) 
Middle Temporal Gyrus 0.22 3.4 (51, -43, 5) 

Note: Table shows z-transformed fMRI activity clusters for IC1, thresholded at z > 3, cluster size > 0.1 cc. 

Region labelling via the FIT software. 
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