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“Biometric mass surveillance reduces our bodies to walking barcodes with the intention of 
judging the links between our data, our physical appearance and our intentions. We should 
protect this sensitive data because we only have one face, which we cannot swap or leave at 
home. Once we give up this data we will have lost all control. ”  1

-Lotte Houwing 

1. Introduction  
1.1. Background 
Imagine one day you and your friend enter a shopping mall together. As you walk in, the bill-
board recognizes you immediately and prompts products that you searched online before, 
while your friend is kicked out by the security guard as the facial recognition system shows he 
or she is on the ban list. What was considered dystopian science fiction in the film Minority 
Report, in which the main character’s face is recognized as he walks into the retail store, has 
become a reality today, as facial recognition technology (FRT) is evolving and expanding at 
an explosive rate. It is one form of remote biometric system (RBS). The terms FRT and RBS 
will be used interchangeably in this thesis.   

FRT is widely used to improve security, efficiency and customer service. In 2021, the global 
facial recognition market is worth 4.45 billion USD and is expected to grow at a compound 
annual rate of 15.4% from 2021 to 2028.  The revenue from FRT is forecast to reach 12.11 2

billion USD in 2028.  The widespread use of biometric data, however, raises concerns regard3 -
ing its impact on fundamental rights. Essentially, FRT reduces people’s bodies to walking bar-
codes, and links their appearance with their intentions.  

As with any “Minority Report-esque tech” , most of the controversy in terms of the use of 4

FRT stems from the inaccuracy of the technology, leading some people to argue that the tech-
nology should be prohibited until it completely removes the potential algorithmic bias.  How5 -
ever, it is not enough to only focus on regulating the technical standard of FRT; more mean-
ingful regulatory mechanisms could perhaps focus on regulating and tightening the use of 

 Houwing (2021).1

 Facial Recognition Market Size & Trends Report, 2021-2028.2

 Ibid.3

 Song (2020).4

 Castro (2019).5
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such technology.  This shift in focus will mitigate many issues and will not hamper innovation 6

in the meantime. 

Although much has been written about the use of FRT by law enforcement agencies in a crim-
inal justice context, the danger raised by the technology employed by private actors for non-
law enforcement purposes has been overlooked.  Private use of FRT could effectively en7 -
hance security. However, without adequate protections for fundamental rights and restrictions 
on the use of FRT, the widespread use of this technology is likely to become a dystopian reali-
ty. This is augmented by the collaboration between private organizations and law enforcement 

agencies, leading to face surveillance. In other words, whether FRT in the private sector leads 

to efficient security or a dystopian nightmare depends on the protection level for fundamental 
rights provided by regulatory mechanisms. 

This thesis is going to focus on the use of FRT by private entities in publicly accessible spaces 

for safety purposes. There are multiple non-law enforcement purposes for private companies 
to use FRT, such as marketing, customer service, and attendance tracking. This thesis will, 
however, focus on safety control since it is one of the most intrusive uses of FRT. “Publicly 
accessible spaces” refers to physical places that are open to the public such as shopping malls, 
supermarkets and sports venues. Since the focus is on physical places, online spaces are ex-
cluded by this definition. While this thesis emphasizes non-enforcement purposes, the danger 
that police might get access to biometric data from the private sector could not be neglected. 
Therefore, the possibility that law enforcement may use the private databases will fall within 
the scope of this thesis.   

At present, the regulatory landscape in the EU relevant to FRT is complicated and continually 
evolving. There is a highly developed human rights framework to safeguard data protection, 
privacy and non-discrimination in the Charter of Fundamental Rights (CFR) and the European 
Convention on Human Rights (ECHR). Although the Charter is aimed at “EU institutions and 
member states when implementing Union Law” , it also affects the relationship among pri8 -
vate parties due to the “horizontal effect”.  This thesis will discuss how FRT affects funda9 -

 Chun (2019), p.102.6

 Rowe (2020), p. 3.7

 CFR Article 51(1).8

 Frantziou (2020), pp. 208-209.9
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mental rights when analyzing the risks and concerns posed by this technology. Due to the 
word limitation, it will not give exhaustive analysis of the Charter and ECHR.   

In addition to the primary law, secondary legislation implementing basic rights, and sector-
specific regulations, govern emerging technologies in more detail. For facial recognition, the 
GDPR is the only existing specific regulatory regime applicable to biometric data. But there is 
also emerging regime like the proposed Artificial Intelligence Act (Proposal or AIA) that gov-
erns the use of high-risk AI like FRT. Released in April 2021, the new Proposal introduces 
specific provisions regarding remote biometric systems, which also include facial recognition 
systems.  

Accordingly, as the EU stands at the crossroads of the significant decision of how to regulate 
FRT, this thesis aims to offer a more effective regulatory approach by evaluating the adequacy 
of existing and emerging laws that regulate FRT. The thesis will first outline the critical issues 
related to the use of FRT. Then it will analyze the regulatory mechanisms that are applicable 
to FRT in the GDPR and the proposed AI Act to evaluate if the current approach sufficiently 
protects individuals’ rights. Due to the word limit, this thesis is going to put more focus on 
AIA than the GDPR since the AIA is a proposal that is still being shaped and developed. Ana-
lyzing the AIA and recommending changes and improvements to it would therefore be more 
valuable and practical. This does not mean, however, that the GDPR is unimportant. On the 
contrary, the GDPR is essential to protect individuals against the invasion of privacy by FRT.   

1.2. Research question  
In view of the above observations, this thesis tries to answer the following research question: 
How to address the challenges raised by facial recognition systems used in the private sector 
in publicly accessible places through legal regulatory means? 

To answer this research question, the thesis will assess the following sets of sub-questions: 
1.  What is facial recognition technology? How is this technology being used in publicly ac-

cessible spaces? What challenges are posed by the use of FRT in the private sector? 

2. What rules in the GDPR are relevant to address these challenges? What are the remaining 
concerns that haven’t been solved through the implementation of the GDPR? 

3. What rules in the AIA are relevant to address these challenges? Are they sufficient to tackle 
the risks of FRT? 
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4. How could FRT be regulated more efficiently in order to mitigate risk and safeguard hu-
man rights? 

1.3. Methodology 
This thesis used a doctrinal research methodological approach. It constitutes of analysis of 
current legal sources that are applicable to FRT in section 3, followed by a critical-descriptive 
analysis of the proposed AI Act in section 4. It gives critical evaluation of the existing and 
emerging legal framework for facial recognition systems. Furthermore, sections 3.2, 3.3 and 
4.4 feature case study to demonstrate how the rules can be applied in practice. The legal 
analysis is based on EU legislations, with a focus on the GDPR and the Proposal. Implemen-
tation by Member States falls within the scope of this paper.  

Although the thesis relies on fundamental rights analysis since FRT implicates the fundamen-
tal rights of affected persons, the thesis will not explore CFR and ECHR in detail. Instead, it 
illustrates how FRT affects the fundamental rights enshrined in the Charter and ECHR in the 
analysis of the risks posed by this technology in section 2.3. 

In addition to provisions applicable for FRT, the sources for this thesis also include academic 
journals, case decisions and information collected from the internet.  

1.4. Structure  
The structure of this thesis will be as follows: 

Section 2 describes the background information about the technological perspective, the cur-
rent uses of FRT for safety control around the world by private actors, and the serious con-
cerns it caused as a result of its impact on privacy and other fundamental rights enshrined in 
the first legislation.  

Section 3 explores the current second legislation that is applicable to the use of FRT. It dis-
cusses how rules in the GDPR have been utilized to protect individuals’ fundamental rights 
that are affected by FRT. It analyzes two cases that occurred in EU to evaluate the adequacy 
of mechanisms in the GDPR, and identities the remaining concerns that are not addressed by 
the implementation.  
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Section 4 explores the requirements in the proposed AI regulation, including the specific pro-
visions for remote biometric systems and general requirements for all high-risk AI systems. It 
will critically assess if these rules are sufficient to reduce the risks of FRT and safeguard hu-
man rights. In doing this, it will analyze the regulatory approach in the Proposal and apply 
these rules to the case of using FRT in a supermarket and a stadium.  
  
Section 5 gives recommendations to regulate facial recognition technology more efficiently 
and adequately, and close the potential gaps in the GDPR and the proposed AI Act to safe-
guard fundamental rights. Section 6 will draw a conclusion.  

2. Background of Facial Recognition Technology   
This part will provide background information on FRT regarding its definition, how the sys-
tem is trained, the current situation with respect to the use of FRT and various stakeholders’ 
interests, and the risks and concerns posed by the employment and development of FRT. 

2.1. Technological background and the current application  
This section will introduce the technical perspective of FRT and look at one of the major ap-
plications of this technology to identify relevant stakeholders. 

2.1.1. What is facial recognition technology?    
Facial recognition technology refers to any technology or software system that is used to iden-
tify individuals through analyzing the similarity between faces in photos and videos based on 
people’s facial characteristics.  It is one form of many biometric identification methods, in10 -
cluding iris recognition, fingerprint recognition and behavioral biometrics such as walking 
patterns, gestures and voice recognition.  However, facial recognition has a different and 11

unique danger in comparison to other biometric systems, which will be introduced in section 
2.3. It is designed to combine humans’ excellent perception skills with computers’ huge pro-
cessing power and storage capacity.  12

There are three common types of facial recognition: identification, verification and character-
ization. Identification is also known as “one to N”, which is used to determine if a face of an 

 Woodward Jr, John D., et al. (2003), p. 7-8.10

 Aggarwal, Gaurav, et al. (2008).11

 Welinder (2012), p 170-172.12
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unknown person exists in a large database of known records.  Characterization refers to a 13

facial analysis method which is used to classify a single record according to characterizations 
such as gender, age and emotion. Facial characterization is a different technology from facial 
recognition regarding its developmental process and uses, but the terms are sometimes used 
interchangeably. Verification is known as one-to-one matching, and is used to confirm that if 
an individual is connected to a specific identified face.  Due to the word limitation, this paper 14

will focus only on identification, since this type of FRT is considered to be the most problem-
atic. 

2.1.2. How this technology works   
There are three steps to identify a person through FRT. Firstly, the system will detect and lo-
cate human faces in photos and video clips, which is called Face Detection.  Secondly, the 15

Face Capture process will transfer the face into numerical information to generate a face tem-
plate.  Thirdly, the Face Match process will determine if the two faces belong to one indi16 -
vidual.      17

Currently, facial recognition technology is developed through deep learning.  This is a form 18

of machine learning that uses artificial neural networks to process data.  Developers create 19

software programs with the help of deep learning to transform face characteristics into digital 
expressions called templates, which are able to be compared to determine the similarity of 
faces.  The old method to generate templates is to locate certain key points of a face and 20

measure their distance. However, today’s approach is more sophisticated, as it generates face 
templates by passing a face though “filters”.  It manipulates pixel values according to a set of 21

programmed rules with the purpose of transforming the face into the simplified “faceprint”.   22

 Ibid.13

 Ibid.14

 Thales Group (2021).15

 Ibid.16

 Ibid.17

 Lewis (2021).18

 Ibid.19

 Ibid.20

 Ibid.21

 Ibid.22
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To identify the best filters for generating robust templates, developers use deep learning to 
automate the trial and error process. The training is to provide the system with a series of 
“ triplets”- collection of three faces in which two belong to one individual and one belongs to 
someone else.  The system transfers the three images into templates and compares the simi23 -
larity.  The algorithm constantly adjusts the operations performed by the filter.  The system 24 25

will keep the change that leads to improvement, or try something else if the performance gets 
worse.  

The accuracy of this technology depends on a few factors, including the amount of input 
training images, the methodology used to develop the system, and the quality of the images 
and videos.  Therefore, FRT could lead to false positives and false negatives, like other ma26 -
chine learning systems.  A false positive means that an algorithm falsely concluded that two 27

different faces belonged to the same person.  A false negative refers to the incorrect conclu28 -
sion that two different images of the same person’s face belong to different people.  It is im29 -

possible to avoid the trade-off between false positives and false negatives, due to the decision 
of the threshold of probability.  The false negatives will increase while the false positives 30

will decrease if the threshold is lower, and vice versa.  This should be kept in mind when 31

discussing the risk raised by FRT, as even a small percentage of errors means hundreds of in-
dividuals would be incorrectly matched.  

2.1.3. How this technology is being used for safety and security control 
Nowadays, FRT has been widely used among private companies all over the world, which 
reveals the depth and width of its engagement in daily life.  The most prevalent application 32

of FRT is to enhance the safety and security of a certain environment. There is a trend to 
adopt FRT in publicly accessible spaces, such as stores, stadium and schools, for non-law en-

 Ibid.23

 Ibid.24

 Ibid.25

 Zhao & Rama (2011), p. 293.26

 EUAFR (2019), p. 26-27. 27

 Allevate. 2020.28

 Ibid.29

 See note 27.30

 Ibid.31

 Rowe (2020), p. 22.32

 7



forcement purposes. Stores use it for safety purposes and to identify thieves. For instance, a 
supermarket chain called “Mercadona” in Spain adopted FRT in 48 shops for months to iden-
tify people with criminal convictions and restraining orders, especially individuals who re-
ceived restraining orders because they assaulted store employees or were convicted for store-
related incidents.  The system captured everyone’s facial image when they entered the su33 -
permarket, including customers and employees.  In addition, schools use FRT to stop certain 34

adults in the database from entering the campus and to help track potential shooters in 
school.  For example, a school district in New York launched facial recognition system to 35

detect individuals who were deemed to be a threat, such as sex offenders, suspended employ-
ees and students, and to alert the administration if the system found one.   36

2.2. Challenges posed using facial recognition   
Despite the variety of benefits associated with FRT with respect to safety, security and effi-
ciency, the specific feature of FRT combined with its potential influence on individuals’ fun-
damental rights raises some challenges in the development and employment of this technolo-
gy. Therefore, this section will classify and present these challenges to better understand 
stakeholders’ concerns and how they may influence the regulations in this area.  

2.2.1. Accuracy and other unique concerns raised by technical features 
As illustrated before, facial recognition technology is only one form of biometric identifica-
tion system. There are other biometric technologies such as iris scans, fingerprints, and walk-
ing patterns. Therefore, some may hold the view that there is no differences between the chal-
lenges that stem from FRT and from other existing biometric technologies. However, that 
opinion is misguided, as facial recognition poses certain concerns due to its unique technical 
features. 

Firstly, facial recognition technology requires the use of deep learning, which differs from 
most other biometric processing, leading to a high chance of false positives. Meanwhile, it is 
difficult to implement human oversight for manual checking and labelling as data sets pow-
ered by deep-learning continue to grow. Regardless of the improvement of accuracy because 
of increased computational power, the algorithm of FRT can only give probabilities instead of 
a 100% definitive outcome.  

 Privacy & Information Security Law Blog (2021).33

 Ibid.34

 Duren. 2019.35

 Ibid.36
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Secondly, faces are central to an individual’s identity, while being easy to capture in a cost-
effective way from a distance without notification or consent.  The face plays an essential 37

role in social interaction, as it presents emotion and attentiveness.  However, unlike iris scans 38

and fingerprints, people cannot reasonably stop themselves from being identified in the street 
or in a shopping mall.  

Thirdly, unlike other biometric features which need an initial capture of biometric informa-
tion, facial images do not require any enrollment phase. Therefore, a large number of faces 
are already available, as many facial pictures have been collected by public and private actors 
or have been uploaded by users on social media. For instance, MegaFace, a huge facial-
recognition database, contains seven hundred million facial images, some of which were ob-
tained through Flickr, a photo-sharing site.  39

2.2.2. Different performances based on race and gender 
Discrimination means an individual is treated less favorably than other people in a 
comparable situation, based on perceived or real personal characteristics.  The prohibition of 40

any discrimination on the basis of personal features is protected in Article 21 of the EU 
Charter, and reflected in Articles 12 and 14 of the ECHR.   Discrimination occurs in 41

algorithmic decision making because biases may intentionally or unconsciously be 
incorporated in the algorithm itself during design, testing, and implementation.  It may also 42

occur on account of the way the outcomes are handled by the officers using the facial 
recognition system. Once different performances are present in an algorithm, it is often 
impossible or extremely difficult to remove them by programmatic solutions.    43

The reason why biases are rooted in the algorithm itself is because of the quality of data used 
to develop facial recognition software. In principle, the more facial images developers feed 
the software, the more accurate and effective the algorithm would be. However, the number of 

 Chen. 2020. 37

 Leopold. 2010.38

 Hill & Aaron. 2019.39

 EUAFR (2019), p. 27.40

 Ibid.41

 Ibid.42

 EUAFR (2018), p 24.43
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facial images processed by the software is not the only factor in determining the accuracy.  44

The quality of such images, which requires a representative set of faces reflecting all races of 
people, would also influence the accuracy.  However, in the Western world, most of the 45

algorithms are trained with more images of white men than images of women or people of 
color.  As a consequence, facial recognition software tends to be more accurate if the subject 46

is a white man than a woman of color. 

Different reflections of light also affect the results of facial matching in FRT. Too much re-
flected light influences the image quality of very fair-skinned people, and not enough light 
influences the image quality of very dark-skinned people.  These people are usually subject 47

to a higher likelihood of a false positive when comparing their images against the database, 
which may cause certain groups of individuals to be wrongly stopped more frequently be-
cause of their skin color.  48

There are wider influences and moral harms of facial recognition, suffered by people who are 
directly affected by the risk of misuse and abuse when using this technology.  Academics 49

have found concerns relevant to “distributive injustice”, which refers to the refusal of access 
to benefits, resources or opportunities toward persons of a discriminated-against social 
group.  For instance, if the FRT deployed in a shopping mall misidentified a customer in a 50

database as not allowed to enter, he or she might be wrongly stopped and could not freely en-
ter the place like others.  

Another concern is related to “recognitional injustice”, which happens among people who be-
long to a discriminated-against social group, where their identity claims are denied in a way 
that reaffirms their marginalized position.  For example, if a facial recognition system is built 51

with the intended goal of making an administrative process more efficient for some privileged 

 EUAFR (2019), p. 29.44

 Ibid.45

 Ibid.46

 Ibid.47

 Ibid.48

 Madiega & Mildebrath (2021), p. 7.49

 Ibid.50

 Ibid.51
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social group, it may increase the burden of time and effort for marginalized groups to com-
plete the same process.  52

2.2.3. Data collection and storage 
The use of FRT consists of a sequence of processes such as collection, comparison, and stor-
age of highly sensitive biometric data of individuals’ facial features. This leads to invasive 
results for persons’ right to protection of personal data, which is enshrined in Article 8 of the 
Charter.  It also affects the right to private life, which is set out in Article 7 of the Charter.   53 54

One of the biggest concerns relates to explicit consent when using FRT. Reports show that 
consumers’ biometric data could be used by companies to build large databases, train FRT 
algorithms, and could even be shared with other companies without the consumer’s consent.  55

For instance, one facial recognition software, MegaFace, collected a large number of faces 
from Flickr to develop and train the algorithm without users’ knowledge. 

Additionally, the storage of biometric data is also a real concern under the global expansion of 
FRT with only a few regulations. People worry about who else could gain access to their per-
sonal data, which are encrypted and stored by companies on their data centers or secured net-
works. Another threat that cannot be ignored is hacking. A security company, Suprema, whose 
responsibility is to ensure building security, manages a biometric database without encryption 
or other protection measures.  This leaves one million individuals’ facial recognition infor56 -
mation, which was accessed by UK Metropolitan Police and banks, publicly accessible.  57

Therefore, this flaw in the system allows anyone to access and even change their 23 GB of 
data (or 27.8 million records) by URL search criteria manipulation.  The utter scale of the 58

data breach is appalling, as the system is used not only in London but also in other 1.5 million 
worldwide locations.   59

 Leslie (2020), p. 23.52

 CFR. Article 8.53

 CFR. Article 7.54

 Rowe (2020), p. 36.55

 England (2019).56

 Ibid.57

 Ibid.58

 Ibid.59
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2.2.4. Potential misuse and concerns for fundamental rights  
It is possible that the use of facial recognition software will be extended beyond its originally 
permitted and authorized purpose, which entails some concerns in the long term. For instance, 
the extensions could occur when using data collected on databases beyond its initially allowed 
purpose or when bringing new functionalities into an existing system.  Such expansion could 60

be part of the strategy to promote FRT by using it when the purpose seems to be legitimate in 
the first place, and then gradually expanding the scope of use, which is also known as the 
“slippery slope” argument.  61

There is also an increasing use of facial recognition technology in publicly accessible spaces 
in the EU which may result in mass surveillance. This will have negative impact on freedom 
of expression, which is enshrined in Article 11 of the Charter and in Article 10 of the ECHR.  62

As long as such systems are in operation, it is possible to track individuals, and therefore it 
might be impossible for people to move in public space anonymously. For instance, even 
though the FRT deployed by a supermarket collects customers’ data anonymously, the em-
ployees in the supermarket can still identify them. Besides, private sectors might share their 
data with law enforcement agencies for investigation. This will inevitably affect individuals’ 
freedom of expression and movement. 

Furthermore, studies demonstrate that facial recognition technology can be used to predict 
people’s political orientation and sexual orientation, which raises the concern of misuse. In 
2021, research conducted by Stanford University showed that FRT could expose persons’ po-
litical stance, and the accuracy of the result is 72% across countries such as the U.S and the 
UK.  This finding illustrates the critical influence of FRT for the protection of people’s civil 63

liberties. In 2018, FRT developed by researchers from Stanford University could distinguish 
gay men in 81% of cases, and gay women in 71% of cases, which exposes a danger to the pri-
vacy and safety of the gay community.  64

 Madiega & Mildebrath (2021), p. 5.60

 Castelluccia & Inria (2020).61

 EUAFR (2019), p. 29.62

 Kosinski (2021), p. 2.63

 Wang & Kosinski (2018). 64
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In summary, although FRT has real advantages regarding safety, security and efficiency, such 
technology may cause serious threats to individuals’ fundamental rights in terms of privacy, 
non-discrimination, and the freedom of expression.  

These rights are enshrined in the first legislation CFR and ECHR. Yet in practice, such fun-
damental rights are still being formed,  and their applicability to conflicts in the private sec65 -
tor is uncertain.  The first legislation hardly provides practical guidance for the deployment 66

of facial recognition, and only indirectly resolves disputes at the interface of fundamental 
rights and new technologies.  Hence, the CFR and the ECHR are not sufficient to protect in67 -
dividuals against algorithmic discrimination and infringement of privacy.  Against this back68 -
drop, these risks are worrying, especially considering the increasing use of FRT in publicly 
accessible spaces.   

3. Legal Framework for Privacy and Data Protection  
With these concerns in mind, this section is going to look at the existing law that regulates the 
use of FRT in the private sector. It will introduce the regulatory mechanisms in the GDPR that 
are applicable for the use of FRT. To critically assess if the GDPR affords effective protection 
for affected individuals, this section will analyze two real-world cases that happened in EU 
Member States.  

3.1. An overview of the European Union’s General Data Protection 
Regulation              

Adopted in 2016, the GDPR modernizes data protection legislation and allows it to protect 
fundamental rights in the digital era.  It is applicable to partly or fully automatic AI pro69 -
grams, such as FRT, that process individuals’ personal data.  FRT collects data regarding in70 -
dividuals’ facial features, which is biometric data subject to rules under the GDPR (Art. 4 
(14)).  

 Fuster & Hijmans (2019).65

 Google Spain, CJEU; Ward (2018); Frantziou (2020), pp. 208-209.66

 Madiega & Mildebrath (2021), p. 10.67

 Hacker (2018), p. 1143.68

 Colonna (2021).69

 Ibid.70

 13



This regulation contains several core principles for data collection and processing listed in 
Article 5 of the GDPR. Article 6 requires personal data to be processed using at least one of 
six legal bases in order for the processing to be lawful under Article 5(1).  Article 9 prohibits 71

the processing of special categories of personal data, such as biometric data, unless the data 
processing meets certain conditions. Moreover, the GDPR provides various rights to the data 
subject, such as the right to be given information regarding the collection and use of their per-
sonal data, the right to access their data, and the right to correct inaccurate or incomplete in-
formation.  72

In addition, since the output generated by FRT is based on automated decision making, Article 
22 of the GDPR is applicable. Articles 13-15 require data subjects to receive meaningful in-
formation about the logic involved in an automated decision-making system, including the 
significance and foreseeable consequences of the system. 

Furthermore, under Article 25, data controllers are obligated to implement technical and orga-
nizational measures in their processing to meet the regulation’s requirements and protect the 
rights of data subjects.  Therefore, the GDPR imposes the duty on controllers of facial data 73

that they must consider privacy and data protection when purchasing and deploying a facial 
recognition system.  74

To ensure the security of processing, Article 32 explicitly refers to pseudonymization and en-

cryption of personal data as appropriate technical measures which are required in Article 25. 
Article 32 also recommends regular testing and evaluation of the effectiveness of existing 
technical and organizational measures.  75

With so many rules in the GDPR that are applicable for biometric data, it may seem that this 
regulation already offers adequate protection for the subjects of facial recognition systems. 
However, the risks brought by FRT are not restricted to data privacy. As discussed in section 
2, FRT has a critical impact on other fundamental rights. The next part will analyze specific 

 GDPR. Article 5(1).71

 Madiega & Mildebrath (2021), p. 10.72

 Bygrave (2017), p. 106.73

 ICO report (2021).74

 GDPR, Article 32 75
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provisions regulating biometric data through two cases to assess if the GDPR provides suffi-
cient protection for users’ fundamental rights.  

3.2. Two real-word cases of using facial recognition systems 
3.2.1. Deploying FRT in a supermarket -The Spanish case 
In January 2020, Mecadona, a large supermarket chain in Spain, began using FRT to prevent 
persons convicted of robbery or other relevant crimes from entering the store.  Their system 76

was from the Israeli company AnyVision. It is an identification system used to identify any 
individual with a court decision against them for robbery or other relevant crimes who is 
therefore prohibited from entering Mecadona stores.  Once the system identifies an individ77 -
ual with a restraining order, it sends an alert which will be confirmed by the security staff. If 
the output has been verified, the security forces will be alerted. If the output is negative, the 
biometric data will be destroyed 0.3 seconds after collection.  Mecadona displayed informa78 -
tion banners in all 40 stores using the system. They claim that they rely on the legal basis of 
Article 6 (1)(e) and Article 9(2)(g). They applied to the court for permission to use the facial 
recognition system before conducting the DPIA. 

On June 5, 2021, the Spanish Data Protection Authority (AEPD or Spanish DPA) issued an 
administrative fine about €2,520,000 for the use of FRT violating Article 5(1)(c), 6(1), 9(1), 
12, 13, 25(1) and 35 of the GDPR. 

3.2.2. Deploying FRT in a stadium -The Danish case  
In July 2019, a football club called Brøndby IF in Denmark started to deploy facial recogni-
tion technology at Brøndby Stadium.  Their system automatically identifies people who have 79

been prohibited from attending football matches since they violated the club’s own code of 
conduct.  The FRT system uses cameras to scan the public area in front of the stadium en80 -
trance in order to "pick out" individuals in the database from the crowd before they enter the 

 AEPD. PS/00120/2021.76

 Ibid.77

 Ibid.78

 Lund (2020).79

 Ibid.80
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stadium.  During each football match, around 14000 persons’ biometric data will be collected 81

and processed by this system, while there are only 50 persons on the ban list.   82

The Danish Data Protection Authority (Datatilsynet or the Danish DPA) gave prior approval 
to the football club for the use of FRT with a number of conditions related to data minimiza-
tion, transparency and security.  The legal basis for biometric data processing relies on the 83

public interest under Article 9(2)(g) of the GDPR.  Brøndby IF became the first company 84

which obtained approval for the use of FRT in Denmark.   

3.3. Rules that should be considered when deploying FRT under GDPR 
The two cases above show that national authorities have handled the use of facial recognition 
systems differently. The FRT employed by the Spanish supermarket and the Danish football 
stadium were both identification systems (i.e., not systems for authorization or 
categorization). They were both employed in publicly accessible places by private entities for 
safety and for non-law enforcement purposes. The decisions regarding their lawfulness by 
their respective DPAs, however, are contrary. The following content will discuss what rules 
should be considered when deploying FRT under the GDPR, and what risks have yet to be 
addressed by these rules. The analysis is based on a comparison of the two cases.  

3.3.1. Processing of special categories of data 
When using FRT under the GDPR, the first issue to consider is whether the data used by the 
controller is considered a special category of data under Article 9(1).  In both cases, the use 85

of FRT involved facial data, i.e., biometric data, for “the purpose of uniquely identifying” in-
dividuals. Thus, data processed by these systems includes special categories of data.  This 86

was recognized by both the Spanish and the Danish DPA. 

3.3.2. Legal basis 
The processing of special categories of data is prohibited by Article 9(1) of the GDPR, and 
therefore controllers must seek exemptions under Article 9(2) to legally process data. Since 

 Ibid.81

 Ibid.82

 Ibid. 83

 Datatilsynet.84

 GDPR. Article 9(1).85

 AEPD. PS/00120/2021.86
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the FRT deployed in both cases captures faces from a distance, it is unlikely that the super-
market and the football club could get explicit consent from individuals (exemption under Ar-
ticle 9(2)(a)). However, there are two exemptions relevant for the processing of facial data.  

The first ground the supermarket and stadium both tried to rely on is public interest under Ar-
ticle 9(2)(g). This exception based on public interest must be set by national law, which 
should be proportionate and provide suitable measures to safeguard fundamental rights.  This 87

is most relevant for public actors when conducting tasks in the public interest. Private entities 
therefore have limited access to this legal basis. If Member States choose to interpret this ex-
emption in Article 9(2)(g) strictly, most FRT used in the private sector will not meet its condi-
tions. This is because such systems continuously automatically collect individuals’ facial im-
ages from a distance, which greatly intrude on fundamental rights and individual freedom.  88

Therefore, strict interpretation of this rule will prevent the expansion of such technology and 
mitigate the risk of biometric mass surveillance.  

However, as demonstrated by the two cases, different countries have a different understanding 
of what constitutes necessary and proportionate processing to protect the public interest. The 
Spanish DPA recognized the risks associated with FRT and stated that there is no national law 
allowing such processing of data.  Furthermore, because the supermarket only pursued pri89 -
vate interests, there was no real connection between the purpose of using FRT and the public 
interest.   

The Danish DPA held a different view; they claimed that the football club could rely on public 
interest as a legal basis. Their decision was based on the consideration of safety during large 
sporting events with large crowds. Although there was no national law that provided a legal 
basis for the use of FRT, the general exemption in Section 7(4) of the Data Protection Act 
could be used to permit processing of any type of special categories of personal data.  The 90

explanatory remarks on Section 7(4) pointed out that the interpretation of this provision must 
be narrow, while excessive discretion leaves it up to authoritative decisions by the DPA to de-
cide the scope of exemptions.  91

 GDPR. Article 9(2)(g).87

 AEPD. PS/00120/2021.88

 Ibid. 89

 Lund (2019).  90

 Ibid.91
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The Spanish supermarket further tried to rely on the legal basis of court orders under Article 
9(2)(f). The purpose of Mercadona’s use of FRT was to comply with court claims that allowed 
the use of electronic means, such as facial recognition, which was mentioned in some cases.  92

The court orders only gave them ground to impact the rights of convicted individuals. Their 
system, however, processed the biometric data of anyone who entered the store.  Moreover, 93

not all court orders mentioned FRT as a means to implement the restraining orders, and the 
use of FRT was not suitable for all situations.  When using FRT, one should therefore con94 -
sider the seriousness, possibility, and scale of potential damage, as well as the consequences 
to individuals’ rights. Taking all the above into account, the Spanish DPA concluded that the 
supermarket could not rely on this exemption as a legal basis.  

In conclusion, the prohibition on processing special categories of personal data with strict ex-
emptions in the GDPR does offer some protection for individuals exposed to FRT. But the 
risk of biometric mass surveillance will remain in the EU, because of the likely expansion of 
FRT used in the private sector. There is a tendency for private entities to rely on the public 
interest exemption in order to use FRT. Coupled with the excessive discretion of the DPA, the 
broad interpretation of this exception may give unprecedented opportunities for private orga-
nizations to use FRT, in spite of risks such as discrimination. Therefore, the prohibition on 
processing special categories of personal data is insufficient to stop the trend of using FRT in 
publicly accessible places. 

3.3.3. Proportionality  
Article 5 of the GDPR sets out proportionality principle, which requires the data processing to 
be adequate, necessary, and proportionate to balance persons’ rights and freedoms of the 
subjects. The controller must balance many elements to determine if the loss of privacy is 
proportionate to the expected benefit, and measure the risks posed by collecting biometric 
data. The EDPB also suggests that surveillance should only be used when it is suitable and 
adequate for the pursued purpose.  95

 AEPD. PS/00120/2021.92

 Ibid. 93

 Ibid. 94

 EDPB Guideline 3/2019. para 24.95
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In relation to FRT used by private entities for safety control, there are multiple factors that 
need to be taken into consideration:  

 

Table1

In light of these factors, even if the processing in the Spanish case was adequate, it was not 
necessary. There were other ways to achieve the purpose, such as requiring security staff to 
recognize and prevent the convicted individual from entering the store.  Furthermore, the 96

processing not only affected convicted individuals, but also affected the privacy of other 
potential customers and employees.  Thus, the Spanish DPA concluded that the use of FRT in 97

the supermarket was not proportionate.  

The Danish DPA, on the other hand, stated that the data processing was adequate and neces-

sary because FRT was the only effective way to enforce the internal quarantine list.  Normal98 -
ly around 14,000 people would attend a football match, and there were only 50 persons on the 
ban list. It would take a long time for security to manually examine each visitor. The longer 
people stand in line, the greater the risk of unrest. The Danish DPA found the use of FRT to be 
proportionate because there was no other alternative to achieve the same level of effectiveness 
as FRT within a reasonable time frame.     99

 AEPD. PS/00120/2021.96

 Ibid. 97

 McGhie (2019).98

 Ibid.99
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The DPAs considered different factors when assessing the proportionality of the use of FRT. 
The Spanish DPA considered the fundamental rights of other affected individuals such as the 
employees and potential clients. Mercadona claimed the use of FRT was the only appropriate 
way to enforce the entry prohibition because they had 1,623 stores and 95,000 employees. 
Mercadona also claimed that the system would be more reliable and provide more safeguards 
than any other measure. The Spanish DPA, however, did not allow convenience to override 
the data subjects’ fundamental rights.   

The Danish DPA, on the other hand, did not seem to take into full consideration the funda-
mental rights affected by FRT such as the right to privacy, non-discrimination, and freedom of 
expression. There were only 50 people on the ban list, while the system would be processing 
14,000 data subjects’ sensitive data every football match. Although they did consider individ-
ual rights by setting conditions for the use of FRT, these conditions only focused on data min-
imization, transparency, and security (see 3.3.4.2-3.3.4.4). They overlooked the risk of bias 
and social exclusion, since they did not mention human oversight or other protective mea-
sures.

FRT challenges the necessity and proportionality principles in the GDPR.  As confirmed by 100

settled case-law of the CJEU, “an objective of general interest—such as crime prevention or 
public security—is not, in itself, sufficient to justify an interference with a Charter right”.  101

 For this reason, the hypothetical claims of any organization to increase efficiency, to 102

comply with a court order, or to protect public security by using FRT are insufficient to justify 
the violation of fundamental rights.  Without adequate protective measures when using FRT, 103

the cost to individual rights and democratic values far exceeds the perceived benefits.    104

In summary, the proportionality principle could have prevented the arbitrary use of FRT. If 
authorities had allowed for the use of such systems only when necessary, this could have mit-
igated the risk of infringement on privacy and prevent biometric mass surveillance. However, 
different interpretations and insufficient considerations regarding proportionality by Member 
States may have undermined this protection.  

 Renda., et al. (2021). p. 43.100

 Ibid. 101

 CJEU. Joined Cases C-203/15 and C-698/15. 102

 See note 100.103

 Ibid. 104
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3.3.4. Data protection principles 
In addition to the proportionality principle, Article 5 of the GDPR defines other data 
protection principles, including lawfulness, fairness, transparency, purpose limitation, data 
minimization, accuracy, storage limitation, integrity, confidentiality, and accountability. There 
are four principles that are most relevant to the use of FRT: purpose limitation, transparency, 
data minimization, and data security.    

3.3.4.1. Purpose limitation   
The first principle is the purpose limitation principle in Article 5(1)(b). Data must be collected 
for specified, explicit and legitimate purposes and not further processed in a manner that is 
incompatible with those purposes.  This requirement may address the risk of misuse and 105

“functional creep” of FRT. However, there is a public interest exemption for processing data. 
This means police may get access to the private databases owned by the supermarket or the 
stadium, which will not be counted as incompatible with the initial purposes. Hence, the risk 
of a chilling effect and biometric mass surveillance are likely to remain. In both cases, the 
DPAs did not consider this impact on fundamental rights.  

3.3.4.2. Transparency and automated decision making  
The second principle is the transparency principle in Article 5(1)(a) and Articles 12-15 of the 
GDPR. The controller needs to provide information to data subjects in a clear, concise and 
comprehensible format.  In the Spanish case, merely displaying information banners in the 106

stores to inform people that they are using the system can hardly justify that the data process-
ing is transparent. The information on the banners was only related to convicted individuals, 
while there was no reference to the data of potential clients or employees being collected.  107

Moreover, Mercadona did not specify in which stores and during what times the systems were 
in operation.  This was confirmed by the Spanish DPA. The Danish DPA took a different 108

approach. They only required the club to display clear signs with an explanation on how FRT 
was being used and what data was being collected. They did not require information regard-
ing risks and how FRT interferes with individuals’ rights to be given.109

 GDPR. Article 5 (1)(b).105

 GDPR. Article 12.106

 AEPD. PS/00120/2021.107

 Ibid. 108

 Datatilsynet. See also Dautlich (2020).109
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Considering that FRT is a type of automated decision making (ADM), it will be caught by Ar-
ticle 22, and the transparency requirements that regulate machine learning applications in 
Recital 71, and Articles 13(2)(f), 14(2)(g) and 15(1)(h). Article 22(1) indicates that individu-
als have the right not to be subject to FRT, when such a system is “solely” ADM and has “sig-
nificant” effects on individuals.  However, it is not clear what is “solely” ADM and what 110

constitutes “significant” effects.   111

There is also a debate whether Article 22(1) gives a right to individuals not to be subject to 
ADM, or is a prohibition on the use of ADM. The Spanish DPA concluded that the supermar-
ket must remove all FRT equipment, otherwise the processing did not comply with Article 
22(1). The Spanish DPA considered Article 22 as a general prohibition on ADM. However, 
there are scholars who argue that this provision is a right “to be exercised at the discretion of 
data subjects”.  This interpretation leaves it up to affected individuals to decide if they op112 -
pose being subject to FRT. The Danish DPA, on the other hand, did not consider Article 22(1). 

Regardless of whether Article 22 provides a right or a prohibition, organizations need to com-
ply with transparency requirements related to ADM in Recital 71, and Articles 13(2)(f), 14(2)
(g) and 15(1)(h).  These requirements indicate that the supermarket and football club must 113

provide information and explanation of their decisions in a way that ensures that people who 
are prohibited from entering get adequate information needed to change the decisions.  The 114

right to an explanation is essential to enhance the accountability and transparency of FRT, and 

to avoid bias and discrimination. On the other hand, the right to obtain an explanation and to 

challenge the decision are only clearly stated in the preamble (i.e., Recital 71), which does not 
have binding legal force. Thus, there is uncertainty over the actual protection given to data 
subjects and the long-term effectiveness of Article 22 when regulating FRT.  115

3.3.4.3. Data minimization  
The third principle is data minimization, defined in Article 5(1)(b) and (e), which requires 
controllers to collect the minimum amount of data in order for the processing to be balanced 

 GDPR. Article 22(1). 110

 A29WP Guidelines 2016/679 merely stated that the “significant” effect depends on the specific characteristics 111

of the case. see also Wachter.,et al. (2017), p. 76.

 Bygrave (2020), p. 17.112

 Bygrave (2020), p. 20-21; Bygrave (2019), p. 8; see also Mendoza & Bygrave (2017), p. 93.113

 Ibid. 114

 Bygrave (2020). p. 24.115
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with the rights of the data subject. It is difficult for FRT to comply with this principle, as it 
involves the processing of massive amounts of biometric data. For both cases, the facial data 
of every potential client and employee were collected, solely for the purpose of controlling a 
small number of individuals. The Spanish DPA thus concluded that the supermarket violated 
this principle, while the Danish DPA merely required that the controller not store personal 
data that did not match with the ban list. 

3.3.4.4. Data security  
The fourth principle is the data security principle in Article 5(1)(f). It is in line with Article 
25, which states that the controller should take technical and organizational security measures 
to ensure the security of biometric data. This principle is critical to tackle the risks of hacking 
and misuse. In the Spanish case, there was not enough information regarding the controller’s 
security measures. In the Danish case, the DPA required that 1) the controller must encrypt 
personal data; 2) FRT cameras must not be accessible via the internet; and 3) two-factor au-
thentication must be in place for all authorized personnel with access to the data.  These 116

conditions are useful in ensuring data security. 

3.3.5. Data protection by design and by default  
Article 25 defines data protection by design and by default, requiring that the core data pro-
tection principles outlined above are integrated into the design and development of the data 
processing system. This is essential to ensure that privacy-related interests are taken into ac-
count throughout the lifecycle of development of such systems.  However, due to vague and 117

complex language, and the lack of clear guidance on the appropriate framework and method-
ologies, Article 25 is difficult to enforce in practice.  Moreover, the obligations under this 118

provision are formulated in a general way, which makes it difficult to assess the violation of 
this Article.119

In relation to the two cases, Mercadona did not take account of privacy by design sufficiently. 
Due to the lack of training data regarding vulnerable groups, algorithm bias may result in dis-
crimination and social exclusion, which poses an unacceptable risk by design. Especially in 
the current context of the pandemic, there is a high risk of errors due to the use of masks. For 
these reasons, the Spanish DPA concluded that the store violated Article 25. Meanwhile, it 
seems that the Danish DPA did not consider data protection by design, since they did not give 

 Dautlich (2020).116

 Bygrave (2017), p. 106.117

 Ibid. p. 117. 118

 Ibid. p. 114.119
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any condition for the football club to put technical or organizational measures in place to 
avoid bias and protect persons’ rights.

3.3.6. Data protection impact assessment 
According to Article 35 of the GDPR, the controller should conduct a data protection impact 
assessment (DPIA) before putting facial recognition into use, since this type of processing is 
regarded as high risk under EDPB Guideline 3/2019.  This obligation is important in order 120

for FRT users to identify risks and minimize the negative impact on fundamental rights. How-
ever, it is possible that the controller will fail to comprehensively consider the risks and fun-
damental rights involved in the deployment of FRT, because they seek to put their systems 
into use. 

In the two cases, both companies conducted a DPIA before using FRT. As pointed out by the 
Spanish DPA, the supermarket failed to consider several risks, such as the risk of discrimina-
tion, violation of the accuracy principle, and social exclusion of the convicted individuals.   121

For example, even after the sentence has been served and the criminal record is canceled, the 
convicted person may continue to be identified and denied enter to supermarkets.  These 122

risks may also be present in the FRT used by the football club, but the Danish DPA reviewed 
their DPIA and gave their permission to use FRT with conditions regarding data minimiza-
tion, transparency and security (see 3.3.4.2-3.3.4.4), which could be helpful in alleviating the 
privacy risk. These conditions, however, do not include risk-mitigation methods, such as hu-
man oversight, to deal with the risk of bias. 

To summarize, these data protection principles and data protection by design are useful in ad-
dressing some risks associated with FRT, especially interference with privacy. There are other 
risks, such as bias and discrimination inherent in the algorithm that are difficult to tackle un-
der the GDPR.

3.4. Summary of existing gaps in the framework for privacy and data 
protection  

The legal framework on data protection in the EU is strong and modern.  The use of FRT by 123

private entities may, however, challenge the effectiveness of the current framework to protect 
individuals. The arbitrary use of FRT opens up unprecedented chances for discrimination, 

 EDPB Guideline 3/2019. para 73.120
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biometric mass surveillance, and significant interference with individuals’ privacy and other 
fundamental rights.  Wherever FRT is used, persons who enter that space will be followed, 124

which affects their personal data and autonomy. The use of FRT also undermines freedom of 
expression, resulting in a chilling effect. Beyond the negative consequences on individual 
rights, such technology impacts societal and EU values, and principles such as democracy and 
freedom.   125

If all Member States choose to strictly interpret the exemptions in article 9 (e.g., public inter-
est and court claims), it may hinder or slow the expansion of FRT in the private sector and 
thereby minimize the risks associated with FRT. However, there is no clear guidance on how 
the proportionality principle can be broken down into detailed factors applicable for FRT to 
balance public interest versus individual rights.  Although EDPB Guideline 3/2019 does 126

mention the balancing of interests,  it only refers to legitimate interests such as protection of 127

property. Moreover, the criteria it mentions are very broad and general, which can hardly be 
viewed as clear guidance. This results in contradictory decisions by DPAs. Similar uses of 
FRT have been blocked by some authorities due to the impact on fundamental rights, whereas 
permitted by other national authorities to cope with increasing security concerns. Therefore, 
the risks of biometric mass surveillance and misuse are likely to remain in the EU, especially 
in countries that are less strict with regard to FRT.   

For this reason, if the private use of FRT in publicly accessible spaces is allowed in some 
Member States, the measures taken by data controllers in accordance with data protection 
principles and privacy by design are essential to reduce risks and protect individuals’ funda-
mental rights. Unfortunately, there is legal uncertainty on how to apply these rules to FRT. 

Furthermore, it is not enough to only place the burden of compliance on the users, because 
there are so many risks that already exist at an early stage of design and development. System 
providers are left outside of the scope of the GDPR.  The controller is responsible for poten128 -
tial breaches of fundamental rights obligations, but they are often not capable of fully under-

 Ibid.124

 Ibid.125

 Liu. 2009.126

 EDPB Guideline 3/2019 (para 30) stated that controller need to consider 1)to what extent the video 127

surveillance affects “interests, fundamental rights and freedoms of individuals” and 2) if this causes violates data 
subject!s rights.

 Recital 78 states that the producers are not directly bound by this legislation.128
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standing how FRT works unless they are given all the necessary information. For example, 
they may not understand how accurate the system is, despite of the fact that this system can 
never reach 100% accuracy because of the variance inherent in machine leaning. Therefore, 
they may overly rely on the output generated by the system without confirming whether the 
outcome is correct. Furthermore, as mentioned in section 2, the risk of bias stems from the 
training of the algorithm. If the providers are not required to input large amounts of data and 
ensure the diversity of these data, the risks of bias and discrimination may not be mitigated. 
Hence, these challenges are likely to remain in the EU.    

Rules in the GDPR do afford some level of protection for individuals’ fundamental rights, es-
pecially the right to privacy. However, legal uncertainty and complexity on how existing rules 
apply to FRT undermine the effectiveness of the data protection legal framework.  More129 -
over, there are other existing regulatory gaps in the current EU legislation, since the GDPR 
only addresses challenges relevant to biometric data collection and processing, not the use of 
this technology or the manufacturing of FRT. As many scholars also pointed out, the GDPR is 
therefore insufficient to prevent the widespread use of AI, especially regarding machine learn-
ing technologies such as FRT.  Possible solutions to fill the gaps in the GDPR will be ex130 -
plored in section 5.1.  

4. Legal Framework Governing Artificial Intelligence  
After looking at the existing legislation that is applicable for FRT, this section will explore 
emerging new regulation that regulates this technology—the proposed Artificial Intelligence 
Act (AIA or Proposal). Just like the GDPR, the AIA is a “regulation”, not a “directive”, and 
will have binding legal force in the EU.  One of the main regulatory targets of this Proposal 131

are AI based remote biometric systems, including FRT (RBS and FRT will be used 
interchangeably). The EU commission abandoned the idea of banning facial recognition in 5 
years,  instead choosing to tighten the control over the use of highly intrusive technology. 132

This is undoubtedly a big step towards a better regulatory framework for facial recognition 
technology.  

 Renda, et al. (2021), p. 8. 129
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This section will discuss rules in the Proposal that are applicable for facial recognition tech-
nology, including specific provisions aiming at regulating biometric systems and general reg-
ulation for high-risk AI systems, such as facial recognition. It will also assess if the Proposal 
provides effective protection to persons whose fundamental rights are affected by FRT, and if 
the AIA is sufficient to complement the GDPR. The following content will analyze the Pro-
posal itself and the cases of using FRT in a supermarket and a stadium.  

4.1. An overview of the proposed AI Act   
In order to better assess the rules applicable for FRT, it is important to first understand the 
logic and principle behind this Proposal. This part will present an overview regarding this 
Proposal by exploring the background and the main features of this regulation. Then it 
discusses the strengths of the regulatory approach taken by this Proposal.  

4.1.1. Background of this legislation 
The first step toward regulating AI in the EU was the 2019 publication of Ethics Guidelines 
for Trustworthy AI, which states that trustworthy AI should be “lawful”, “ethical” and 
“robust”.  The Guidelines called for a clear definition regarding 1) if, when and how AI can 133

be used for automated identification and 2) the difference between identification and tracking 
of a person, and between targeted surveillance and mass surveillance.  This clarification 134

would be crucial to achieve “Trustworthy AI”. However, the Guidelines does not have binding 
legal force and it is limited to ethical and robust AI, without discussing Lawful AI.     135

The next essential step was the February 2020 release of the White Paper on Artificial 
Intelligence.  It pointed out the need for hard law and proposed a risk-based regulation for 136

AI.  It explicitly recognized biometric identification as a high-risk application of AI, which 137

should therefore only be used when “duly justified, proportionate and subject to adequate 
safeguards”.    138

 HLEG, “Ethics Guidelines”.133
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Finally, in April 2021, the Commission presented the AIA t to address the third component of 
“Trustworthy” AI, which is “Lawful” AI. The Proposal establishes legally binding norms and 
institutional mechanisms required for Lawful AI in order to further fill the gap left by Ethics 
Guidelines.  The main features and strengths of this legal framework are as follows. 139

4.1.2. Main features  
All AI systems will be classified according to their risks, and subjected to different 
requirements. There are four level of risk. The first level is “unacceptable risk” AI which 
infringe on EU values, including harmful AI such as remote biometric systems used by law 
enforcement.  These AI practices will be banned under Article 5 since they pose a danger to 140

individuals’ safety, livelihoods and rights.  141

The second level is “high-risk” AI under Article 6, categorized as such because of their 
adverse impact on individuals’ safety and fundamental rights.  Some AI technologies like 142

biometric systems are specifically identified as high-risk, and are listed in Annex III of the 
Proposal. Such “high-risk AI” will be subject to a conformity assessment before being 
launched in the market, and must comply with a series of safety requirements such as risk 
management, human oversight and data governance.  Furthermore, post-market surveillance 143

and supervision should be implemented to ensure the compliance with these requirements and 
obligations for all high-risk AI technologies that have been placed on the market.   144

The third level is “limited risk” AI, which will be subject to a limited range of obligations 
such as transparency. The fourth level, “minimal risk” AI, would only be subject to existing 
legislation without additional legal obligations.  

4.1.3. The strengths 
The AIA is the first AI legislation proposed by a major group of countries.  In an area that 145

was previously full of inconsistent standards and uninspiring proposals, it proposed relatively 
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clear and broad coverage.  Considering the rapid technological and market development 146

associated with AI, the Proposal adopts a technology-neutral stance, aiming to adapt to the 
future as much as possible.  The obligations imposed by the Proposal are essential to 147

balance between “innovation-friendliness" and a high level of rights protection.  148

In terms of biometric technology, the Proposal applies to all remote biometric identification 
(RBI) systems, including facial recognition technology.  It refers to all such systems that 149

operate at a distance, capture biometric data such as facial images, compare it with databases 
without significant delay and specifically use it to identify a person.   150

In comparison to the GDPR, which only regulates the user of AI, this Proposal made a signifi-
cant contribution to Trustworthy AI by imposing more obligations on the provider of the AI 
programs. The responsibility of controlling risk will not be constrained to the controller, as 
under the the GDPR, but will also extend to the manufacturer in this new Proposal. This is an 
essential step to minimize the risks existing at an early stage of design and development and 
enhance the transparency of the AI system.  

In the context of FRT, for example, the algorithm has poorer performance when used on 
women and darker-skinned people, because of insufficient training data. Under this 
legislation, the provider has to comply with data governance requirements, which will reduce 
bias and discrimination. Furthermore, the provider needs to give sufficient information to the 
user. This will help the controller to understand the limitations of FRT, such as its inaccuracy, 
and thus will alleviate the risk of misidentification.  

In spite of these strengths, it seems that the Proposal does not take a principled approach 
toward FRT. Detailed analysis regarding rules applicable for FRT in the Proposal will be 
discussed in the next two sections.     

 Ibid.146
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4.2. Specific provisions regulating remote biometric systems  
In this section, the specific rules toward RBS will be examined, including different types of 
RBS with regard to FRT as defined in this proposal, the prohibition toward certain uses of 
RBS and the different regulatory mechanisms between RBS used by private and public actors.  

4.2.1. Basic rules for different types of RBS in the Proposal    
The AIA defines an identification system under Article 3(36) as a remote biometric 
identification system, and views this system as high-risk AI.  Since FRT used for safety 151

reasons collects facial images at a distance for identification, it is therefore falls within the 
scope of the AIA. Further, Article 3 of the AIA differentiates biometric systems used in “real 
time” (live)  or “post” . The difference lies in whether there is a “significant delay” 152 153

between the collection and comparison of biometric data. 

Rules for the law enforcement use of FRT and uses for other purposes are different (see table2 
below). The police use of “real time” RBS in public places is prohibited under Article 5(1)(d), 
except for significant public security reasons that are authorized by Member States and 
granted by appropriate judicial authorizations.   The other real-time and “post” RBS are 154 155

classified as “high risk”. Hence, FRT deployed in the private sector for safety purposes will be 
classified as high-risk AI, irrespective of whether it is a real time or post system.   

Table 2 

 AIA. Article 3(36).151

 AIA. Article 3(37). A real-time system collects and compares the data subject against the database “without a 152

significant delay” with the basis of “real-time” materials, such as a video clip that generated by camera.

 AIA. Article 3(38). The post system captures biometric data and makes the comparison after a significant 153

delay with the basis of images or video clips from private devices.

 AIA. Article 5(1)(d).154

 The three exceptions are 1) the RBS is used to search for victims of crime and missing children; 2) it is used 155

for the prevention of an imminent threat to the life or physical safety of persons or of a terrorist attack; or 3) it is 
used for identification of a perpetrator or criminal referred to in the European Arrest Warrant Framework Deci-
sion.
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The use of FRT Real time Post

Law enforcement purpose 
Prohibited with three 

exemptions Permitted as high-risk AI

Other purposes, including 
safety control by private 

entities

Permitted as high-risk AI 
(Subject to pre-market requirements; 

ex ante third-party or self conformity assessment; 
ex post market surveillance and supervision) 



4.2.2. The scope of prohibited RBS is too narrow   
As mentioned before, the Proposal introduced a ban toward the use of RBS in public 
spaces.  However, the prohibition is restricted to law enforcement purposes with limited 156

conditions, which allows for broad exceptions for FRT and therefore fails to afford sufficient 
protection for fundamental rights.  

Firstly, the Proposal only bans “real time” RBS used by police and does not mention any 
“post” system. Therefore, it does not prohibit law enforcement agencies from getting access to 
private databases, which are generated by RBS in publicly accessible places such as shopping 
malls, sports venues and stores. This means that police can use a private database without any 
restrictions as set out in the proposal, without even being limited to the three exemptions. As 
demonstrated before, the possibility that private entities may share biometric data with police 
will lead to mass biometric surveillance, resulting in a chilling effect.    

Secondly, the Proposal also does not intend to prohibit live RBI in publicly accessible spaces 
by private companies. Thus, retailers could use such systems to identify customers entering 
the stores to reduce shoplifting and abuse of staff. A concert held in a stadium could employ 
FRT to prevent banned fans from entering. Schools and transport companies could also use 
FRT for entrance control.  

As a consequence, the prohibition only covers the limited use of biometric systems, and a 
very limited range of actors.  However, as illustrated in Section 2, the use of this technology 157

by private entities also affects fundamental rights in an inevitably disproportionate way,  158

because the technology needs to process a large amount of biometric data, belonging to many 
individuals, in order to identify a few people.  Thus the prohibition should be expanded to 159

cover more organizations which have the power to deploy FRT on a large scale. Moreover, the 
prohibition should at least be expanded to cover access to private databases by police unless 
under urgent conditions.   

 AIA. Article 5(1)(d).156

 Christakis & Mathias & AI-Regulation Team (2021).157

 Ibid.158
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4.2.3. The distinction between the use of RBS by public and private sector lacks  
justification 

The AIA distinguishes between the use of FRT by law enforcement and private companies, 
which creates a “two-tier” regulatory system, providing individuals with “an asymmetric level 
of protection”.  It justifies this in Recital 18, which claims that the use of RBS by police is 160

“particularly intrusive” as it may create “a feeling of constant surveillance”.  The Proposal 161

seems to have made the assumption that the private use of FRT is less intrusive. However, the 
dangers of biometric surveillance also exist in the private sector. Today AI-embedded facial 
recognition systems expand the power of private entities and therefore enable new types of 
misuse, impacting fundamental rights.   162

By contrast, the GDPR does not contain a distinction between the public and private sectors. 
The GDPR prohibits the processing of sensitive personal data, irrespective of whether the 
controller is a public organization. Meanwhile, the AIA does not ban the use of FRT in the 
private sector, which compromises the protection for affected individuals in the private sector, 
as private entities are held to lower standards.   163

This does not mean that the distinction in AIA could not be made legitimately. Yet it should be 
justified with the reason why the difference is necessary, and why FRT used in private 
companies causes less harm to individuals’ fundamental rights.  Beyond the interference 164

with privacy and individual rights, FRT used by private actors in publicly accessible places 
implies that infrastructure to support the technology can be promoted on a large scale in 
Member States.  If people only notice the infrastructure without knowing if it is currently in 165

operation, it may still lead to a chilling effect. Hence, the spread of FRT could lead to 
potential abuses of such infrastructure. 

Against this backdrop, currently there are many voices calling for stricter rules towards RBS. 
For example, the EDPB and EDPS advocate a general ban on FRT.  The AIA disregards the 166

 Smuha, et al. (2021), p. 27.160

 AIA. Recital 18.161

 Taylor (2021).162

 See note 160, p. 25-26.163
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widespread practice of FRT among private organizations.  FRT is used in publicly 167

accessible places such as airports, shopping malls, and sports venues, which has a negative 
impact on individuals’ expectations of being anonymous in open spaces.  A stricter approach 168

is also necessary because of the serious proportionality problems, as FRT processes “an 
indiscriminate and disproportionate” amount of biometric data for the purpose of finding a 
small number of persons.  Additionally, civil liberties organizations released an open letter 169

asking for a ban or moratorium on FRT beyond law enforcement purpose to prevent mass 
surveillance,  for the reason that private organizations could collect large amounts of 170

biometric data and share it with authorities.   171

In summary, private AI-enabled FRT could directly cause a “feeling of constant surveillance”. 
Thus, the gap arises as the “two-tier” approach in the Proposal seems to ignore the widespread 
private use of biometric systems. To fill the gap, the EU commission should consider 
tightening the rules for the use of RBI by private actors.   
   
4.2.4. Apply the specific provisions toward the use of FRT in two cases  
In the case of the facial recognition systems used in the supermarket and stadium, FRT is used 
by private companies to detect people entering the space who are on the ban list, for safety 
reasons. Their systems will be classified as a real time remote biometric identification system. 
The Proposal does not intend to ban the use of RBS by private and public actors for non-law 
enforcement purposes. Instead, it imposes limited prohibition regarding RBS, only prohibiting 
the use of the systems by law enforcement agencies with three exemptions. Consequently, the 
FRT employed by the supermarket and stadium will not be prohibited under the Proposal, 
since it is not used for law enforcement purposes.  

To summarize, the specific provisions towards RBS differentiate the systems used by law 
enforcement agencies from those used by other entities, which established an unjustified 
“two-tier” regulatory system, and overlooked the threat coming from private actors. 
Therefore, these specific provisions do not afford adequate protection for individuals whose 
fundamental rights are affected by FRT. 

 Zarra & Favalli & Ceron (2021).167
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4.3. General compliance requirements for high-risk AI  
High-risk AI applications that are listed in Article 6 and Annex III of the Proposal will be 
subjected to a set of strict requirements and obligations before placement into the market. In 
relation to FRT, the most relevant and important requirements include risk assessment, data 
governance, transparency and human oversight.   172

Theoretically there would be a third-party conformity assessment to ensure the compliance of 
RBS with these requirements. However, once there exists a harmonized standard covering 
these systems, only self-assessment is required. With the ambiguous and complex 
requirements for high-risk AI, this ineffective approach may result in legal uncertainty, 
creating a weak protection for affected persons. This section will explore the most relevant 
requirements in detail and discuss the strengths and weaknesses of these requirements. 

4.3.1. Risk assessment (Article 9)  
Article 9 of the draft requires organizations to establish, implement, document and main-
tain a risk management system with regular updates throughout the entire lifecycle of the 
AI systems.  Such a risk management system should estimate current risk and foresee173 -
able misuses, and adopt suitable risk management measures. Furthermore, when eliminat-
ing the risks associated with the use of high-risk systems, providers are required to con-
sider the “technical knowledge, experience, education, [and] training” expected by users 
and the environment in which the system will be used.  In addition to risk management 174

documentation, the Proposal requires the testing of AI systems, which shall ensure that 
these systems are following the requirements listed in this Chapter.  175

4.3.1.1. The strength  
Risk assessment is a valuable tool to achieve the protection of public interest. In relation 
to FRT, as mentioned in section 2, the risk of discrimination stems from the training of 
the algorithm. With this obligation, providers will be well placed to mitigate some risks 
that emerge already in the initial development and design of an AI system. Consequently, 
they need to consider the risk of product inaccuracy and adopt risk management 
measures, such as using the diversity and large quantity of training data against 

 Christakis & Mathias & AI-Regulation Team (2021).172

 AIA. Article 9(1) and (2).173

 AIA. Article 9(4). 174

 AIA. Article 9(5). 175
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algorithmic bias. They also have to take into account whether their training data is 
collected lawfully, and prevent the risk of using pictures of individuals without 
notification, as mentioned in section 2.3.3. In addition, the provider needs to consider the 
environment in which FRT will be used, since FRT deployed outdoors or indoors will 
have different light conditions, which will also influence its accuracy.     

4.3.1.2. The weakness   
However, the requirement of risk assessment is inconclusive with regard to what types of risk 
should be considered.  Although it requires the identification of “foreseeable risks” 176

associated with an AI system, there are many risks that are irrelevant to the objective of the 
Proposal, such as financial risks or risks of developmental delays.  It should be clear that the 177

relevant risks are associated with safety, fundamental rights and freedoms of persons.   178

Moreover, the imprecise language will leave excessive discretion for providers in the 
execution of the risk management process. In the context of FRT, the system may only need to 
undergo self-assessment if it is covered by harmonized standards. Therefore, it may be up to 
the provider to decide how to adopt measures to minimize risks until it is acceptable.  179

Because there is no definition regarding what is “residual risk” or sufficient guidance on what 
makes the risks “acceptable”, the decision of which residual risks are regarded as 
“acceptable” is left to the providers of FRT, who are seeking to market their technology.  180

Moreover, it is possible that providers cannot evaluate all risks, since they depend on different 
uses of the AI system.  Once the system is placed on the market, the risks are associated 181

with the ways users deploy it.   182

Under the GDPR, the user also needs to carry out a data protection impact assessment, while 
very often the controller fails to comprehensively consider the risks as they pursue putting 
their systems into use. As shown in the Spanish case, the supermarket also conducted a DPIA 
and did not consider many important risks. The same situation may happen to the provider 
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when they are carrying out the risk assessment, since the FRT provider may face the challenge 
of whether they should spend a large amount of money and time for a 1% or even smaller 
reduction in the risk of racial discrimination.  The balance between the cost and the 183

performance of products depends on what level of residual risk is acceptable.  Thus, 184

regulators need to further clarify what factors and interests should be considered in the cost-
benefit analysis.  185

Although AI providers would be required to communicate these remaining risks to users, this 
does not bring much relief.  For a facial recognition system, even if the provider should 186

communicate with the company intending to deploy FRT, subjects of the system still cannot 
participate in the risk assessment process. People who are affected by the system should be 
empowered to participate in the design of risk management and determination of risk-
mitigation measures.   

4.3.1.3. Apply this requirement to the cases 
In the two cases, before deploying FRT in the supermarket and stadium, the providers of the 
system need to conduct risk assessment throughout such systems’ lifecycle. However, this 
does not require the involvement of affected persons. This means the employees who may 
walk into the supermarket and football stadium, individuals on the ban list, customers who 
often go to the stores and football match, and other legitimate stakeholders cannot participate 
in the process of risk assessment. Consequently, this process is insufficient to protect these 
persons’ rights, especially considering woman and Black people may be disproportionately 
influenced by the risks of the system. 

In conclusion, the lack of involvement of affected stakeholders, and unclear rules in risk 
assessment with respect to risk evaluation and testing will lead to legal uncertainty and leave 
a  large amount of discretion to AI providers. Thus, this approach is insufficient to safeguard 
fundamental rights, as previously outlined. 

4.3.2. Data governance (Article 10) 
The obligation of data governance also lacks conceptual precision. According to Article 10, 
the training, validation and testing data sets should have “appropriate” statistical properties 
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and be subject to “appropriate” data governance.  Moreover, the processing of special 187

categories of data should be subject to “appropriate” safeguards to ensure bias monitoring. 
However, it is not clear what composes an appropriate statistical property.  For example, in 188

the context of FRT, it is unclear if the data sample should represent the entire population or 
merely the potentially affected individuals.  189

4.3.2.1. The strength 
Despite the legal uncertainty, it is important that the Article specified the minimal 
requirements for data sets, especially the stress on data quality as a means to avoid bias.  190

Data accuracy is set out under Article 5 (1) (d) of the GDPR, which requires that the personal 
data be accurate, kept up to date and that the inaccurate data be erased.  The provisions in 191

the AIA extend the data accuracy principle, by requiring the training data set to be “complete” 
and “free of errors”.  As mentioned before, the risk of bias stems from the training of the 192

algorithm, as most FRT is trained disproportionately with faces of male and white people, 
which is left outside of the GDPR’s scope. Such risks could be tackled by the data governance 
obligation under the AIA. 

4.3.2.2. The weakness 
On the other hand, this might be an unrealistic obligation for AI providers.  It is not clear if 193

it is feasible for the data set of FRT to be 100% error free, no matter how well it is 
analyzed.  If the threshold is too high to achieve, or the specific requirements are too 194

abstract to understand, such mechanisms may cause the opposite effects than intended.  This 195

rule is likely to be reduced to a box-ticking exercise, since it would be difficult for providers 
to translate into operational terms.  These unrealistic expectations could potentially 196
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undermine the legitimacy of the regulatory framework as a whole.  Therefore, the Proposal 197

should provide more detailed guidance to facilitate the requirement's effectiveness in practice. 

Besides, the amount of data available is also essential. There should be rules ensuring that the 
dataset used for assessment is large enough to support solid results.  When comparing the 198

EU situation with US assessment capabilities developed by NIST, the difference in 
performance relies on the differences in the amount of data available.  This is because the 199

US scientists have a larger amount of data which can be used as a basis for evaluation, while 
this capability was lacking at the EU level.  200

4.3.2.3. Apply this requirement to the cases 
In the two cases, the providers of FRT need to comply with the data governance requirements 
and ensure that the training data sets have appropriate statistical properties. But it is not 
certain if the statistical properties apply  to the entire population of their country or merely the 
potentially affected groups, such as the people who enter the supermarket or stadium. It would 
also be difficult for the manufacturers to ensure that the data is complete and free of error. 

In summary, the rules under the data governance obligation leave a large amount of discretion 
for AI providers, pursuing “error free” data sets, which seems unrealistic. Hence, this 
approach can hardly be regarded as adequate for safeguarding fundamental rights.  

4.3.3. Transparency obligation (Article 13)  
The Proposal intends to facilitate fundamental rights protections for individuals. One of the 
proposed methods is to impose a transparency obligation. According to recital 32, the design 
and development of a high-risk AI program should ensure that the program's operation is 
sufficiently transparent in order for users to interpret the output of the system and use it 
appropriately.  Moreover, high-risk AI applications are required to provide users with 201

instructions that have “relevant, accessible and comprehensible” information.  Such 202

information should contain human oversight measures, the capabilities and limitations of the 
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systems’ performance related to the residual risks to fundamental rights based on the intended 
use or misuse, and other information.  But terms like “sufficiently” transparent and 203

“appropriate” level of transparency leave uncertainty regarding the compliance of AI systems. 

4.3.3.1. The strength 
Transparency is critical to expose FRT to public supervision and increase risk management by 
offering the access to remedies. The provisions under the AIA symbolize steps in the right 
direction. For example, in contrast to the GDPR, the transparency obligation is applicable 
irrespective of whether the decision making is automated, and of whether personal data is 
processed.  Besides, the GDPR only requires controllers to provide information to the data 204

subjects. The AIA complements GDPR by requiring the controller to receive sufficient 
information about this product. If the provider gives the user enough information regarding 
the accuracy of the system, they would be more cautious when they make a final decision to 
prevent someone entering the place. Hence, transparency is beneficial to address the risk of 
bias and discrimination. 

4.3.3.2. The weakness 
However, a significant problem remains in this transparency approach, as the Proposal only 
emphasizes transparency for users, rather than for those who are potentially affected by the AI 
system. The user is defined in Article 3 (4) of the Proposal as anyone using the system with 
the exception of affected individuals.  Thus, there is no direct involvement of data subjects 205

during the design and development of FRT. Although GDPR requires that data subjects 
receive adequate information from controllers, the scope of this information is different from 
the requirement in the AIA. The draft does not ensure that the general public are provided 
with adequate information to understand the risks of the FRT that they are exposed to.  206

As mentioned above, the level of transparency is strongly linked to non-discrimination. 
However, the draft pays too little attention to algorithmic fairness. The recitals express the 
concerns regarding the documentation of algorithmic bias , yet the requirement to publish 207

 AIA. Article 13(3).203

 Hacker (2021). 204
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the documentation regarding fundamental rights infringement is surprisingly lacking.  There 208

are no requirements ensuring that these documentation that contains bias assessment will be 
provided to users, the general public or people potentially influenced by algorithmic bias.  209

The lack of this requirement could not sufficiently safeguard fundamental rights.  

Moreover, affected individuals are not equipped with clear routes to contest the use of FRT 
using the obtained information. The draft does not contain any legal right for individuals to 
complain to market surveillance authority or sue the provider and user if they failed to comply 
with the AIA.  In comparison, data subjects can complain and seek a judicial remedy under 210

the GDPR.  The EDPB and EDPS also criticized the absence of such rights and remedies in 211

AIA.  212

4.3.3.3. Apply this requirement to the cases 
In the two cases, although the supermarket and football club may receive adequate 
information about the system, the transparency obligation set in the AIA does not mention any 
information provided for persons who will be subject to this system. While data subjects may 
get information from the supermarket and stadium based on the GDPR, the scope of 
information given through the GDPR is different. Consequently, it is difficult for affected 
individuals, including the employees of the supermarket and the football club, people on the 
ban list, and potential customers, to get sufficient information in order to safeguard their 
fundamental rights. 

In conclusion, with these limitations and shortcomings, this obligation is not likely to improve 
existing transparency provisions in practice.  Merely notifying the individual that intrusive 213

FRT has been used will hardly provide protections to safeguard human rights. 
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4.3.4. Human oversight obligation (Article 14) 
Article 14 imposes the obligation of human oversight for high-risk AI systems in order to 
prevent the risk of infringement on fundamental rights.  Article 14(1) states that high-risk AI 214

should be developed with “appropriate” human-machine interface tools, which could be 
overseen by natural persons when using such systems.  Such natural persons should fully 215

understand the capacities and limitations of the system, and remain aware of “automation 
bias”.  Article 14(5) imposes an extra oversight obligation when using RBS. In this 216

provision, the output generated by RBS should be verified and confirmed by at least two 
natural persons, otherwise the user cannot take action or make a decision.  217

4.3.4.1. The strength 
This obligation under the AIA contributes to expand the human oversight under the GDPR, in 
which human intervention only exists if there is automated processing that produces 
significant effects on the data subject. The GDPR requires that individuals shall not be 
subjected to solely automated decision making if the result has legal effects. Meanwhile, 
under the AIA, human oversight applies irrespective of whether or not the system involved is 
makes decisions automatically making. Moreover, it clarifies specific human oversight 
requirements, requiring that two natural persons verify the results, rather than the GDPR rules 
which only forbid solely automated decision making. This obligation is essential to mitigate 
the accuracy problem of FRT and reduce discrimination. 

4.3.4.2. The weakness 
Regardless of how the provisions make effort to strengthen oversight for the protection of 
fundamental rights, two issues arise. Firstly, it is unclear how the confirmation or verification 
process is to be conducted, which could reduce the human oversight to “two natural persons” 
that look at the results on a computer. Instead, two persons should be allocated to divide 
assessment.  For instance, one person should be required to sight the identified individual in 218

question rather than only look at the screen.  219
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Secondly, if there is no basis to deploy FRT, the protective measure of human oversight shall 
not become the legitimate reason to do so.  Allowing machines to make decisions based on 220

data has impact on individuals, groups or the entirety of society.  For this reason, high-quali221 -
ty and meaningful human oversight should be used to moderate the adverse influence of FRT, 
rather than legitimize the use of such technology. Even if FRT has been demonstrated to be 
proportionate, human oversight can only be used as a means to mitigate risk, not the as an ex-
cuse for deploying this system.     

The danger of over-reliance on the outputs of a facial recognition system is best evidenced 
though the system employed by Livonia, used in a skating rink to stop people who have 
violent behavior from entering the area. A Black teenage girl named Lamya tried to enter the 
skating rink with friends, despite having never been there, and was refused entry because she 
was misidentified as someone who was involved in a brawl at the same place.  The decision 222

made by the skating rink was based only on the output produced by the facial recognition 
system used by Livonia, which had this girl at a 97% match. This shows that if the decision-
maker merely depends on the output of the facial recognition system, and does not have the 
technical knowledge to understand how FRT works and to take the limitations into account, 
negative effects can be caused even in the private sector.  

4.3.4.3. Apply this requirement to the cases 
The human oversight obligation does not afford much relief for the potential bias in the 
system used in the supermarket and stadium. In this provision, the result of the identification 
system should be verified and confirmed by at least two natural persons, otherwise the user of 
the system will not be able to take action or make a decision using the result. However, 
merely allocating two security guards in front of one computer to assess if this person on the 
screen is the same person who is banned from entering the store or stadium, does not provide 
enough measures to avoid bias. 

In view of the above, the protection provided by the mandatory requirements of high-risk AI 
systems should be strengthened and the open questions these requirements raise need further 
clarifications. 
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4.3.5. Standard setting and conformity assessment  
To ensure that FRT meet the above requirements, such systems will be subject to stricter 
conformity assessment procedures in accordance with Article 43 of the AIA.  Article 61 also 223

introduced an ex post monitoring system for market surveillance, as well as supervision of 
these systems by competent authorities in Member States.  224

4.3.5.1. The strength 
Standardization is essential to help FRT comply with the regulations, by providing technical 
solutions.  Since these systems are extremely intrusive and could potentially infringe upon 225

fundamental rights, in principle they need to undergo an ex ante conformity assessment by a 
third party.  The third-party conformity assessment is more strict than a self-assessment, like 226

other high-risk AI systems need to conduct, which could further enhance legal certainty and 
public confidence in FRT.  In addition, the ex post monitoring system would be helpful to 227

avoid potential breaches after the AI system has been put into the market.  

4.3.5.2. The weakness 
However, this proposed standardization process may lead to inadequate democratic 
participation for two reasons. Firstly, the detailed standards for FRT are lacking at the EU 
level. As noted, the requirements in the Proposal are general, while more detailed technical 
requirements will be mainly specified through European standardization.  Hence, the 228

development of detailed standards is essential to the effective implementation and 
enforcement of the Proposal.   229

Secondly, the standardization process is industry-led, and therefore lacks democratic 
oversight.  This is because the rule-making power is usually delegated to bodies (ie. CEN/ 230

 AIA. Article 19 and 43.223

 AIA. Article 61.224

 Madiega & Mildebrath (2021), p. 30. 225
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 EDPB-EDPS. Opinion 5/2021. para 37.227

 Smuha, et al. (2021), p. 54. 228
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CENELEC)  that are governed by private law.  Such a practice is controversial, and its 231 232

legal ground is increasingly unstable.  Another reason is that the public and stakeholders, 233

such as consumer representatives and civil society organizations, often struggle to participate 
in standardization, due to a lack of resources and relevant knowledge.  234

In theory, a specific notified body must assess the conformity of high-risk RBIS, while in 
practice, once there exists a harmonized standard covering these systems, only a self-
assessment is required.  As the commission wish the harmonized standards to exist before 235

the application of the regulation, the specific notified body for biometric systems may never 
be established.  This self-regulation has been welcomed and complimented by industry.  236 237

However, such an approach leaves excessive discretion for AI providers and developers, who 
have major incentives to deploy these systems, which is not enough to protect societal 
values.  Augmented by the imprecise language in the text, this mechanism may result in a 238

derogation for the conformity assessment procedure.   239

The self-assessment undermines the apparent level of protection and revelation, since it is 
only an internal inspection without any auditing report for the general public or authority to 
review.  The AI system will only have a “mark” which is attached to deliver the message to 240

the public that it complies with requirements.  The reliability of the CE mark  has been 241 242

 The European Committee for Standardization (CEN) and the European Electrotechnical Committee for 231

Standardization (CENELEC) are responsible for developing and defining voluntary standards at the European 
level.

 Veale & Borgesius (2021), p. 24-25.232

 This has been criticized for many years as a result of many reasons, including the lack of democratic 233

supervision, insufficient participation of stakeholders who might be subjected to adverse impact, the lack of 
appropriate judicial control over harmonized standards.
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criticized  for many years.  Although the providers are required to draft a “declaration of 243

conformity” and hand it to authorities, even the statement of compliance can be withheld from 
the public.  Therefore, the absence of oversight raises concerns, as high-tech companies 244

need to wedge between innovation and social responsibility.  They may not act ethically 245

when making decisions related to the design of products that could potentially infringe upon 
fundamental rights.  

Apart from the ex ante conformity assessment, the ex post monitoring system for market 
surveillance also remains uncertain. Although the logic behind an ex post monitoring system 
is clear, many practical details need further explanation. For instance, the AIA requires that 
documentation needs to be kept for a duration which is “appropriate” for the intended purpose 
of the AI application.  Yet it does not mention how long is suitable or whether the provider 246

or the authority is responsible for the decision.  There is also a risk of incoherent 247

implementation across the EU, due to the uneven resources and different approaches chosen 
by Member States, which may lead to inconsistency and potentially weaken the protection of 
fundamental rights.   248

4.3.5.3. Apply this requirement to the cases 
For the facial recognition systems used in the store and stadium, there will be an ex ante 
conformity assessment. Their systems will undergo a self or third-party assessment, 
depending on whether the FRT is covered by a harmonized standard. There will also be an ex 
post system for market surveillance and supervision by competent authorities designated by 
Member States. But as these systems are still being shaped, it is not known if the ex post 
system can offer adequate protection for affected individuals in the future. 

In sum, the standardization and conformity assessment are insufficient for the protection of 
fundamental rights, since the standardization process lacks democratic supervision and the 
self-assessment will leave discretion for AI providers who seek to put their products into the 
market. Despite the fact that FRT will be subject to ex post monitoring, this does not bring 
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much relief, as it may cause inconsistency and incoherence in the EU due to the uneven 
resources and different methods chosen by Member States. 

4.4. Summary of gaps in the framework governing artificial intelligence   
While the AIA is intended to tighten the use of FRT in order to safeguard fundamental rights, 
many issues remain under the specific provisions regulating RBS, the general requirements 
and conformity process governing high-risk AI. These issues include the narrow scope of 
prohibited FRT, the weak protection toward non-law enforcement use of FRT, the unclear and 
insufficient approach for compliance requirements, the lack of public oversight over the 
process of standardization and the excessive discretion of self-assessment. Moreover, there 
remains uncertainty regarding the interplay of the GDPR and the Proposal.  249

Thus, it is hard to justify that the AIA will solve issues regarding the use of FRT. The existing 
legislation has been criticized for the lack of public oversight in governance of FRT, since the 
development and maintenance of such systems are outsourced to private entities.  Yet the 250

same problem also exists in the Proposal. The increasing concerns of FRT that are not 
sufficiently covered by the current EU regulatory framework are not likely to be solved 
through the AIA, partly due to the vagueness and complexity in provisions. 

Consequently, gap arises as the AIA fails to afford adequate protection for individuals who 
will be subject to FRT and potentially adversely affected by it. This can also be demonstrated 
by the case analysis regarding the use of FRT in the supermarket and stadium, where the pre-
market requirements are mainly imposed on the providers, and the approaches to public 
oversight and involvement of affected individuals are lacking.  

In conclusion, as an answer to sub-question 3, the Proposal permitted the use of facial 
recognition systems by private and public actors for safety purposes only if the system 
complies with pre-market requirements. Identification systems are classified as high-risk AI 
and therefore subject to more strict obligations before placement into the market. Although 
there are many requirements that aim to tighten the use of FRT, the gaps arise for issues such 
as lack of public oversight and meaningful involvement of affected persons. Consequently, 
the AIA is insufficient to safeguard fundamental rights for people who are exposed to facial 
recognition systems, especially considering the vulnerable group. 

 Renda, et al. (2021), p. 36. 249
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5. Recommendations to close the gap in the GDPR and AIA to 
address challenges raised by FRT 

As illustrated in sections 3 and 4, both the GDPR and the AIA are insufficient to safeguard 
fundamental rights impacted by FRT, in spite of their intention to strengthen the requirements 
of deploying such technology. This section will provide suggestions for data protection 
regulatory framework and the AIA to make these rules more efficient and clearer, in order to 
close the gap. Since the AIA is a proposal that is still being developed, this section will give 
more suggestions for the draft with respect to the specific provisions, compliance 
requirements and standardization process for high-risk AI, and the relationship between the 
GDPR and the AI regulation.  

5.1. Reduce vagueness and complexity in the GDPR    
The proportionality principle is critical to prevent the widespread of FRT by critically 
evaluating whether private entities could rely on exemptions in order to use FRT for safety 
reasons in publicly accessible places. Thus, the specific criteria and factors need to be 
clarified when assessing the necessary and proportionate use of such a system, particularly 
when it is used in a large crowd, based on the exemptions of the public interest or a court 
claim. The guidance should be clear about the conditions under which private organizations 
could deploy FRT for the public interest without disproportionately infringing upon individual 
rights. This thesis suggested several criteria in section 3.3.3 (see Table 1) when analyzing the 
two cases, such as the weight given to the consequences to individual rights and seriousness 
of potential damage, and the presence of adequate risk-mitigation measures.         

Even if the private use of FRT has been demonstrated to be necessary and proportionate, other 
data protection principles also need to be incorporated into the deployment of FRT under the 
requirement of data privacy by design and by default. Article 25 of the GDPR is a valuable 
rule to create a mindset for the data controller of consistently putting privacy as a priority 
when developing system requirements.  Thus, data privacy by design and by default should 251

set clear goals and legal incentives for data controllers and engineers in achieving privacy 
protection goals.   252

5.2. The Proposal should take a principled approach toward RBS  
In order to ensure that the design and deployment of FRT is “legally trustworthy”, the AIA 
needs to adopt a new approach toward RBS. 

 Bygrave (2017), p. 120.251

 Ibid.252
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5.2.1. Expand the scope of prohibited RBS 
The Proposal should expand the prohibition on use of RBS for law enforcement purposes 
beyond “real time” use. Police should be prohibited from accessing private databases except 
in urgent situations. This way, biometric data collected by private entities, such as the 
supermarkets and stadiums, may only be shared with law enforcement agencies under the 
restrictions set out in the Proposal.  

The Commission should also consider extending the prohibition to some private actors. If the 
Commission still decides to allow the use of FRT by private organizations due to justified 
reasons and conditions, these users should be subject to more meaningful obligations than the 
current general requirements for all high-risk AI systems. 

5.2.2. Private use of RBS needs the same level of protection  
The Proposal should justify the necessity of the “two-tier” approach to regulating remote 
biometric systems that differentiates the systems used by public and private entities. If the 
Commission cannot give a reasonable justification, they should not overlook the danger posed 
by private organizations. Considering that FRT is likely to be widespread, leading to chilling 
effects, the Proposal should reconsider the justifiability of the distinction, and tighten the rules 
for private use of FRT.  

5.3. Ensure an effective framework for compliance requirements and 
conformity process 

Compliance requirements and conformity procedures are critical in addressing the challenges 
of biometric systems by offering meaningful and effective protection of fundamental rights. 
However, the current pre-market requirements are complex and ambiguous. In order to 
increase the effectiveness of the regulatory approach, the Commission should strengthen the 
protection level of fundamental rights and clarify the remaining questions in the Proposal.  

5.3.1. Involve legitimate stakeholders in the risk assessment 
The risk assessment would be critical in determining the effectiveness of the requirements and 
obligations imposed on high-risk systems such as FRT. The risks regarding fundamental rights 
should be stated explicitly. The Proposal should also be clear regarding what measures are 
suitable to ensure residual risks and what risks can be regarded as acceptable. Moreover, the 
risk assessment should be conducted by both the provider and the user, considering where the 
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AI system will be used.  The providers and the users should also communicate to all 253

stakeholders, such as the affected individuals, what level of risk can be considered 
“acceptable”. All of these elements are essential for the protection of fundamental rights, and 
therefore should not be neglected by the Commission.  

5.3.2. Reduce uncertainty in data governance 
Data governance is essential to protect biometric data collected and processed by a facial 
recognition programs. The Commission should lay down specific criteria regarding what is  
an “appropriate” process for testing a data set against algorithmic bias. For FRT, a large 
amount of data could improve the overall accuracy of the system but discriminate against 
specific ethnic groups. Thus, regulatory mechanisms in the AIA need to define fairness in 
different conditions, and give guidance on how to balance different interests and justify 
ethical trade-offs.   254

Furthermore, the high expectations of algorithm development and data set should be broken 
down into detailed and applicable estimation metrics and industry standards, which is more 
practical for compliance.  Finally, in addition to focusing on accuracy of the data, the 255

Commission should not neglect the integrity of the data. In Article 10(3), requirements on 
data sourcing and data integrity should be added to confirm the legitimacy of the origins of 
the data.   256

5.3.3. Enhance transparency requirements to mitigate bias 
The need for transparency is strongly associated with ways to mitigate the risks posed by the 
use of FRT, especially when it comes to non-discrimination, access to remedies, and effective 
administration. For this reason, the AIA should ensure that not only commercial users, but 
also the general public and affected individuals can obtain comprehensive information, so that 
they can exercise their fundamental rights. The AIA should establish a transparency 
framework in accordance with the needs of affected individuals.  For example, the trade-257

offs in the algorithmic design need to be disclosed to the public and those impact by FRT.  258
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Moreover, affected individuals should be able to contest the deployment of FRT using 
information from AI providers or users. The Proposal should also empower affected 
individuals to request specific information from both the providers and the users of the AI 
system. This would enable such affected individuals to use the information they receive to 
contest the intrusive use of AI systems, especially when the output of the system lead to 
discrimination and affects other fundamental rights.      259

5.3.4. Strengthen human oversight obligation 
In order to avoid biased decision-making patterns, human oversight should be required in all 
processes.  For high-risk AI, various safeguards should be required to guarantee that 260

individuals’ rights, in particular rights related to non-discrimination, are respected.  There 261

should be some guidelines to further clarify how to properly evaluate bias and to adopt human 
oversight measures.  

For the specific provision set out in Article 14 (5), which requires the results of RBS to be 
verified by at least two persons, that confirmation should be based on a separate assessments. 
Moreover, the Commission should stress that human oversight is not a justification for the use 
of facial recognition. It should only be used as a means to protect fundamental rights. 

5.3.5. Improve standard setting and conformity assessment  
Standard development will play an essential role in the effective implementation and 
enforcement of the Proposal. In order to ensure a meaningful conformity assessment, the draft 
should enhance democratic participation. The Commission should take measures to ensure 
that relevant stakeholders, such as consumer representatives and civil society organizations, 
are sufficiently represented in the standard-setting process.  Facial recognition systems must 262

be subject to an external, independent third-party assessments.  And this conformity 263

assessment procedure, including the balance between different interests, needs to be disclosed 
to the public. 
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It should also be clear that even if an AI system complies with the AIA, this does not mean 
that it also fulfills safeguards set in the GDPR. It is recommended to include an additional 
requirement to ensure that the AI systems also comply with the GDPR in the conformity 
assessment, which will help ensure compliance with the principles of accountability.  264

5.4. Clarify the relationship between the AIA and the GDPR  
The relationship between the Proposal and the current data protection legislation should be 
clarified to enhance the protection of fundamental rights for individuals who are exposed to 
high-risk AI like FRT.  A clear and coherently defined relationship is an essential 265

precondition to support and maintain an environment that encourages innovation and respects 
human rights.   266

The AIA and GDPR should supplement each other in setting harmonized rules that regulate 
the design, development and use of biometric systems, as well as restrictions on certain 
applications of FRT. In view of fundamental rights, the new rules should not interfere with 
current regulatory mechanisms in a way that will weaken existing protection standards. This 
should also include governance by competent authorities.  

Although the AIA does include some correspondence with the GDPR, uncertainty and 
incoherence still exist.  The AIA handles facial recognition systems that rely on biometric 267

data, unlike the GDPR. The GDPR requires stricter protection of “special categories of 
personal data” and holds it to a higher standard of protection by setting important thresholds 
for data processing, no matter if it belongs to the private sector or a public authority. Yet the 
Proposal does not provide similar protection. There is also an open question under the AIA 
regarding whether AI providers could use data collected outside of EU in violation of 
fundamental rights, for algorithm training.  

Therefore, in addition to clarifying the uncertainty, it is essential for the EU commission to 
strengthen the relationship between the AIA and GDPR to prevent inconsistency and potential 
conflict. This will not only enhance legal certainty, but also increase the level of protection of 
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fundamental rights in order to avoid direct or indirect threats to personal data.  For instance, 268

since FRT is a type of machine leaning AI, the rights related to automated decision making 
under Article 22 are essential for data protection. Hence, the right to deletion and correction in 
accordance with the GDPR should be included in a facial recognition system since the 
beginning of technical architecture design.  Another example is the training of the 269

algorithm. Data subjects should be informed of whether their data is used for such purposes, 
and their rights regarding restriction of processing  and deletion of data  should always be 270 271

ensured.   272

To conclude, it is important to enhance the connection between the two legislations, 
considering how little the AIA mentions the GDPR while AI systems rely heavily on personal 
data.  As recommended by the EDPB and EDPS, there should be a statement to confirm that 273

the GDPR is applicable for data processing within the scope of the AIA.  By doing this, the 274

data protection framework for FRT will be made more consistent. 

6. Conclusion  
Regulating facial recognition systems is difficult, as this AI-enabled technology is inherently 
“opaque”, and there exists the tension between private or public entities’ interest in enhancing 
security, and affected individuals’ interest in safeguarding their rights.  On October 6, 2021 275

the European parliament adopted a resolution which called for a moratorium on the use of 
facial recognition identification systems for law enforcement purpose unless certain criteria 
were fulfilled.   The parliament also expressed concern over the police use of private 276 277
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facial recognition databases.  It called law enforcement agencies to disclose whether they 278

are using a private database.  Mass biometric surveillance in the private sector also 279

undermines essential fundamental rights such as the right to privacy, non-discrimination and 
freedom of expression. So far, the EU has not made enough progress preventing the arbitrary 
use of FRT. The legal framework for facial recognition technology used in the private sector 
should therefore be stringent in order to protect fundamental rights.   

Although the current legislation, the GDPR, is applicable for regulating biometric data, a gap 
arises as there are many risks, uncertainties and complexity in the implementation of the 
GDPR. As demonstrated by the two cases from the Spanish and Danish DPAs, without clear 
guidance in assessing the proportionality of using FRT, different Member States interpret the 
public interest in different ways. The lack of the guidance will allow the widespread use of 
FRT in the private sector. Additionally, the GDPR only regulates the controller, while many 
risks already exist in design and development stages.  

Further, the EU commission released the proposed AI regulation, aiming to tighten the use of 
FRT. The emerging legislation has specific provisions regulating remote biometric systems, 
and lists a set of pre-market requirements for high-risk AI. However, uncertainty and 
complicity in the Proposal may undermine the intended protection. Moreover, gaps remain as 
the Proposal does not seem to take the impact of biometric systems on fundamental rights 
seriously enough. Under this Proposal, most biometric systems are not required to 
demonstrate a justification for their use if they comply with rules for high-risk systems. The  
ineffective approach in many requirements may lead to insufficient protection of fundamental 
rights. This leads to a biometric-tolerant regime, leaving unreasonable discretion to AI-based 
FRT providers. Thus, the Proposal does not offer meaningful and effective protection for 
people whose fundamental rights may be affected by biometric systems.  

Without sufficient protection provided by regulatory framework, it is hard to justify the use of 
FRT simply for convenience or efficiency when it overrides these fundamental rights and 
potentially causes dystopian reality. The providers and users of FRT ought to justify the 
legitimate purpose, necessity and proportionality of biometric systems. For this reason, there 
is a need to bring some changes to the standardization process, especially granting effective 
participation rights for stakeholders, and making the standardization system more transparent 
and comprehensive. 
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In light of above, this thesis therefore suggests that the GDPR should further reduce the 
complexity and vagueness of the regulations. There should be clear guidance regarding which 
factors that must be considered when assessing the proportionality of using FRT.  

The AIA should take a principled approach towards remote biometric systems. It should 
prohibit law enforcement agencies from using private databases and reconsider the “two-tier” 
approach that differentiates the systems used by public and private entities. In addition to the 
specific rules toward RBS, the thesis also recommends that the Proposal ensure an effective 
framework for pre-market requirements and a conformity process. Finally, the relationship 
between the AIA and the GDPR should be strengthened in order to maintain a more coherent 
and comprehensive data protection framework for AI systems, and therefore achieve legally 
trustworthy AI by contributing to the rule of law. 

These recommendations consider the importance of democratic supervision and suggest the 
meaningful involvement of legitimate stakeholders, addressing the real issues with biometric 
information. The recommendations will be helpful in closing the existing regulatory gaps, 
affording effective and sufficient protection for individuals who will be subject to this 
technology. Hopefully, in the near future, with adequate protection provided by a legal 
framework, we will not live in a dystopian nightmare, where our bodies are reduced to 
walking barcodes. Instead, FRT will only be used when it is necessary to protect our security. 
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