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Preface
This thesis is submitted in partial fulfillment of the requirements for the degree
of Philosophiae Doctor at the University of Oslo. The research presented here
was conducted primarily at the University of Oslo and used the expertise from
Refinitiv, an LSEG business, under the supervision of professor Fred Espen
Benth and associate professor Salvador Ortiz-Latorre. The application of this
work was possible thanks to the static data provided by Refinitiv.

The thesis is a collection of three papers, presented in chronological order of
writing. The papers are preceded by an introductory chapter that relates them
to each other and provides the motivation and context for this work. The first
paper is written in collaboration with professor Fred Espen Benth. In the last
two papers I am sole author.
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Chapter 1

Introduction
Energy security lies undoubtedly at the forefront of our social and economic

lives. Accelerated by power market deregulations, climate policies, electrification
or geopolitics, the discussion about security of energy supply is part of nearly
all governmental agendas. Renewable energy sources receive increasingly more
attention as they are a cheap way to produce electricity while offsetting our
CO2 emissions. In particular, since the end of the 19th century1, wind has been
recognized as a source of energy. As of the end of 2020, the International
Renewable Energy Agency (IRENA) reports a total wind power capacity
worldwide of 732 GW2, the equivalent of 732 nuclear reactors. By 2025, the
International Energy Agency (IEA) expects 65-100 GW of new wind additions
to come [34].

However, wind power poses an important challenge to the electricity
transmission system operators and to power market participants. As an
intermittent source of energy, wind may imply difficulties to balance supply and
demand and maintain grid stability. This is the reason why in many developed
markets, this source of energy may still be curtailed3. In this context, accurate
wind power forecasting becomes imperative.

The present thesis is the result of 6 years of power market research within a
leading global power analytics company and nearly 10 years of experience within
Applied Mathematics. Since its inception, the main goal of this research has been
to merge market experience with complex techniques from Statistics and Time
Series Analysis. Thus, we set ourselves the aim of refining our understanding of
wind power forecasting using high-quality market data while never losing sight of
the real industrial concerns. Therefore, throughout this thesis, we will gradually
approach the problem by way of 3 articles studying wind speeds with a daily
resolution, then down to an hourly resolution and, finally, to a refinement of
wind power supply forecasting. These studies have been performed in a real-life
setting, taking the case of Southern California as an example.

More precisely, with this research we make the following contributions:

• We propose an original spatio-temporal model for wind speeds with a daily
and hourly resolution.

• We provide a novel technique of downscaling wind speed data to new
locations of interest via kriging. We do this an an original manner, by

11891: the Danish scientist Poul La Cour is known to develop the first electricity-generating
wind turbine

2Value reported for the end of 2020, retrieved from https://www.irena.org/Statistics/View-
Data-by-Topic/Capacity-and-Generation/Statistics-Time-Series

3The act of limiting the access of the wind power to the public grid

1
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1. Introduction

first modeling the temporal behavior of wind speed, then by spatially
optimizing the time series parameters.

• Our time series approach of hourly wind speed data opens the way to
more complex models. First, we model seasonality by way of Fourier
and a set of indicator functions. Then, we work with ARMA-GARCH or
ARMA-GJR-GARCH models.

• We offer an application of multilinear cokriging to tackle the challenge of
the spatial variability of seasonality in wind speeds.

• During the computation process, we discover the need for recovering
invertibility in ARMA processes. We bring up the less discussed matter of
transforming the polynomial roots of such a process and then making the
process statistically identifiable with its original version.

• We study the anisotropic behavior of wind speeds.

• We build an original wind power prediction model that starts from the
phenomenological equation (Betz law) and extends via power curves to a
whole market area. The model is simple yet comprehensive.

• Our problem formulation makes use of market data in a unique way. We
start from data in a gridded format that we eventually aim to direct
towards wind farm locations. None of the choices of data in this study is
fortuitous. We use all data insights that an average market participant has.
We add the expertise acquired by working with a wide range of dataset
types.

• We offer a wealth of programming scripts specially developed for this study.
No built-in packages were used during the spatial study or the simulation
phase, but they were rather tailor-made for the study.

In the sequel, we shall introduce our work in the following way. In Section 1.1,
we discuss successively the importance of such a research for the industry and
academia. Section 1.2 discusses more in depth the contributions of this study in
the market and academic context. During Section 1.3, we explain the process of
this scientific quest, going through the usage of data to the breadth and depth of
coding. With Section 1.4, we provide a technical background on ordinary kriging
and its extension to multilinear cokriging. In Section 1.5, we briefly introduce the
ARMA and GARCH processes. With Section 1.6, we offer a general account on
power curves. Section 1.7 details on the spatio-temporal analysis of daily wind
speed data. With Section 1.8, we extend this to the hourly data. Section 1.9
eventually discusses the improvements that a targeted wind speed forecast brings
to the forecasting of wind power generation. Trial and errors are intrinsic to
scientific research. We continue this chapter by reviewing how we responded to
our goals, as well as to the mistakes made along the way in Section 1.10. In
Section 1.11 we draw the limits and assumptions of our study as well as ways of
bridging them. Finally, with Section 1.12, we discuss further applications of our
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research. We also look beyond those at future research directions in wind power
modeling from a market and research-relevant perspective.

1.1 Motivation for the study

1.1.1 Market Perspective

According to the IEA, renewables are expected to surpass coal supply in
the generation mix by 2025 [34]. This is likely to happen as the aging coal
power fleet will be retiring gradually and more wind and photovoltaic projects
are being commissioned. However, this assumption also relies on the fact that
the penetration of wind power into the grids will increase. The latter becomes
possible if the grid flexibility is improved but also if the transmission system
operators and market actors can work with more accurate wind predictions.

Given its highly variable nature, wind power faces the challenge of grid
integration. For this reason, more project deployment is not necessarily
synonymous to more wind power covering demand. Capacity factors are, to a
certain extent, a measure of such flexibility. They represent the generation as a
percentage of the total installed capacity. For instance, data from the U.S Energy
Information Administration show that the capacity factors for wind power at
country level have been rather stagnant around 35% during 2016-2019, below
hydroelectricity [5]. This is even lower for Germany’s onshore wind installations,
around 22% [33].

Supply anomalies can be one of the reasons for low capacity factors. When
windmills produce a high amount of power, imbalances in the grid frequency
may occur. To avoid this from happening, the excess of power is prevented from
entering the grid and the producers are paid to stop their turbines, a process called
curtailment. The California Independent System Operator (CAISO) is known
to have one of the highest curtailments of renewables among all deregulated
markets. Albeit being only 6% of the total generation curbs, the curtailment
of wind power amounts for significant power volumes. Fig 1.1 shows that this
attained 73 GWh in 2016, the equivalent generation of a nuclear reactor running
continously for 3 days.

As an alternative to curtailment, the German system operators have been
notorious for massive power exports. However, this has caused several debates
in the market, as these exports were taking all the capacity of the gridlines
and could endanger the grid stability of their neighbours. So was the case for
Poland or Norway’s NO2 price area. When high amounts of wind generation are
forecasted in Germany, the latter limits its transmission capacity to avoid any
grid issues.

In addition, there might be sudden wind curtailments due to other reasons
than grid stability. For instance, the windmills are equipped with automatic
breaking systems that stop them from spinning when wind exceeds certain values
(i.e. cut-out values). There might also be other causes for curtailment not
necessarily related to wind per se. For example, in the aftermath of the extreme
cold-spell that hit Texas in February 2021 producing blackouts, it was shown,
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Figure 1.1: CAISO: Total yearly wind power curtailment (Data sourced from
CAISO Renewables Watch)

among other disruptions, that windmills stopped producing power because of
frozen blades.

All the generation anomalies discussed earlier produce system imbalances
that ultimately incur costs. A technical report from the National Renewable
Laboratory (NREL) in the United States shows that if both the day-ahead and
4-hours ahead wind power predictions would improve by 40% in California, the
production costs would decrease by 2.34%, in a range of 2-100 million dollars
([55]).

For the market participants, avoiding imbalances is paramount. Whether
they are present on the physical or speculative side of the market, traders would
put their bids for the day-ahead by keeping constant watch on the status of
renewable power. Together with the unplanned power plant outages, these are
two of the most important factors to watch during a trading session.

All these aspects considered, the improvements in wind power forecasting are
deemed very important to the power markets. This is broadly recognized by the
transmission system operators, including those in North America, which started
adopting central wind power forecasting since 2004. The pioneer was CAISO and
the program is called Participating Intermittent Research Programme (PIRP).
Thereby, intermittent generators pay a certain amount of money per produced
MWh and are required to install telemetry equipment. With the collected data,
CAISO hires an external vendor that would forecast its intermittent generation.
As of 2009, the aggregated day-ahead root-mean squared error of this forecast
was below 15% ([44]). In addition to the centralized forecasts, there also exist
private vendors that compete in providing accurate and updated wind power
forecasts throughout the trading session.

1.1.2 Academic Perspective

Already by the end of the 70’s, the Pacific Northwest National Laboratory
highlighted the importance of wind levels forecasting for a correct system
scheduling strategy [12]. Ever since, the academic studies on this topic started
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to provide more and more refined models. The vast literature on the topic of
wind power modeling touches on different aspects.

Studying many geographical areas to assess their wind generating potential
is one direction of research. Without attempting to be comprehensive, we can
cite such studies for Ireland ([28]), Tangiers ([43]), Navarre ([53]) or Sicily ([10]).

Perhaps the widest study direction is given by the quest for more power
prediction accuracy. Thereby, many different types of models have been tested.
Several reviewing studies agree on 4 general classes of models : physical,
statistical, spatial correlation and AI models ([11, 12, 36]). The physical methods
are based on atmospheric considerations and use numerical weather predictions
such as WRF4 ([7]), HIRLAM5 ([38]), ERA Interim6 ([3]) or ERA57 ([46]). The
statistical methods comprise, for instance, AR/ARMA models ([47, 53]), Kalman
filters ([8]) or methods of statistical moment matching ([52]). In addition to
these, the ARMA-GARCH model with different variations has been employed in
the current project ([45, 46]).

Kriging is the technique underlying our studies of wind speeds ([47], [46]).
This is categorized as a spatial statistical method. Another method within the
same area is the constant delay method ([15]).

The class of AI models is very comprehensive and includes, among others,
artificial neural networks ([15]), empirical mode decomposition ([2, 25]) or neuro-
fuzzy networks ([56]). These models usually employ a wide range of explanatory
variables, including but not limited to meteorological inputs.

A third problem approached by several research studies is that of complex
terrains. Costa et al. (2008) [12] calls for more studies in this area that would
enhance accuracy and computational feasibility. Throughout the present research,
we have included a detailed case study from Southern California which includes
several areas with complex terrains such as Mojave Desert (around 35°lat; -
118°lon) and San Jacinto Mountains (around 33.5°lat;-116.5°lon). Fig 1.2 depicts
an example of kriging predictor results for monthly averaged wind speeds. The
presence of complex terrains becomes apparent for the two mentioned areas.
Thus, the models we developed hereby represent also our attempt to approach
the challenge of complex terrains.

1.2 Contributions of the study

1.2.1 Market Context

In the context of the power market concerns discussed above, our study answers
four main needs.

Firstly, we propose a time series model able to predict wind speeds 1 to
several hours ahead. This is relevant to the transmission system operators and

4Weather Research and Forecasting
5High Resolution Local Area modeling
6Reanalysis dataset from the European Center for Medium-Range Weather Forecast

(ECMWF)
7The most recent reanalysis dataset from ECMWF
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(a) (b)

Figure 1.2: CAISO: Kriging predictor results for wind speeds February 2019 (a)
and March 2019 (b)

market participants for the aforementioned reasons. Our model is better than
the persistence model8 in root mean square error (RMSE) terms by nearly 7%
in the immediacy of Mojave Desert and San Jacinto Mountains. For an intraday
trader, assessing wind changes hour-on-hour is paramount for determining the
direction of the traded contract.

Secondly, the model forecasts wind speeds in unvisited locations where the
real wind farms are located. This tackles the data dissemination problem. As
wind farm producers do not publicly disclose their production data with an
hourly resolution, training any model based on farm-specific data is unfeasible.
Therefore, our spatio-temporal model solves this problem by making statistical
assumptions and thus reaching the wind farm locations (see map in Fig 1.3).

Benchmarked against ERA5 reanalysis data, our 1-hour ahead model gives
very good results. Fig 1.4 displays the ERA5 observations within the 95-5
percentile prediction interval of the 1-hour ahead forecast for Palm Springs
(located in the valley of San Jacinto Mountains). In Chapter 3 we will perform
more in-depth benchmarks of the model.

This is important because locational wind speed forecasts improve the overall
grid-wide generation forecast by up to 3.6%. In Chapter 4, we explore these
improvements extensively.

Thirdly, by producing grid-wide forecasts we answer the need of market
participants. Indeed, knowing how much wind power will be produced in the
whole market area gives insights into the direction of the system price.

The fourth aspect is connected to the use of market data. From this
perspective, our model represents also a showcasing of how market actors can
make the most out of their data. We employ high-quality data based on which
we train and validate our models. Starting from past EC operational hourly

8Trivial model whereby the wind speed for the next hour is the same as the wind speed of
the current hour
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Figure 1.3: Map of gridded (known) and farm (unknown) points

Figure 1.4: Prediction intervals for 1-hour ahead out-of-sample forecast in Palm
Springs

forecasts9 in grid format, we train a spatio-temporal model that we eventually
validate through actual measurements coming from the meteorological aviation
reports (METAR). We also test our model against ERA5 reanalysis data, which
is the output of the numerical weather prediction model implemented by the
European Center for Medium-Range Weather Forecast.

1.2.2 Academic Context

The academic interest of the project stems from the mathematical tools employed,
the original models deployed and the critical points raised in this process.

9Weather forecast published by the European Center for Medium-Range Weather Forecast
(ECMWF)
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Our choice of wind speed model is a hybrid between the physical, statistical,
and spatial correlation models discussed earlier. We propose complex time series
models in each grid point from Fig 1.3. These are comprised of seasonality and
ARMA terms for the mean, on the one hand, and seasonality together with
GARCH or GJR-GARCH for the variance, on the other hand. Next, we derive a
model for new locations by applying kriging on the time series parameters. With
this, we reconstruct time series models in unvisited sites. To the best of our
knowledge, such an application of spatio-temporal modeling is an innovation.

The kriging procedure entails two different processes. On the one hand, when
we have one parameter for each grid point, we solve the ordinary kriging optimal
parameters for new locations. This is possible under the assumption of intrinsic
stationarity, meaning (1) constant mean region-wise and (2) variogram between
two points depending solely on the distance between them ([13]). On the other
hand, when each grid point is characterised by a seasonality profile, we perform
multilinear cokriging. This assumes that the seasonality factor in a new site at a
certain instance in time depends on the seasonality factors in all the remaining
locations at all times. Such an application of multilinear cokriging is explained
in detail in Chapter II.

Prior to obtaining kriging predictors, we evaluate the effect of anisotropy on
wind speeds. More precisely, we study spatial variations in certain directions
with a 15°tolerance angle. We do not find a clear sign for anisotropy, therefore
we assume that the variation is independent of direction.

Furthermore, we propose an original grid-wide power prediction model by
extending the phenomenological equation of wind power (Betz law) to a systemic
one and optimizing the solution. Results show that the model is performing
well. The out-of-sample fit in Fig 1.5 shows that, indeed, our model is able to
capture well the sine-wave shape of wind generation. More error measurements
are presented in Chapter III.

Figure 1.5: Out-of-sample fit of wind power generation

Another important point raised during the study is that of invertibility of
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ARMA processes. The property of invertibility ensures that the process has an
AR(∞) representation. Nonetheless, invertibility of the newly created time series
may be lost during the kriging process. We recover this by creating another
statistically identifiable model as explained by Hamilton, 1994 [27].

1.3 Data and computation

Throughout the research, we employ the following three different types of data.
For training the time series model, we count on hourly past operational

forecast data from ECMWF in grid format. These forecasts have 6-hourly
updates and span over a grid of 0.5°×0.5°resolution. From each forecast, only
the shortest horizon until the next update is used. For example, from the 00
(UTC) forecast, we use the values predicted for 00.00-05.00, from the 06 (UTC)
forecast we use the 06.00-11.00 values and so on. We end up with a time series
of wind speeds in each grid location that we regard as ’actual observation’. Each
data point represents the hourly-averaged wind speed at 100 m above ground
level (AGL). We will henceforth denominate this the EC dataset.

For model validation, we employ actual observations from aviation reports
(METAR) spanning between the grid points. Usually, the measurement locations
are airports and the measured variable is wind speed at 10 m AGL. For model
benchmarking, we upscale these observations to 100 m AGL by making use
of a simplified log wind profile law ((I.1) in Chapter I). METAR report 2
minute-mean wind speed data and there is not necessarily a new update every
2 minutes. For a correct hourly study, we average any such observations to an
hourly resolution. By doing so, we obtain the best possible average of almost
instantaneous wind speed data. However, this poses a challenge in the sense
that there are several hours in these dataset with zero-valued entries. As this
behavior is not reproducible by the EC nor by the ERA5 Reanalysis datasets,
we replace these values by the bootstraping result of 1000 full-path simulations
from our spatio-temporal model.

In order to test the efficiency of our model with respect to other models, we
employ ERA5 reanalysis data from ECMWF. This dataset is the result of a
forecasting model based on physical atmospheric conditions, similar to a WRF
model run ([30]). What is more, the ERA5 dataset comes in grid format with a
denser resolution (0.25°×0.25°). This allows us to test the downscaling given by
our spatio-temporal model as we are able make predictions in unknown locations.

The timespan of our data is very good. We use hourly in-sample data from
1 February 2015 until 1 July 2019, a total of 38664 entries. We extend this by
another 5880 entries between 1 July 2019 and 1 March 2020 as out-of-sample
observations. For the initial study, all these values are averaged up to daily
resolution. The hourly studies use the raw data. All the three datasets have
been kindly provided to us by Refinitiv, an LSEG business.

The wind power generation model was built by use of production data
collected by Refinitiv from CAISO Renewable Watch. Further fieldwork was
required in order to gather information about the main clusters of wind farms in
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the Southern California region. For this, we employed the United States Wind
Turbine Database [31]. Thereby, we found the evolution of installed capacities
per each wind farm, as well as information on turbine types. Then, the Wind
Turbine Database [40] would provide the inputs for building realistic power
curves (cut-in, cut-out, rated wind speeds and nacelle length from Table A.1 in
Chapter 4). All these insights were used in the training of the wind generation
model (Eq 1.20).

From the computational standpoint, the model and procedures were built
specifically for the study in MATLAB 2018b and RStudio. The spatial variability
and the kriging optimization procedures were designed during the study in
MATLAB. Some of the most relevant pieces of code are detailed in Appendix A.

The empirical spatial variogram was computed by binning the data every
11 km. The adequate variogram model was found by optimizing in mean-squared
error terms the fit from various recommended functions. We tested with several
theoretical models such as spherical, pentaspherical, exponential, cubic, sine-hole,
gaussian or a combination of these.

Ordinary kriging was performed for 168323 points on a much denser grid
of 0.01°×0.01°. The total computational time for one parameter in all the grid
points was of approximately 30 minutes. The process was carried out for 18
parameters in the first study (Chapter 2), 43 parameters for the second one
(Chapter 3) and 45 parameters during the third research stage (Chapter 4).

The studies on hourly data entailed the use of multilinear cokriging for the
seasonality profiles. For each month of the year, we derive an hourly intra-day
wind speed seasonality profile. We apply this rationale for the mean and variance
seasonalities alike. Thus, we have to cokrige twice the 12 monthly profiles, hour-
by-hour. The computational time was of approximately 4 seconds per each hourly
value in a year period on each grid point. All in all, the multilinear cokriging
time for each seasonality vector (eg: p, q) would have been of 4×24×168323= 187
days. As this was far beyond our resources, we reduced the problem to a coarser
grid of 0.1°×0.1°. The total computation for one seasonality parameter was thus
achieved in 23 hours on the University of Oslo’s high performance computer
Bioint01 (AMD EPYC 7501 CPUs, 128 cores and 128 GB RAM). Then, we
linearly interpolate the results to end up to the desired spatial resolution of
0.01°×0.01°. These steps are explained in the code presented in Appendix A.2.

1.4 Kriging: theoretical account

Assume Y is a stochastic process defined over the spatial domain D =
{s1, s2, . . . sL} of all the grid points. In our study, L = 85, as seen from Fig 1.3.
However, we will hereby introduce the kriging methods on a general term.

We aim at finding Y (s0) at an unvisited location inside domain D given all
the statistical information provided by Y (s1), . . . Y (sL) known from observations.

We will henceforth assume the sufficient condition for kriging enunciated by
Cressie, 1988 [13]. We assume Y to be an intrinsically stationary process.

Definition 1.4.1. Y is said to be intrinsically stationary if
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1.4.1.1. E[Y (s)] = µ,∀s ∈ D

1.4.1.2. V ar(Y (sm) − Y (sn)) = 2γ(sm − sn),∀sm, sn ∈ D

where γ represents the variogram.

The concept of variogram was first introduced by Matheron in 1963 [39].

Definition 1.4.2. The theoretical semivariogram of Y is the function γ : D → R
defined as

γ(sn − sm) = 1
2V ar(Y (sn) − Y (sm)),∀sn, sm ∈ D

Property 1.4.3. The following hold for the theoretical semivariogram:

1. γ(−h) = γ(h)

2. γ(0) = 0

3. If limh→0 γ(h) = C0 > 0, then C0 is called the nugget effect

4. γ must be conditionally negative semidefinite:

L∑
i=1

L∑
j=1

wiwjγ(si − sj) ≤ 0, ∀{wk}k=1...L satisfying
L∑

j=1
wj = 0

5. Let C(h) = Cov(Y (s), Y (s+ h)) be the covariance function, then it holds

γ(h) = C(0) − C(h)

This relation makes the transition between the semivariogram and the
covariance function. Note that C(0) is called the sill of the semivariogram

Remark 1.4.4. The empirical semivariogram can be estimated from the data
with the following formula:

γ̂(h) = 1
|N(h)|

∑
N(h)

[
Y (si) − Y (sj)

]2
(1.1)

where N(h) = {(si, sj)| ||si − sj || = h}

1.4.1 Ordinary Kriging

In order to find the optimal ordinary kriging predictor, we assume the mean µ
of the process Y unknown. However, we relax further the first condition from
Definition 1.4.1 by assuming different unknown constant means in each subregion
of domain D.
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Ordinary kriging gives the best linear unbiased predictor for Y (s0):

Ŷ (s0) =
L∑

i=1
λiY (si) (1.2)

where λ =
(
λ1, λ2, . . . λL

)
′ is the solution to the following optimization problem

min
λ

E

[
(Y (s0) − Ŷ (s0))2

]
such that (1.3)

L∑
i=1

λi = 1

In Appendix I.B, we show that

E

[
(Y (s0) − Ŷ (s0))2

]
= −

L∑
i=1

L∑
j=1

λiλjγ(si − sj) + 2
L∑

i=1
γ(si − s0) (1.4)

Then, we solve (1.3) by the method of Lagrange multipliers. Choosing
L := −2m, we minimize

f(λ) = −
L∑

i=1

L∑
j=1

λiλjγ(si − sj) + 2
L∑

i=1
γ(si − s0) + 2m

( L∑
i=1

λi − 1
)

(1.5)

which is reduced to a system of linear equations:

L∑
j=1

λjγ(sj − si) +m = γ(si − s0), i = 1, 2, . . . L (1.6)

L∑
j=1

λj = 1

Remark 1.4.5. The predictor Ŷ (s0) is unbiased because

E

[
Y (s0) − Ŷ (s0)

]
= E

[
Y (s0) − µ− (Ŷ (s0) − µ)

]
= −

L∑
i=1

λiE[Y (si)] − µ = 0

Remark 1.4.6. The mean-squared error of the optimal solution is:

σ2(s0) = V ar(Y (s0) − Ŷ (s0)) = E

[
(Y (s0) − Ŷ (s0))2

]
=

=
L∑

i=1
λiγ(si − s0) +m− γ(0)

where γ(0) is the nugget effect.
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1.4.2 Multilinear Cokriging

Assume now that, instead of being one-dimensional, Y is an RN process.
The best unbiased multilinear cokriging predictor for Yn(s0), n = 1 . . . N is

of the form:

Ŷn(s0) =
L∑

i=1

N∑
j=1

λn
ijYj(si), n = 1, 2 . . . N (1.7)

The multilinear cokriging predictor Ŷ is determined by the solution of the
following optimization problem:

min
λn

E

[
(Yn(s0) − Ŷn(s0))2

]
such that (1.8)

L∑
i=1

λn
in = 1

L∑
i=1

λn
ij = 0, ∀j ̸= n, j = 1, . . . 12

In Appendix II.B (taking P = Y ) we show that the objective function may
be written as

E

[
(Yn(s0) − Ŷn(s0))2

]
= −

L∑
i=1

N∑
j=1

L∑
i′=1

N∑
j′=1

λn
ijλ

n
i′j′γjj′(si − si′)+

+ 2
L∑

i=1

N∑
j=1

λm
ijγjn(si − s0) (1.9)

where γij represents the cross-semivariogram.

Definition 1.4.7. The theoretical cross-semivariogram of a process Y is the
function γ : D → R such that:

γij(sl, sq) = 1
2V ar(Yi(sl) − Yj(sq)),∀sl, sq ∈ D

Introducing a Lagrange multiplier −2L into the unbiasedness conditions in
(1.8), we obtain the following system of linear equations:

13



1. Introduction

L∑
i=1,i̸=l

N∑
j=1,j ̸=q

λn
ijγqj(sl − si) + 2λn

lqγqq(0) + 2L = 2γqn(sl − s0),

l = 1, . . . L, q = 1, . . . N (1.10)
L∑

i=1

N∑
j=1

λn
ij = 1

Therefore, by solving (1.10) we obtain the multilinear cokriging predictors
for the multidimensional seasonality process of wind speeds.

1.5 Time series models

Let Yt be a stationary process with mean 0 defined on a time domain T . The
Autoregressive Moving Average (ARMA) class of models have been designed
to capture the conditional mean of Y while the Generalized Autoregressive
Conditional Heteroskedasticity (GARCH) family models the conditional variance
of it.

1.5.1 ARMA process

Definition 1.5.1. The stationary time series {Yt} is ARMA(p,q) if it can be
written as

Yt = α1Yt−1 + . . . αpYt−p + εt + β1εt−1 + · · · + βqεt−q

with αp ̸= 0, βq ̸= 0 and ε a white noise process with V ar(ε) > 0.

The first p terms represent the autoregressive (AR) part and the last q terms
are the moving average (MA) part.
Remark 1.5.2. An ARMA process can be written in a concise polynomial form:

ϕ(B)Yt = θ(B)εt

where B is the lag operator (i.e. BpYt = Yt−p).

Property 1.5.3. Yt is said to be causal if its characteristic polynomial of the AR
part ϕ has all its roots outside the unit circle. In practice, we require the roots
z1 . . . zp of

ϕ(z) = 1 − α1z − . . . αpz
p

to fulfill |zi| > 1,∀i = 1 . . . p.
If the latter holds, Yt can be written as an MA(∞) process:

Yt =
∞∑

j=0
ψjεt−j

with
∑∞

j=0 |ψj | < ∞ and ψ0 = 1.
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Property 1.5.4. Yt is said to be invertible if the characteristic polynomial of the
MA part θ has all its roots outside the unit circle. In practice, we require the
roots z1 . . . zq of

θ(z) = 1 + β1z + · · · + . . . βqz
q

to fulfill |zi| > 1, i = 1 . . . q.
If the latter holds, Yt can be written as an AR(∞) process:

εt =
∞∑

j=0
πjYt−j

with
∑∞

j=0 |πj | < ∞ and π0 = 1.

Remark 1.5.5. If Yt is causal and invertible and θ and ϕ do not have any common
factors, it can be written as

Yt =
∞∑

j=0
ψjεt−j

where

ψ(z) =
∞∑

i=1
ψiz

i = θ(z)
ϕ(z)

1.5.2 GARCH processes

Definition 1.5.6. Yt has GARCH(p,q) conditional variance with respect to the
filtration Ft (information up to time t) if it can be written as:

V ar(Yt|Ft) = σ2
t ε

2
t = σ2

t = δ0 + δ1σ
2
t−1 + . . . δpσ

2
t−p + γ1ε

2
t−1 + . . . γqε

2
t−q

where ε is a standardly distributed white noise (Gaussian, t-Student etc.).

The GARCH family of models has several variations. We enunciate here
those utilized during the research project.

Definition 1.5.7. A zero-mean process Yt has a GARCH(p,q)-m (GARCH in
mean) volatility if it can be written as:

Yt = cσ2
t + σtεt (1.11)

σ2
t = δ0 + δ1σ

2
t−1 + . . . δpσ

2
t−p + γ1ε

2
t−1 + . . . γqε

2
t−q (1.12)

with ε is a standardly distributed white noise.

As [50] point out, one of the main downsides of GARCH models is that they
assign the same weight to positive and negative returns. To address this, the
following process has been defined by Glosten, Jagannathan and Runkle.

Definition 1.5.8. Yt has a GJR-GARCH(1,1) conditional variation if it can be
expressed as:

V ar(Yt|Ft) = σ2
t ε

2
t = σ2

t = δ0 + δ1σ
2
t−1 + (γ1 + γ21t−1)ε2

t−1

with 1t−1 = 0 for εt−1 ≥ 0 and 1t−1 = 1 if εt−1 < 0.
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1.6 Power curve modeling

A power curve from turbine manufacturers represents the specific energy profile
in standard conditions [1]. As seen from Fig 1.6, power curves are described by:

• Cut-in wind speed (vci): the minimum wind speed at which the turbine
stats producing power

• Rated wind speed (vr): the wind speed at which a turbine can perform at
its maximum capacity

• Cut-out wind speed(vco): the wind speed at which a turbine shuts down
to prevent turbine damage

• Rated capacity: the maximum power output attained by a turbine

Figure 1.6: Standardized Power Curve

In general, the power potential of the wind crossing the blades of a turbine
is described physically from the principle of conservation of mass and the Betz
law [1].

P = 1
2CpρAv

3 (1.13)

where v is the wind speed, ρ air density, A the surface swept by the turbine
rotors and Cp is a power coefficient that expresses the kinetic energy conversion
into mechanical energy. Betz’s law claims that Cp cannot exceed 59%.

For wind power generation modeling, we operate with approximations of
power curves that describe the curve development between the cut-in and rated
wind speeds. Carrillo et al. (2013) [6] review four of the main classes of
approximations.
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1. Polynomial power curve of second degree

P (v) = C1 + C2v + C3v
2 (1.14)

C1 = 1
(vci − vr)2

[
vci(vci + vr) − 4vcivr

(
vci + vr

2vr

)3]
C2 = 1

(vci − vr)2

[
4(vci + vr) −

(
vci + vr

2vr

)3
− 3vci − vr

]
C3 = 1

(vci − vr)2

[
2 − 4

(
vci + vr

2vr

)3]
2. Exponential power curve

P (v) = 1
2ρAKp(vβ − vβ

ci) (1.15)

where Kp, β are constants.

3. Cubic power curve, the most similar to the Betz law

P (v) = 1
2ρACpv

3 (1.16)

with Cp a power coefficient, assumed to be constant

4. Approximate cubic curve, which assumes Cp,max the Betz limit

P (v) = 1
2ρACp,maxv

3 (1.17)

The study performed by Carrillo et al. (2013) [6] shows that the exponential
and cubic power curves give the lowest errors of energy estimation.

1.7 Daily spatio-temporal wind speed forecasting

The first paper ([47]) initiates the study of wind speeds from a spatio-temporal
perspective. The final goal of this is to forecast day-ahead wind speeds in wind
farm locations, outside the grid points represented by the ECMWF operation
data. This is achieved in four steps.

First, we apply a logarithmic transform on all the 85 time series corresponding
to each grid point. By doing so, we symmetrize the data.

Second, we model W (sk, t), k = 1 . . . 85 the wind wind speed in grid point sk

at time t as follows:

W (sk, t) = S(sk, t) +A(sk, t) + ε(sk, t),∀sk ∈ D (1.18)
where

• S is the stationary mean of W , comprised of Fourier series truncated to 6
terms without linear trend
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• A is an AR(2) process

• ε is a seasonal volatility function described by 1 daily seasonality series
and having standard normal residuals.

The histogram of the final residuals and their Q-Q plots suggest that the
assumption of normality is reasonable. Altogether, the estimated parameters of
each temporal series is

Θk = {ak
0 , a

k
1 , . . . a

k
12, α

k
1 , α

k
2 , b

k
0 , b

k
1 , b

k
2},∀k ∈ {1, 2, . . . 85}

Third, we proceed to the spatial variability study of these parameters. We
fit a combination of spherical and sine-hole or gaussian and sine-hole functions
to the experimental semivariograms. Then we optimize the ordinary kriging
problem (1.3) for each parameter. Results show that seasonality effects are
stronger along the coastline. Also, there are high autocorrelation variations in
the Mojave Desert area, one of the most complex landscapes from our study.
Here, the bias in the seasonal variance term is equally high.

In the fourth step, we make day-ahead spatio-temporal predictions in
airport locations with the aim of benchmarking results against the METAR
measurements. Results indicate that the model performs very well. The errors
are nearly symetrically distributed with respect to their zero mean while very
few observations are scattered outside the 95% prediction interval (PI), in the
in-sample dataset. In the out-of-sample domain, between 1.22% and 4.9% of
observations lie outside the 95% prediction interval (PI).

We conclude that the daily spatio-temporal model is successfully capturing
the particularities of the Southern California landscape.

1.8 Hourly spatio-temporal wind speed forecasting

With the second paper ([46]), we address the more challenging problem of spatio-
temporal forecasting for hourly data. The models therein are far more complex
and need longer computational time. The outcome of this is a 1-hour ahead and
full-path prediction method for wind speeds in any unvisited location inside the
grid.

Initially, we apply a power transformation to the data that renders it nearly
normally-distributed. The choice of the transform is based on the theory of
Dubey (1967) [17] which proposes a scaling of the shape parameter to obtain
a Weibull distribution with shape 3.6. The latter is proven to be close to a
Gaussian distribution.

Furthermore, we work with a similar decomposition as in Eq 1.18. However,
the underlying terms have far more intricate processes. The seasonality term
is twofold: (1) Fourier series truncated to 6 terms on the hourly frequency
and (2) sum of indicator functions that contain the hourly averages for each
month of the year. Next, we work with an ARMA(2,24) model, which seems
to be the most appropriate, given the autocorrelation effects and the Akaike
Information Criterion (AIC). The variance of the residuals exhibit some remaining
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time dependencies. Similar to the conditional mean, we model the seasonality
in the conditional variance by a sum of indicator functions that contain the
hourly averages for each month of the year. We approach the remaining
heteroskedasticity in the residuals by a GARCH(1,1) process. Therefore, the set
of parameters for the time series models is:

Θk = {mk, a
k
0 , a

k
1 , . . . a

k
12, pk, α

k
1 , α

k
2 , β

k
1 , β

k
2 , . . . β

k
24, qk, δ

k
0 , δ

k
1 , δ

k
2 }

where pk, qk ∈ R288.
Moreover, for the spatial model, we perform ordinary kriging for all the

variable sin Θk except for the multilinear variables. For these, we apply the
principles of multilinear cokriging explained in the previous section. By applying
such a method, we recognize the fact that the seasonality of wind speeds on a
certain hour and month of the year may depend on the values of the other months
at the same time of the day. The prediction results for seasonality highlight
different micro-climatic regions inside Southern California. In the Mojave Desert,
we obtain rather pronounced seasonality terms during the summer months
May-August.

Finally, we benchmark our model out-of-sample in the space-time domain.
We compare the results with respect to METAR measurements. When we
construct the time series in unvisited locations, we encounter the challenge of
lack of invertibility in the newly created ARMA(2,24) process. We recover this
by inverting the roots of the characteristic polynomial of the MA part and by
rescaling the variance to obtain a statistically equivalent model. When comparing
to the actual measurements, we see that the predictive capacity of our model
1-hour ahead is very good. It is only in two locations inside Mojave Desert that
the rate of observations outside 95% PI exceeds 5%. In addition, we create
full-path simulations for the METAR locations and compare. Again, results are
promising outside the aforementioned area.

We assess further the performance of the model by comparing it to the
performance of the ERA5 reanalysis model. We derive predictions in locations
on a 0.25°×0.25°grid and we compare with the ERA5 time series. Once again,
the results show an excellent fit between our predictions and the reanalysis data.

Having achieved a trustworthy hourly model, we can run this in order to
build a complete wind power generation forecast.

1.9 A Critical study on the improvements in wind power
forecasting

Within the third stage of our study ([45]), we aim at quantifying the improvements
in wind power prediction given by locational wind speeds. We propose a power
generation model that we train successively with wind speed data directly from
the grid points and with values from the wind farm locations (according to
Fig 1.3). The first model train is called the Base Case and the second Onsite
Case. For the latter we take a twofold approach to downscale wind speed data
at windmill locations.
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1. Introduction

On the one hand, we work directly with the hourly wind speeds in grid points.
We estimate spatial variograms on the in-sample data that we apply directly to
the out-of-sample values. We assume one theoretical semivariogram model per
each hour and month of the year. In addition, we give a critical account on why
we choose to rule out anisotropy from the study. With this approach, we get
rather straightforwardly full-path wind speed data at wind farm locations. The
generation estimates produced by this approach will gain the name Actual Base
Case and Actual Onsite Case.

On the other hand, we model first the time behavior of wind speed in each
of the grid locations. Then, we use ordinary kriging and multilinear cokriging
on the parameters thus derived. Thereafter, we obtain models for each points
of interest, as described in the previous two studies. In this case, we refine the
model to an ARMA(2,24)-AR(1)-GJR-GARCH(1,1) with the skewed t-Student
distribution and derive 24-hours ahead predictions.

The next step is to take a bottom-up approach and to build a wind power
prediction model. We will seek to upscale windmill data obtained from the U.S
Wind Turbine Database [31] to a grid-wide power generation estimate. We depart
from the phenomenological equation of wind power production at windmill level
(Eq 1.13) and extend that to the whole market via an optimization of weighted
power curves. More precisely, for each cluster of wind farms, we design a cubic
power curve (Eq 1.16). We find the optimal weighted average of the power curves
in mean square error sense.

min
wst

E

[(
Prodt −

8∑
st=1

WPPt(t, st, wst)
)2]

(1.19)

where Prodt is the actual wind power generated at time t and WPP (t, st, wst)
is a wind power production function à la Betz law assigned to each cluster of
wind farms (see Appendix III.A).

Thus, we define the wind supply model by:

WPP (t, st, wst) =


wst · 1

2 ·Ast · 1.225 ·Wt(st)3, vci(st) ≤ Wt(st) < vr(st)
0.593 · Capt(st), vr(st) ≤ Wt(st) < vco(st)
0, otherwise

(1.20)
The wind model thus obtain performs well on both Base and Onsite cases.

Fig 1.5 gives a snapshot of the fit and the way it captures the sine-wave shape.
We note that this shape is due to the clustering of a high installed capacity in
certain areas of Southern California (i.e. mainly the Mojave Desert and San
Jacinto Valley). Results show that only 2.5% of the values were outside the 95%
prediction interval (assuming normality) for the Actual Base Case in-sample
and 2.2% for the Actual Onsite case. All in all, we find that locational wind
speed data improves the root mean-squared error (RMSE) in-sample by 3.6%.
However, the same does not hold for the out-of-sample domain. The paper offers
a critical view on this.
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We continue benchmarking the model by considering the spatio-temporal
wind speed forecasts. We also find improvements from locational wind data
in-sample but not out-of-sample.

We take an additional step and we train the model directly with 24-hours
ahead spatio-temporal forecasts. The RMSE improves slightly by 1.7% for the
Base Case and by 3.6% for the Onsite Case.

This study puts in perspective the analysis done on wind speeds in the
previous papers. It scrutinizes several aspects of wind power modeling such
as: the presence of anisotropy in wind data, the importance of locational
measurements, wind generation model built from descriptive power curves and
model calibration on forecasts.

1.10 The Scientific quest

The current work is the crystallised result of many ideas, trials, errors and
successes. We will dedicate this part to a reflection on the ideas that did not
work as expected and to the questions that these leave open.

A first point is related to the importance of the theoretical variogram in
kriging. The choice for the best variogram model is paramount for a good
predictor. This rather intuitive remark has been made also by [41]. In our case,
we tested this claim in the third paper. When performing kriging on wind speeds
in [45], we chose to fit a generic spherical semivariogram on each hour and month
of the year. We found this assumption to be reasonable in most of the cases. In
the paper, we exemplify this by March and September charts. We also showed
that such a kriging predictor "honors the data" ([13]) rather than smoothes it.
However, a more detailed choice of semivariograms may potentially help remove
further bias from the final out-of-sample results in the wind power generation
study.

A second topic we addressed was seasonality removal from the hourly wind
speed time series. As explained earlier, we chose a set of Fourier terms for the
yearly seasonality and a sum of indicator functions for each hour and month of
the year. The decision for such a model was inspired by [18] after many trials
with hourly and daily Fourier terms. The latter method would still not help
remove autocorrelation in time series. As seen from Fig 1.7(a), there seems to
be a persistent autocorrelation effect at 24 hours lag which disappears with the
preferred approach (Fig 1.7(b)).

Consequently, the model choice for seasonality is composed by a yearly trend
and a set of seasonality curves specific for each hour of the day.

The third important challenge was related to the spatial study of the
seasonality curves. In each grid point, the fitted model would produce
pk, qk ∈ R288 corresponding to a series of the type:

pk = (pk
Jan,0, p

k
Jan,1, . . . p

k
Jan,23, . . . p

k
Dec,0, p

k
Dec,1, . . . p

k
Dec,23) (1.21)
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(a) (b)

Figure 1.7: Autocorrelation and partial autocorrelation functions after removing
seasonality: daily and yearly Fourier seasonality (a); yearly and indicator
functions (b)

where pM,h is the averaged wind speed value on month M at hour h. In their
innovative study on curve kriging, [24] propose two methods. The first one is
called "Cokrige first, fit later", where each entry in the vector would be regarded
as an individual value. They will be cokriged individually and we would assume
that the vector obtained would honor the global form of the curves pk, qk. The
second method proposed by the authors was doing the opposite, "Fit first, cokrige
later" and it required a parametrization of the curves. Thus, the latter method
required a certain fit of the hourly and monthly profiles. Even though there
were many options for such parametrization (for example, [23] proposed cubic
B-splines), we opted for the first approach. The reason for this was particularly
to avoid a similar situation as with the Fourier curve fit explained earlier (we
refer to Fig 1.7). Therefore, we employed cokriging for each entry of pk, qk and
we recomposed the series at new locations. Negative results for the variance
term (qk) were not acceptable albeit inherent in this context. We overcame
this challenge by imposing a correction factor on all negative weights λi,j . We
imposed an algorithm that resets all the negative λij from Eq (1.7) to 0 and
compensates the remaining positive weights to preserve unbiasedness ([16]).

The remaining heteroskedasticity in the residuals was the fourth challenge.
The pure GARCH(1,1) model in [46] seemed to model successfully the conditional
variance, but the non-squared residuals exhibit certain autocorrelation at lag 1.
This is the reason why in [45] we opt for an additional AR(1) model.

The fifth remark comes from the field of wind generation predictions. Thereby,
the model of choice (Eq 1.20) departs from the physical law of wind generation
(Eq 1.13) which depends on air density, among other parameters. The choice
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for an air density approximation is common in the literature and most studies
assume the standard conditions of 1.225 kg/m3 ([42]). Our study is in the same
line. However, we are aware that better model results could be obtained if a
more complex air density function would be considered. [54] showed that the
summer-winter air density variations could give a wind output difference of 2-3%.
Prior to the choice of standard air density value, we experimented with a more
detailed function.

From the meteorological standpoint, the estimation of air density entails
estimating the pressure and virtual temperature (i.e. the temperature at which
moist air would have the same density as dry air) [19]. As we did not have
any further historical pressure data at our disposal, we attempted to model air
density in a seasonal manner.

WPP (t, s, ws) =


ws · 1

2 ·As · 1.225 · ft(s) ·Wt(s)3, vci(s) ≤ Wt(s) < vr(s)
0.593 · Capt(s), vr(s) ≤ Wt(s) < vco(s)
0, otherwise

(1.22)
where

ft(s) =
4∑

i=1

[
ai

cos(s) cos
(

2πit
365.25

)
+ ai

sin(s) sin
(

2πit
365.25

)]
and the decision variable for the optimization problem would become

w̃s =
(
wsa

1
cos(s), wsa

1
sin(s) . . . wsa

4
sin(s)

)
However, we found that a yearly seasonal air density ρt(s) = 1.225 · ft(s) as

described earlier and bounded between 0.882 and 1.0780 kg/m3 would hinder
the mean-square error optimization process to the extent that the MATLAB
algorithm fmincon would not converge (see Appendix A.3). Therefore, we chose
to eliminate seasonality and work with the standard air density value of 1.225
kg/m3. We believe that further improvements in wind power forecasting could
be envisaged if air density is modelled either meteorologically, by considering
temperature, air pressure and standard humidity or by a similar model to the
one tried during this project.

Taking into consideration the achievements and challenges faced during the
research process, we hope to have brought a new perspective on the fundamentals
of wind power forecasting as well as on the way we look at market data.

1.11 Model boundaries and beyond

Designing and developing the current research entailed several assumptions
and limitations that we shall further discuss. Together with these, we will
propose some alternative ways. We shall evoke the model boundaries under
three perspectives.
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The first point of view stems from the general industrial perspective. Thereby,
our model employs ECMWF wind power operational forecasts with a 0.5°×
0.5°spatial resolution to achieve through the spatio-temporal approach a 0.01°×
0.01°resolution. We thus showed that it is possible to transition from grid points
located nearly 55 km to 1.11 km apart. Nevertheless, weather forecasts at denser
grids can be available to the market. For instance, the German weather forecast
provider Deutscher Wetterdienst (DWD) releases four times a day its ICONeu
nested high resolution forecast at 0.0625°× 0.0625°. The coverage of this remains,
however, limited to European areas.

Along the same line, we must note that the output of our wind speed and,
eventually, wind generation model is on hourly resolution. This limitation is
intrinsic to the weather forecast as, to the best of our knowledge, there is
currently no weather provider in the energy industry that can publish forecasts
with 30-minutely or lower time resolution. In this sense, making 1-hour ahead
wind power predictions may respond to the intraday market participants by
way of market signals. The intraday power markets have evolved significantly
in the last years, making it possible to trade hourly, half-hourly or 15-minutely
contracts up to 0 minutes before physical delivery. This is the case, for instance,
on Europe’s most liquid market - EPEX SPOT. In the United States, on the
real-time market, the transactioned volumes are the ones corresponding to the
deviations between what was settled on the day-ahead market and the system
needs in real time. The dispatched volumes and prices are determined on a
5-minutely basis ([20]). Given the granularity of intraday or real-time power
contracts, our 1-hour ahead wind model finds its application in the determination
of the market signal. For example, a power trader in Germany would check
the hour-ahead wind forecast to determine whether the upcoming 4 intraday
contracts (corresponding to each 15 minutes) will exhibit a general bullish or
a bearish signal with respect to the day-ahead price. Needless to say, a lower
granularity in wind generation forecasts would be more beneficial to a trader as
it would help determine with more certainty the market signal of the upcoming
power contract.

Another aspect worth mentioning is the choice of METAR datasets for model
validation. The current study relies on aviation wind observations collected from
airport locations. This is due to the fact that airports generally collect these
data like any other World Meteorological Organization (WMO) station. A point
in favor of this choice was the wide span of airports across Southern California.
These allowed us to validate our models in a series of diverse landscapes (flat
desert, ridge, mountain valleys, river valleys or plains). Additionally, it is
important to mention that such a choice of locations was deemed compatible
with our wind farm study. It is recognized the fact that airports are generally
built in areas with a uniform pattern of winds and where crosswind levels are
minimized ([32]). Further research in this direction, employing other than the
METAR datasets, may prevent the negative bias discussed in Section II.5.

The current research develops models and methods that are applied to the
Southern California power price area (CAISO SP-15). This choice was made
based on the complexity of the terrain and the clustered character of the wind

24



Model boundaries and beyond

farms that, in turn, trigger a power generation profile akin to a sine-wave.
Namely, when the power production surges in the Mojave Desert, across the
mountains, in Calexico, this might be rather stagnant. These features rendered
wind generation modeling in CAISO SP-15 a challenging task. Nevertheless,
one must emphasize the general character of the model hereby developed. We
believe that, due to spatial smoothing, the model may render better results in
market areas where the wind farms are more scattered, as for example Germany.
This is based on the findings of [21], who show that the error reduction due to
spatial smoothing can be of as much as 63% when looking at a market with less
than 50 wind farms spanning over an area of diameter around 370 km. Thus, we
believe that results may improve were the models to be applied to other power
markets around the world.

The second perspective is given by the time series models, which carry certain
assumptions and limitations that must be taken into account.

Initially, the wind speed time series corresponding to each grid point have
gone through a transformation meant to insure approximate Gaussianity. The
transformation implied a logarithmic operation (for daily data) or a power
operation with a fitted exponent that accommodated the Gaussian assumption
(for hourly data). In the three research papers, we operate under the assumption
of normal wind speed time series. However, this can be relaxed and the
prediction intervals computed accordingly. Additionally, during the temporal
model, we assume the weak stationarity condition is fulfilled. We recall that
weak stationarity is the characteristic of time series that have a constant mean,
a finite variance and an autocovariance function depending solely on the lag
between timesteps. In addition, we want to avoid explosive solutions, therefore
we assume that our ARMA processes are causal and invertible. When this is
not the case, we apply the results described in Section II.4.1.

Furthermore, on the conditional variance part of wind speeds, we chose a
GARCH or GJR-GARCH model whereby we assumed that the residuals are
normally distributed (Paper II) or that they have a skewed t-student distribution
(Paper III), respectively. Recognising that a pure GARCH model assigns the same
intensity to the positive or negative innovations, we assumed a GJR-GARCH
behavior in the last research paper. Nonetheless, we believe the GJR component
of the variance model could be revised given that its weight on the negative
shocks does not prevent the apparent negative bias in the model. The in-sample
average error of the production model points out to the fact that a pure GARCH
process might outperform its more complex variant (see Section III.5).

Moreover, we imposed on the conditional variance model GARCH(1,1)
a stationary solution assumption. Namely, under the same notations from
Definition 1.5.6, we require that δ1 + γ1 < 1, provided that δ0 > 0 and δ1, γ1 ≥ 0.

An alternative to the GARCH process would be a state-space process of the
sort of stochastic volatility. Thereby, the innovations could be the result of a
hidden linear independent process.

From the third vantage point, the spatial modeling phase also operates with
assumptions and limitations to take into account.
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The empirical semivariograms derived during this research consider a lag of
11 km and a range between 1 and 800 km. The array of theoretical models to
fit these go from spherical, pentaspherical, exponential, gaussian, sine-hole to
a combination of these. Since the model of variograms is crucial for the final
accuracy of the spatial study, considering Mateérn models in future research
might bring improvements.

The ordinary kriging predictor is based on the general assumption that the
process is intrinsically stationary in the sense of the Definition 1.4.1. We relaxed
this condition by assuming that the spatial unknown mean of the process is only
regionally constant. Further enhancements to the current model could consider
a universal kriging approach. This relaxes the constant mean requirement to a
mean described by a linear trend ([14]).

During the same modeling phase, working under isotropic conditions allowed
us to consider the same spatial variability irrespective of direction. In Paper III
we challenged this assumption and studied certain directional variograms without
finding any notable parameter fitting improvements. However, in future research
we might see improvements if one considers anisotropy on a regional basis.
Alternatively, we propose working with each wind speed field component, the
eastward and westward ones, corresponding to the U and V components under
the ECMWF nomenclature.

Therefore, exploring the assumptions under the three vantage points above,
the industrial, temporal and spatial modeling one allows us to accommodate
further improvements of the present research.

1.12 Further applications and developments

The existing and upcoming challenges in the current energy transition era are
multifaceted and demanding for the research world. We take this opportunity
to reflect on further applications that this project may have as well as at new
research paths to take in the field of wind energy modeling.

Regarding other applications of the models and methods hereby explored,
we shall group these into meteorological and non-meteorological related topics.

1.12.1 Meteorological applications

In this field, one can examine several meteorological variables with direct
applications to the energy markets.

Temperatures are a paramount factor to watch for any market participant.
These drive the power demand, but they may equally impact other contiguous
fields such as the generation of power from combined heat and power (CHP)
plants, the halt of nuclear plants or the efficiency of solar panels, among many
others. [48] apply a spatio-temporal model to daily averaged temperatures
measured in Lithuania and assume a linear model for the spatial parameters
depending on their location. By the same rationale, one could apply the results
derived hereby through kriging and compare them to the ones obtained by the
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authors. In such a study, unlike for wind speeds, temperatures would have the
advantage of being measured, forecasted and validated at the same height (i.e. 2
m AGL).

The solar irradiance is another weather variable crucial to the energy industry.
With accurate predictions of the downwards surface solar radiation, the amount
of solar photovoltaic (PV) or thermal energy can be computed. This is of
utmost interest since Europe is experiencing an upswing in installed power from
these technologies. Indeed, being a less intermittent source of renewable energy,
solar power can potentially become a baseload energy source in the new energy
transition era. [35] model the daily temporal behavior of this meteorological
variable through a seasonality function that modulates the total extraterrestrial
radiation, an autoregressive part and regime-switching summer-winter residuals.
With the research methods developed in the current thesis, one could extend
the study of [35] to hourly solar irradiance forecasts and, ultimately, to solar PV
production forecasts at grid level. For the spatial grid-wide study of parameters,
intrinsic stationarity could be a reasonable assumption. Indeed, we conjecture
that there may not exist such a high spatial variation as the one seen from
wind speeds. In this context, using an inverse distance weighing method for
spatial modeling instead of ordinary kriging might already generate good results.
Furthermore, such a study must take into account that surface solar radiation is
usually predicted by weather providers as a cumulative variable with less than
hourly resolution. Obtaining such a granularity might require certain meaningful
pre-processing steps generating more model parameters. Moreover, forecasting
the total solar PV generation by a similar method to the one developed in this
work (1.20) might require a non-linear model. This is the case because several
additional parameters such as the efficiency or the panel tilt have a non-linear
relation to the solar irradiance.

Precipitation is a key meteorological parameter for hydropower. Several
of the existing research that we consulted on this topic make use of regime-
switching models. These capture instances with no precipitation and model the
distribution of those with actual precipitation ([4, 49, 51]). For instance, we see
potential applications of our method on an extension of the model in [4]. Instead
of applying a spatial transformation function involving the NWP forecast, we
propose performing a spatial study of the NWP forecast initially and then an
ordinary kriging on the temporal parameters.

1.12.2 Non-meteorological application

Another spatio-temporal application could be derived in the nuclear power field.
France has a fleet of 56 nuclear reactors10 built usually along the main river

basins. The water from Rhone or Rhine is used for the cooling of reactors before
it is discharged entering back the river. Whenever the water temperature rises
or the water stream decreases posing environmental concerns, the plants are

10Data updated in 2020 and retrieved from: https://www.edf.fr/groupe-edf/espaces-dedies/l-
energie-de-a-a-z/tout-sur-l-energie/produire-de-l-electricite/le-nucleaire-en-chiffres
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deemed to halt their production. This occured in particular summer months with
heatwaves such as August 2018 or July 2019, causing significant price spikes.

Now, assume that each nuclear plant has its own available capacity curve,
meaning a time series depicting how much capacity is available for generation.
It is of utmost interest to build a model for the available capacity curves of the
French nuclear plants and to make spatial inferences on when and where the next
halt will happen. Such an exercise makes use of a similar model as the one we
employed during the spatial study (see Section II.3.2, the multilinear cokriging
part). In this case, it might become necessary to parametrize the curves and
we suggest a B-spline application such as the one in [22]. Otherwise, one could
model the temporal behavior of availability in a similar fashion as precipitation
or the wind regimes, for example, by a logistic regression model or a Bernoulli
distribution.

We have, therefore, proposed several ideas where similar models as the ones
in the current research could be applied.

The problem of wind power modeling opens for further developments and
techniques. In the sequel, we will explore some of these through the classical
and machine learning lens.

Firstly, on the time component, we have used Fourier series truncated to
6 terms to model mean and variance seasonality of the wind speed processes
W (sk, t). Further research could test the use of wavelets to capture seasonality.
Given that these allow for time and frequency localization, they may represent
better the bumpy behavior in our meteorological parameter (Chapter 5.9 in
[29]). Moreover, a regime-switching model could adequately capture low and
high wind instances. The academic literature abounds in different methods for
this. We could mention using a Bernoulli probability distribution for the zero
measurements and Gamma for the rest ([37]), defining zero-inflated binomial
models ([26]) or different latent Gaussian processes for the probability of zero-
values and for the density distribution of the remaining ones ([4]).

Secondly, on the spatial component, the variability of the parameters could
be modelled by the technique of multilayer perceptrons (MLPs) in the spirit of
[9]. One could start by the classical sigmoid activation function and by using as
input the roughness length coefficients over the whole area under study.

Finally, instead of a phenomenological governing equation, the wind
generation model could be formulated the solution of a random forest problem.
The inputs could be all the onsite wind speed time series, as well as some other
parameters describing air density (i.e. temperature, humidity, air pressure).
Another option would be keeping the model from (1.20) but running a selection
algorithm that can help choosing the optimal wind farm clusters s. For instance,
factor analysis or independent component analysis could identify the optimal
loadings (ws) such that the total power generation is attained in each timestep
by some latent variables describing each wind farm:

Prodt =
n∑

i=1
WPP (t, si, wsi

)
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where WPP (t, si, wsi) is the wind power produced by wind farm located at
si at time t and weighted by wsi

as per (1.20).
All aspects considered, we hope that the current research puts wind power

modeling in a broader perspective where academic research and market contexts
become inextricable.
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