Machine Learning Prediction of Quartz Forming-Environments
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Abstract  Trace elements of quartz document the physical-chemical evolutions of quartz growth, which has been a great and most applied tool in the study of geological settings in quartz-forming environments. A classic method is using graphic diagram plots visualizing the quartz trace element discriminations and trends, examples including the Al-Ti diagram (Rusk, 2012, https://doi.org/10.1007/978-3-642-22161-3_14) and the Ti-Al-Ge diagram (Schrön et al., 1988, https://www.researchgate.net/publication/236149159_Geochemische_Untersuchungen_an_Pegmatitquarzen). However, those diagrams are limited to two dimensions and cannot show the information in a higher dimension. In the study, we thus used a machine learning-based approach to evaluate quartz trace elements, and visualized them for the first time in the high-dimensional diagrams. We revisited 1,626 quartz samples from nine geological environments from previous studies, and applied a support vector machine to characterize values of the contained trace elements, including Al, Ti, Li, Ge, and Sr. We demonstrate that support vector machines can identify the crystallization environment of quartz with a significantly higher accuracy than the traditional plotting methods. Our work can massively improve the confidence on distinguishing quartz origin from different geological environments with a high efficiency. The method may also be applicable for other minerals, and we anticipate our research is a starting point for investigating mineral trace elements with machine learning techniques. Our quartz classifier can be accessed via https://quartz-classifier.herokuapp.com.

Plain Language Summary  Quartz is a widespread mineral in the Earth's crust in various environments. Previous studies have made an effort in discriminating different geological settings by plotting quartz trace elements on two-dimensional (2D) diagrams. However, subsequent studies found these discrimination diagrams have some issues mainly because 2D diagrams have essential limitations to higher dimensions of information. In the present study, we apply a multidimensional approach of evaluating quartz trace element data using a machine learning tool. We use quartz trace element data from nine geological environments obtained by previous studies. Our study shows machine learning provides a better result than 2D diagrams and allows the more precise identification of deposit types using quartz chemistry.

1. Introduction

Quartz is an abundant and important mineral in the crust that occurs in a wide range of geological environments. Crystalline quartz records the geo-environmental evolutions, and because of its abundance, is a perfect pathfinder mineral to reveal changes of the physical-chemical conditions. As the main gangue mineral in magmatic, transitional magmatic-hydrothermal, and hydrothermal deposits, its trace element abundance and distribution has been increasingly utilized for genetic classifications and to reconstruct the physicochemical conditions during quartz formation (Götze & Ramseyer, 2012; Götte et al., 2011; Kempe et al., 2012; Rusk, 2012).

Using trace elements to classify source rocks has been studied over the last decades. A conventional approach to visualize quartz trace element relationship is reinforced by diagrams such as Al versus Ti biplot and Ti-Al-Ge ternary plot (Breiter et al., 2020; Götze, 2009; Müller et al., 2000, 2002, 2010; Rusk, 2012; Schrön et al., 1988).
However, the subsequent studies show that there is an increasing demand to more precisely classify quartz populations, and potentially use more than three element concentrations based on much larger data sets (Deng et al., 2020, 2021; Feng et al., 2020; Fu et al., 2020; Li et al., 2020; Müller et al., 2018; Pacák et al., 2019; Peterková & Dolejš, 2019; Rottier & Casanova, 2020; Tanner et al., 2013; Zhang et al., 2019). These studies also revealed that many data do not fit the existing classification ranges using the two types of discrimination plots. Another issue is, when data scatter close to a classification boundary, any interpretation would be ambiguous.

Driven by data availability and computational scale, machine learning offers new opportunities for developments and applications in geosciences. For example, machine learning helps geologists with choosing the intervals of drill core for assay sampling (Caté et al., 2017), classifying lithology from remote sensing data (Cracknell & Reading, 2014; Yu et al., 2012), and detrital provenance studies from mineral trace element composition data (O’Sullivan, 2020). Machine learning is effective in high-dimensional spaces.

The quartz study challenges stated above and the availability of the machine learning technique motivated this work. First, we present a compilation of previously published quartz trace-element compositional data comprising 5,341 quartz analyses from nine different geological environments. The comprehensive data set can also be used for further studies. Then, we compared four machine learning classification algorithms on the classifying source rock of quartz problem and chose the superior one to tune and yield the final classifier. The classifier was trained from the compiled data set and can be used to predict the genetic classes of new quartz based on its trace element analyses. The classifier enables the determination of source rock types from quartz trace element information, which is a powerful tool in quartz study and ore prospecting.

### 2. Compiled Data and Genetic Quartz Classes

The quartz trace element data were collected from 38 publications and comprise 5,341 analyses from 48 locations worldwide (Figure 1). The applied analytical methods, bedrock types, and references of each location are provided in Table S1. The sample set includes the following rock and mineralization types: granites (Breiter et al., 2012, 2013, 2017, 2019; Jacamon & Larsen, 2009; Monnier et al., 2018; Pacák et al., 2019;
Figure 2. Trace element concentrations of different genetic types of quartz. The height of the colored bars represents the interquartile range. The horizontal black lines within the colored bars are the median and the white dots with black edges represent the mean value. “Whiskers” of each box illustrate the maximum values lying within 1.5 times the interquartile range beyond the edges of the bars. The black dots represent the outliers deviating by more than ±1.5σ.

IRG-Intrusion-related Au deposits.

Peterková & Dolejš, 2019), pegmatites (Beurlen et al., 2011; Breiter et al., 2019; Larsen et al., 2000, 2004; Müller et al., 2008; Pacák et al., 2019; Peterková & Dolejš, 2019; Rottier & Casanova, 2020), greisen (Breiter et al., 2017, 2019; Monnier et al., 2018; Müller et al., 2018; Peterková & Dolejš, 2019), porphyry Cu-Au (Bennett, 2014; Landtwing & Pettke, 2005; Mao et al., 2017, 2018; Maydagán et al., 2015; Monnier et al., 2018; Müller et al., 2010; Rottier & Casanova, 2020; Ruskind, 2006, 2008; Tanner et al., 2013), skarn Au-Cu (Zhang et al., 2019), epithermal Au-Ag (Maydagán et al., 2015; Rottier & Casanova, 2020; Ruskind, 2006, 2008; Tanner et al., 2013), intrusion-related Au (IRG; Pacák et al., 2019; Wertich et al., 2018), Carlin-type Au (Li et al., 2020; Lubben, 2000; Ruskind et al., 2008; Yan et al., 2020), and orogenic Au and Au-Sb (Chen et al., 2019; Feng, 2020; Feng et al., 2020; Hu, 2020; Oliver et al., 2015; Pacák et al., 2019; Wolff, 2012). Figure 2 provides the compilation of all quartz trace element data discriminated based on deposit types. As shown in Figure 2, different types of quartz can be distinguished to some certain degree by each element. For example, porphyry type can be separated from most of the other types by the Ti content; Skarn type quartz has little overlap with granite type, pegmatite type, greisen type, porphyry type, and orogenic type by using Sr concentration. Combining multi-elements, the different types of quartz can be discriminated more distinctly.
3. Approach

3.1. Machine Learning Framework

The indicator used to evaluate classifiers is macro F1-score since the class distribution of our data set is skewed. F1-score is the harmonic mean between precision and recall, where precision and recall calculations are respectively given by Equations 1 and 2. A macro F1-score computes the metric independently for each class and then takes the average (hence treating all classes equally).

\[
\text{precision} = \frac{\text{true positives}}{\text{no. of predicted positives}}
\]

\[
\text{recall} = \frac{\text{true positives}}{\text{no. of actual positives}}
\]

We tested four classic machine learning classification algorithms applying the fivefold cross-validation method (An et al., 2007; Breiman, 2001; Chang & Lin, 2011; Ng et al., 2011). The macro F1-scores of the four algorithms in descending ranking are random forest (0.83 ± 0.03), support vector machine with radial basis function (RBF) kernel (0.82 ± 0.02), artificial neuron network with one 100-neuron hidden layer (0.79 ± 0.02) and support vector machine with linear kernel (0.69 ± 0.03). Although random forest got the highest macro F1-score, tuning the number of trees in the forest did not improve the performance. Support vector machine with RBF kernel turned out to be the best choice.

Support vector machines are a set of supervised learning methods for classification, regression, and outliers detection (Chang & Lin, 2011). Work flows for the support vector machines see Hsu et al. (2003) and https://scikit-learn.org/stable/modules/svm.html. For our data set and problem definition, the following approach was applied: data pre-processing → feature selection → data splitting → tuning hyperparameters → retrain the estimator and testing the estimator → model persistence.

3.1.1. Data Pre-Processing

Standardization of data sets is a common requirement for many machine learning estimators to avoid features in greater numeric ranges dominating those in smaller numeric ranges meanwhile reducing the calculation expense (Hsu et al., 2003). Since the median values are generally much lower than mean values for each element in the data set (Figure 2), the data are first transformed using a log-ratio transformation to get a Gaussian distribution. Then a “StandardScaler” (centering of data by removing the mean value of each feature, then scale it by dividing non-constant features by their standard deviation) is implemented to get zero mean and unit variance distributions.

3.1.2. Feature Selection

Any valid information could be used as a feature to train the classifier, such as grain diameters, isotope compositions, and trace elements concentrations of quartz. In our data set, only trace element concentrations of quartz are compiled. Since the data set is a compilation from various sources of individual data set obtained by different analytical methods and research teams, it contains many missing values. Imputing a large number of missing values may lead to false positives (Seijo-Pardo et al., 2019). Reasons for the value missing are complex: Some data are under detection limits, while others are not provided by the original publications. To avoid any misleadingness by missing values, missing values of required features were not compensated, and samples missing required values were not selected to train the classifier.

The frequency of each element’s analysis occurring in the data set was summed up and sorted in descending order and regarded as the plotting order of the diagrams in Figure 2. Then, \( n \) most frequent elements were selected as features to train the classifier. Note that the order of Li and Ge were swapped when plotting the learning curves in Figure 3 to make the \( n = 3 \) case comparable to the ternary diagram which was introduced by Schrön et al. (1988) and modified by Götzte (2009). Since there are not many choices for selecting features, the learning curves of each \( n \in (2, 7) \) were plotted (Figure 3) to get an intuition of the relationship between the classifier’s performance and the number of features. It is apparent that as \( n \) increases, the performance improves.
When \( n > 5 \), the numbers of samples decrease dramatically. Three of the nine classes have no more than 50 analyses available. With such small number of training examples, the model is more prone to overfitting. When \( n > 6 \), some classes do not have samples anymore. The final choice \( n = 5 \) (Al, Ti, Ge, Li, and Sr) was made by valuing and comparing better performance gained by introducing more features and the risk of

---

**Figure 3.** Learning curve for \( n \in (2, 7) \) where \( n \) represents numbers of the most frequent elements selected as feature of support vector machine algorithm. Note that positions of Li and Ge were exchanged, in order to make the case \( n = 3 \) comparable to the Ti-Al-Ge ternary diagram shown in Figure 5b. The score represents macro F1-score, which is the indicator to evaluate the performance of the classifier.
overfitting due to only much smaller data sets for each class are available when \( n \) is large. This also ensures the classifier to be more applicable when only a small subset of elements analysis is available as input. The selected data set contains 1,626 samples (orogenic Au: 339, greisen: 325, Cu-Au porphyry: 272, granite: 237, Au-Cu skarn: 203, Carlin-type Au: 127, IRG: 96, pegmatite: 65, and epithermal: 26).

Training on imbalanced data set are risked in neglecting minority classes. However, support vector machines perform well with moderately imbalanced data without modifications (Akbani et al., 2004), and the test result shows the unaffected by an imbalance with the selected data set. The application of oversampling (He & Garcia, 2009) did not improve the performance of the classifier. Thus, no extra implements were applied to handle the imbalance.

3.1.3. Data Splitting

The whole selected data set was randomly split into training sets (80%) and testing sets (20%) by hold-out method while keeping the proportions of each class. The training set was used to train the classifier while the testing set was utilized to evaluate the classifier performance.

3.1.4. Tuning Hyperparameters

Hyperparameters are parameters that are not directly learned within estimators. For the support vector machine with RBF kernel used for this study, there are two hyperparameters: C and \( \gamma \). They were determined by grid search techniques with the fivefold cross-validation method (Hsu et al., 2003) combined with the highest macro F1-score (Figure 4).

3.1.5. Retrain the Estimator and Test the Estimator

The best combination suggested by grid search was chosen as the final hyperparameter. Then the whole training set was retrained to produce a final classifier. This classifier was then evaluated on the testing set.

3.1.6. Model Persistence

The classifier model was saved for future use in the file named “quartz_clf.joblib.” The file to run the classifier is “Quartz_Classifier.py.” Code and data necessary to reproduce the classifier are also available at https://github.com/sleepypepperhead/quartz_classifier_2 and http://doi.org/10.5281/zenodo.4077298.

3.2. Library

The work was done in the “python” environment. The code used to make the diagrams and machine learning model used in this study, represents a combination of libraries (including pandas and numpy for data analysis and manipulation; matplotlib, ternary (Marc et al., 2019) and seaborn for plotting the diagrams; adjusttext (Flyamer et al., 2020) and geopandas for making the map in Figure 1; scikit-learn for machine learning; mlxtend (Raschka, 2018) for plotting decision regions).

4. Result and Discussion

4.1. Limitation of 2D Space

Schrödinger (1988), Götze (2009), Müller et al. (2010), Rusk (2012), Breiter et al. (2014), and Pacák et al. (2019) did significant work on the visualization of quartz trace elements. In this study, we also tried to adapt and enhance the Al versus Ti and Ti-Al-Ge plots. Using the same elements of the Al versus Ti and Ti-Al-Ge plot, we trained the corresponding two-feature support vector machines from the compiled data.
set and plot the decision regions to visualize them (Figure 5). However, these methods of utilizing 2D space for classification have some intrinsic shortcomings and limitations.

The Al versus Ti binary plot at its essential is a decision boundary for classification, and when \( n = 2 \) (Figure 3), the support vector machine essentially learned a decision boundary in the same space since they both use the same two features (Ti and Al). Generally, the cross-validation score is supposed to be lower than the training score. In the case \( n = 2 \), the training score curve is as low as around 0.45 at sample numbers >3,000, which means that the cross-validation score is not supposed to be higher than 0.45. The corresponding two-feature SVM classifier has the macro F1-score of 0.365 (Figure 5a). At such high sample numbers, the trend of the cross-validation score curve flattens out, which means that it is also subjected to high bias and low feature count. Adding more samples may help a little but will not exceed its corresponding training score. The case \( n = 3 \) is similar and only slightly better. Although the \( n = 3 \) case has the same three elements as the Ti-Al-Ge ternary diagram, the \( n = 3 \) case is 3D space while the Ti-Al-Ge ternary diagram is still 2D.

**Figure 5.** Decision boundaries predicted by two-feature support vector machines (a) The decision boundaries predicted by a support vector machine for Al versus Ti diagram calculated from 4,547 analyses (porphyry: 1,078; IRG: 670; granite: 661; orogenic: 607; skarn: 203; greisen: 377; epithermal: 308; Carlin: 181; pegmatite: 462). The cross-validation macro F1-score of this classifier is 0.365. The three bold line regions are according to Rusk (2012). (b) The decision boundaries predicted by a support vector machine for the Ti-Al-Ge ternary diagram, calculated from 3,257 samples (porphyry: 455; IRG: 291; granite: 654; orogenic: 499; skarn: 203; greisen: 374; epithermal: 153; Carlin: 177; pegmatite: 451). The cross-validation macro F1-score of this classifier is 0.330. (Adapted after Schröen et al., 1988). IRG, Intrusion-related Au deposits.


Figure 6. Confusion matrix of the testing set to evaluate the accuracy of a classification. IRG, Intrusion-related Au deposits.

4.2. Classifying in High Dimensional Space

The confusion matrix of the testing set is shown in Figure 6, and the classification report calculated from 50 executions is provided in Table 1. The classification report is a summary of the precision, recall, F1-score for each class. The confusion matrix shows the detailed classification result for each class of the testing set. This method has an accuracy of 86 ± 2%. The nine genetic quartz types are included in the classification. The results presented here demonstrate a high performance of the support vector machine technique for the genetic quartz classification based on the trace element contents of quartz. Figure 7 shows a series of 2D planes of the classifier and some scatters around the planes, which gives an intuitive understanding of the classification model (Migut et al., 2015).

Table 1

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRG</td>
<td>0.81 ± 0.09</td>
<td>0.82 ± 0.09</td>
<td>0.81 ± 0.07</td>
<td>18.72 ± 4.01</td>
</tr>
<tr>
<td>Carlin</td>
<td>0.95 ± 0.05</td>
<td>0.94 ± 0.05</td>
<td>0.94 ± 0.04</td>
<td>25.16 ± 4.38</td>
</tr>
<tr>
<td>Epithermal</td>
<td>0.98 ± 0.07</td>
<td>0.86 ± 0.16</td>
<td>0.91 ± 0.11</td>
<td>5.06 ± 1.57</td>
</tr>
<tr>
<td>Granite</td>
<td>0.88 ± 0.04</td>
<td>0.94 ± 0.04</td>
<td>0.91 ± 0.03</td>
<td>48.20 ± 5.17</td>
</tr>
<tr>
<td>Greisen</td>
<td>0.84 ± 0.05</td>
<td>0.83 ± 0.05</td>
<td>0.83 ± 0.03</td>
<td>64.04 ± 5.53</td>
</tr>
<tr>
<td>Orogenic</td>
<td>0.86 ± 0.04</td>
<td>0.85 ± 0.04</td>
<td>0.85 ± 0.03</td>
<td>69.40 ± 5.27</td>
</tr>
<tr>
<td>Pegmatite</td>
<td>0.77 ± 0.13</td>
<td>0.76 ± 0.12</td>
<td>0.76 ± 0.10</td>
<td>12.58 ± 2.78</td>
</tr>
<tr>
<td>Porphyry</td>
<td>0.89 ± 0.04</td>
<td>0.91 ± 0.04</td>
<td>0.90 ± 0.03</td>
<td>54.24 ± 5.72</td>
</tr>
<tr>
<td>Skarn</td>
<td>0.79 ± 0.07</td>
<td>0.75 ± 0.06</td>
<td>0.76 ± 0.04</td>
<td>40.60 ± 5.50</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.86 ± 0.02</td>
<td>0.85 ± 0.03</td>
<td>0.85 ± 0.02</td>
<td>338</td>
</tr>
<tr>
<td>Macro avg</td>
<td>0.86 ± 0.02</td>
<td>0.85 ± 0.03</td>
<td>0.85 ± 0.02</td>
<td>338</td>
</tr>
<tr>
<td>Weighted avg</td>
<td>0.86 ± 0.02</td>
<td>0.86 ± 0.02</td>
<td>0.86 ± 0.02</td>
<td>338</td>
</tr>
</tbody>
</table>


"How many are correctly classified among that class," calculated by Equation 1. "How many of this class you find over the whole number of elements of this class," calculated by Equation 2. "The harmonic mean between precision and recall." "The number of occurrences of the given class in the test data set." "Averaging the unweighted mean per label." "Averaging the support-weighted mean per label.

Figure 3 demonstrates that the classifier performance improves with the increase of the number of features n (number of elements). Choosing n = 5 is a compromise between classifier performance, and keeping enough samples for each class based on the current data set. Note that the score in the learning curve diagram (Figure 3) is slightly different from the score in the classification report (Table 1). Because when plotting the learning curve, the support vector machine was not tuned to use the optimal hyperparameters, and the evaluating samples were selected in different random ways. In all the cases, the high variance between the training scores and cross-validation scores and the trend of the learning curves indicate that the classifier will still benefit from the increase of training set, particularly when n ≥ 4. So, if a training set of better quality is acquired (both in numbers of samples and valid features), the genetic type of quartz can be predicted with increased certainty. Despite the small number of input features, this study shows that support vector machine classification is useful for the classification of genetic quartz types based just on the trace element contents of quartz.

The support vector machine algorithm with a grid search for tuning hyperparameters eliminates most of the artificial factors in both trainings and predicting new samples, which eliminates the bias issues caused by both lack of the number of features and visual evaluation of 2D diagrams. The overlapping issue is solved by increasing dimensions (more trace elements to constrain the types). Moreover, this method is highly reproducible and universal. The method can also be implemented on other minerals whose features, such as trace elements or isotopes, reflect the type of source rock. The classifier can be used easily by inputting the path of the data file to the program. And it will output the predicted type and probabilities of possible outcomes for valid samples in the data file.

5. Conclusions

Our new suggested discrimination of genetic quartz applies a multidimensional approach using support vector machines. This classifier allows us to discriminate nine genetic types of quartz. The results of classification presented above, demonstrate a high performance of the support vector machine technique for classifications of quartz from variable environments based upon knowledge of the trace element compositions of quartz. As more

trace elements data of quartz are published in the future, it will be possible to classify additional categories of quartz, and further improve the performance of the classifier. The statistical methods used in the present study may also be applied to or combined with other minerals. To make the technique more accessible, we deploy the quartz classifier at https://quartz-classifier.herokuapp.com.
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