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ABSTRACT

Aims. Estimates of coronal wave energy remain uncertain as a large fraction of the energy is likely hidden in the non-thermal line
widths of emission lines. In order to estimate these wave energies, many previous studies have considered the root mean squared
wave amplitudes to be a factor of

√
2 greater than the non-thermal line widths. However, other studies have used different factors. To

investigate this problem, we consider the relation between wave amplitudes and the non-thermal line widths within a variety of 3D
magnetohydrodynamic (MHD) simulations.
Methods. We consider the following 3D numerical models: Alfvén waves in a uniform magnetic field, transverse waves in a complex
braided magnetic field, and two simulations of coronal heating in an arcade. We applied the forward modelling code FoMo to generate
the synthetic emission data required to analyse the non-thermal line widths.
Results. Determining a single value for the ratio between the non-thermal line widths and the root mean squared wave amplitudes
is not possible across multiple simulations. It was found to depend on a variety of factors, including line-of-sight angles, velocity
magnitudes, wave interference, and exposure time. Indeed, some of our models achieved the values claimed in recent articles while
other more complex models deviated from these ratios.
Conclusions. To estimate wave energies, an appropriate relation between the non-thermal line widths and root mean squared wave
amplitudes is required. However, evaluating this ratio to be a singular value, or even providing a lower or upper bound on it, is not
realistically possible given its sensitivity to various MHD models and factors. As the ratio between wave amplitudes and non-thermal
line widths is not constant across our models, we suggest that this widely used method for estimating wave energy is not robust.
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1. Introduction

It is well known that the solar corona is heated up to millions of
degrees. The primary mechanisms proposed to achieve this heat-
ing can be separated into two classes: the dissipation of stored
magnetic energy and the dissipation of magnetohydrodynamic
(MHD) waves (see, for example, Parnell & De Moortel 2012;
Arregui 2015; De Moortel & Browning 2015; Klimchuk 2015;
Van Doorsselaere et al. 2020, for reviews on coronal heating the-
ories). In recent years, due to higher spatio-temporal resolution
of imaging and spectroscopic instruments, MHD waves have
been shown to be ubiquitous within the solar atmosphere. One
signature of these waves is the non-thermal broadening of emis-
sion lines (e.g. Hollweg 1973; Van Doorsselaere et al. 2008).
Using the slit spectrograph aboard Skylab, the broadening of
transition region emission lines, as well as the broadening of
the spectra in quiet Sun regions and coronal holes have been
observed (e.g. Doschek et al. 1976a,b; Feldman et al. 1976). Sub-
sequently, Hassler et al. (1990) detected the broadening of the
transition region and coronal emission lines and concluded that
the most likely cause was waves in the corona. Some other stud-
ies found that non-thermal broadening varies with height through
the solar atmosphere. For example, Doyle et al. (1998) found an
increase in the Si VIII non-thermal line width with increasing

altitude above the solar limb, whereas Hahn et al. (2012)
reported a decrease in line width at relatively low heights in coro-
nal holes.

Counter-propagating waves are thought to be present in the
solar atmosphere and can cause turbulence. Such turbulence can
go on to broaden emission lines (e.g. Tomczyk & McIntosh
2009; Liu et al. 2014; Morton et al. 2015; Van Ballegooijen et al.
2017). Although, the non-thermal broadening of emission lines
is not necessarily due to the unresolved temporal Doppler veloc-
ity amplitudes caused by MHD waves, other solar phenomena
can influence the non-thermal line widths as well. These include
plasma upflows and plumes near magnetic footpoints (e.g. De
Pontieu & McIntosh 2010; Tian et al. 2011a, 2012) and larger
scale upflows within coronal holes (e.g. McIntosh et al. 2011;
Tian et al. 2011b).

Enhanced non-thermal line widths are a signature of multiple
unresolved plasma flows along the line-of-sight (LOS). Hence,
they can account for the discrepancy between the true wave
energy and the observed wave energy attained from Doppler
velocities (e.g. McIntosh & De Pontieu 2012; Pant et al. 2019).
In a previous study, De Moortel & Pascoe (2012) present a
3D model of transverse waves propagating along multiple loop
strands. These waves were generated by a lower boundary driver
designed to mimic random footpoint motions. The authors found
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that by estimating the kinetic energy using the LOS Doppler
velocities, it fails to capture at least 60% of the total kinetic
energy in the simulation and hence it is essential to include
the enhanced non-thermal line widths in the kinetic energy
estimations.

The root mean square (rms) velocity of the wave amplitude
(vrms) can be used to estimate the energy within a wave (e.g.
Hollweg 1981). As such, obtaining a relation between vrms and
the non-thermal line width (σnt) is useful for achieving a more
accurate estimate of the total wave energy. Such a relation may
be given by σnt = αvrms; however, there is some discrepancy
between the value of α to be used, as well as a lack of any
convincing justification for this chosen value. In Hassler et al.
(1990), Banerjee et al. (1998), and Doyle et al. (1998), these
authors computed the Alfvénic wave energy using α ≈ 1/

√
2,

where the 1/
√

2 accounts for the polarisation and direction of
propagation of the wave relative to the LOS. This is the most
commonly used value of α in estimates of the energy within an
Alfvénic wave (e.g. O’Shea et al. 2005; Banerjee et al. 2009;
Hahn et al. 2012). However, Chae et al. (1998) and Tu et al.
(1998) both suggested that vrms = σnt (α = 1).

In order to investigate the relationship between the wave
amplitude and non-thermal line width in more detail, Pant &
Van Doorsselaere (2020) (PVD2020) considered a selection of
velocity drivers in a simple mathematical model. They found
that for a mono-periodic linearly polarised velocity driver oscil-
lating along the LOS, σnt/vrms ≈

√
2. On the other hand,

when the oscillations act in different directions (akin to the
superposition of spectra of all oscillating structures along the
LOS in the optically thin corona), the ratio σnt/vrms is approx-
imately one. This value was also found when the authors
used a multi-frequency driver or circularly polarised trans-
verse oscillations. The authors confirmed their findings using
forward modelling on numerical MHD simulations of trans-
verse MHD waves in a gravitationally stratified plasma. They
conclude that depending on the scenario, σnt/vrms >

√
2 or

σnt/vrms > 1; however, the ratio is never equal to 1/
√

2 as was
used in previous studies. In other words, the root mean squared
wave amplitudes are never bigger than the non-thermal line
widths and previous studies may have overestimated the wave
energy.

In this study, we expand on the work of PVD2020 by
examining the behaviour of the wave amplitudes and non-
thermal line widths using a variety of more complex numeri-
cal models. Firstly, we investigate Alfvén waves in a uniform
plasma and explore the effects of wave interference. Then, we
consider observational signatures of transverse MHD waves
propagating through a complex magnetic field. Finally, we inves-
tigate the relationship between non-thermal line widths and
velocity amplitudes in simulations of heating in a coronal arcade.
In Sect. 2, we give an overview of these three numerical mod-
els. Then, in Sect. 3, we explain the calculation of vrms and σnt
as well as analyse the results of the ratio σnt/vrms in all three
models. Finally, our findings are discussed and summarised in
Sect. 4.

2. Numerical models

We begin by providing a brief description of the three numerical
models which we analyse in this article. All three models use
the Lagrangian-remap code, Lare3D (Arber et al. 2001), which
solves the fully 3D non-ideal MHD equations in normalised

form, given by

Dρ
Dt

= −ρ∇ · u, (1)

ρ
Du
Dt

= j × B − ∇p + Fvisc, (2)

ρ
Dε
Dt

= η j2 − p (∇ · u) + Qvisc, (3)

DB
Dt

= (B · ∇) u − (∇ · u) B − ∇ × (η∇ × B) (4)

where all variables have their usual meanings. The non-ideal
terms, resistivity (η) and viscosity (ν), dissipate energy from the
magnetic and velocity fields, respectively. The viscosity term
results in a force Fvisc in the equation of motion (2) and a heat-
ing term Qvisc in the energy Eq. (3). It is the sum of the back-
ground viscosity and two small shock viscosity terms. These
shock viscosities, which are present in all of the numerical mod-
els, are designed to prevent shocks and ensure numerical stabil-
ity. With the exception of the shock viscosities, non-ideal terms
are only included within one of the three numerical models (see
Sect. 2.3). The effects of thermal conduction, optically thin radi-
ation, and gravity are neglected in our simulations.

2.1. Alfvén wave model

The first and simplest of our three numerical simulations is
the Alfvén wave model. The setup consists of a homogeneous
plasma, with a density and temperature of 1.67 × 10−12 kg m−3

and 1.2 MK, respectively, and a uniform magnetic field (20 G)
aligned with the vertical z axis (see Fig. 1a).

Alfvén waves are driven into the system using the following
condition on the bottom z boundary,

vy(t) = v0 sin(ωt), (5)

where the angular frequency ω ≈ 0.42 s−1 which results in a
period of approximately 15 s. Three wave amplitudes (v0) are
considered : 12 km s−1 (low), 24 km s−1 (medium), and 48 km s−1

(high). A fourth configuration is also investigated where the
amplitude of the wave is 24 km s−1, but the driver is made up
of two components as follows,

vx(t) = vy(t) =
v0
√

2
sin(ωt). (6)

The LOS that we consider in the Alfvén wave model is parallel
to the y axis. The first wave driver (Eq. (5)) acts along the LOS
and the second wave driver (Eq. (6)) oscillates at an angle of 45◦
to the LOS. The simulations that use Eq. (5) for their velocity
driver are denoted by vy:χ where χ ∈ {L,M,H}, for low, medium,
and high wave amplitudes, respectively. Finally, the fourth sim-
ulation, which uses the same amplitude as vy:M, shall be denoted
by vmix.

The x and y boundaries are periodic and the z boundaries
were set to have a zero gradient for all variables, with the excep-
tion of the velocity field. All components of the velocity on the z
boundaries are zero apart from the velocity driver on the bottom
boundary, as described above. The velocity was set to zero on the
top z boundary to ensure that the waves are reflected here. This
subsequently results in wave interference between upward and
downward propagating waves. Figure 2 shows a time-distance
plot (along the z axis) of vy:H (similar for vy:L and vy:M). One fea-
ture which is important to the subsequent analysis of this model
(see Sect. 3.1) is the prevalence of nodes (e.g. at z ≈ 40 Mm).
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(a)
(b)

( )c

Fig. 1. Illustrations of the initial magnetic field lines in (a) the Alfvén
wave model, (b) the arcade model, and (c) the complex magnetic field
model. The left panel of (c) shows the projection of the field lines
onto the xy plane. Panels b and c: were modified from Howson et al.
(2020a,b), respectively. The LOS angles are denoted by LOSx (green)
and LOSy (purple) when aligned with the x and y axes, respectively.

The computational domain has dimensions of 2 Mm×
2 Mm× 100 Mm and uses a numerical grid of 8× 8× 1024 cells.
As this simulation is invariant in the x and y directions, we used
a coarser grid resolution for these axes than for the z axis.

2.2. Complex magnetic field model

For our second model, we consider a simulation which also uses
a sinusoidal boundary driver. However, in this case, the magnetic
field structure is a lot more complex (complex magnetic field
model). The simulation used here was previously discussed and
investigated by Howson et al. (2020a) and subsequently forward
modelled by Fyfe et al. (2020).

The initial magnetic field configuration in Howson et al.
(2020a) was derived from a simulation investigated by Reid et al.
(2018). In the latter article, three magnetic threads were twisted
at their footpoints by rotational velocity drivers. The kink insta-
bility was triggered in the central thread which ultimately desta-
bilised the remaining threads. The end result was a very complex
magnetic field configuration which Howson et al. (2020a) used
as their initial condition. Of the two field profiles considered
in Howson et al. (2020a), we only analyse the more com-
plex state (see Fig. 1c). The initial temperatures and densities
observed within this model are approximately 1.7 MK–4.7 MK
and 1.12 × 10−12 kg m−3–2.15 × 10−12 kg m−3, respectively.

Using this initial condition, the authors excited transverse
waves into the numerical domain. To do this, a wave driver is
imposed on the bottom z boundary given by u(t) = (0, vy, 0),

where vy is defined as

vy(t) = v0 sin(ωt), (7)

with an amplitude and angular frequency of approximately
20 km s−1 and 0.21 s−1, respectively. This corresponds to a period
of τ ≈ 28 s.

As with the Alfvén wave model, the x and y boundaries are
periodic while the z boundaries have gradients set to zero for all
variables expect for the velocity field. On the bottom z boundary,
the velocity driver (Eq. (7)) is imposed and the velocity is set to
zero on the top z boundary. This causes waves to reflect at the
top boundary and subsequently results in wave interference from
upward and downward propagating waves.

For this model, the numerical domain consists of a 256 ×
256 × 1024 grid, which covers physical dimensions of 30 Mm ×
30 Mm× 100 Mm. However, within the forward modelling anal-
ysis in Fyfe et al. (2020), which we subsequently used to obtain
the non-thermal line widths (see Sect. 3), the grid used in
Howson et al. (2020a) was spatially resampled to every fourth
grid cell along x, y, and z. This was to reduce the computational
cost and was shown to have no significant impact on the syn-
thetic spectroscopic data. For more information on the behaviour
and forward modelling of the simulation, we direct the reader to
Howson et al. (2020a) and Fyfe et al. (2020), respectively.

2.3. Arcade model

The last of our three numerical models considers a potential
coronal arcade where a complex velocity driver is implemented.
This simulation was studied by Howson et al. (2020b) and hence
we direct the reader to this article for further information. The
authors considered several numerical simulations (with differ-
ent characteristic driving timescales) and they present results for
ideal, resistive, and viscous regimes.

Howson et al. (2020b) constructed a numerical arcade within
an initially homogeneous plasma with a temperature and density
of approximately 1 MK and 1.67 × 10−12 kg m−3, respectively.
The arcade magnetic field has the form B(x, z) = (Bx, 0, Bz)
where

Bx(x, z) = B0 cos
(
πx
L

)
exp

(
−πz

L

)
,

Bz(x, z) = −B0 sin
(
πx
L

)
exp

(
−πz

L

)
· (8)

Here, B0 = 100 G and L = 10 Mm. Such a magnetic field is a
potential field that is also invariant along the y axis (see Fig. 1b).
The domain contains 2563 grid cells with physical dimensions
of −10 Mm ≤ x, y ≤ 10 Mm and 0 Mm ≤ z ≤ 20 Mm.

As mentioned previously, resistivity and viscosity are
included in separate simulations, as well as including an ideal
case. The non-ideal regimes allow for the dissipation of energy
through the magnetic and velocity fields, respectively. A step
function is used for the resistivity where it is zero for z < 1 Mm
and η0 for z ≥ 1 Mm, where η0 corresponds to a magnetic
Reynolds number of 104. The resistivity is set to zero for z <
1 Mm to prevent the slippage of magnetic field lines through the
velocity field (with the exception of numerical slippage). Finally,
the viscous simulations implement a uniform viscosity which
produces a fluid Reynolds number of 103.

Howson et al. (2020b) implemented a boundary driver which
mimics this chaotic nature of photospheric motions by varying
the driver in time and space. The velocity driver on z = 0 Mm
was created using the summation of 2D Gaussians and takes the
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Table 1. List of values used in the numerical models.

Models Alfvén wave Complex magnetic field Arcade

Numerical cadence (s) 1.5 3.6 7.2
Exposure (s) 12, 32 & 148 14, 47 and 105 29, 261 and 739
Driver period (s) 15 28 15 and 300
LOS angles LOSy LOSx & LOSy LOSy

Emission lines Fe IX Fe XII & Fe XVI Fe IX

Notes. Each row shows the numerical cadence, exposure time, period
of the drivers, LOS angles, and emission lines used in the three numer-
ical models.The LOSx and LOSy denote the LOS angles parallel to the
x and y axes, respectively (see Fig. 1). The emission lines have rest
wavelengths (λ0) of Fe IX: 171.073 Å, Fe XII: 193.509 Å, and Fe XVI:
335.409 Å. The driver’s period in the arcade model are characteristic
times.

form u = (vx, vy, 0) where

vx =

N∑
i=1

vi cos (θi) exp
{
− (r − ri)2

l2i

}
exp

{
− (t − ti)2

τ2
i

}
,

vy =

N∑
i=1

vi sin (θi) exp
{
− (r − ri)2

l2i

}
exp

{
− (t − ti)2

τ2
i

}
· (9)

Here, vi, θi, ri, and li are the peak amplitude, direction, cen-
tre, and length scale of the Gaussian components, respectively.
Finally, ti and τi represent the time of peak amplitude and the
duration of the individual Gaussian components, respectively.
These quantities arise from the following statistical distributions,

vi ∼ N

vµ, v2
µ

25

 , θi ∼ U(0, 2π), ri ∼ U(−L, L),

li ∼ N
(

L
4
,

L2

400

)
, ti ∼ U(ts, t f ), τi ∼ N

τµ, τ2
µ

16

 , (10)

where N(µ, σ2) and U(u1, u2) are the normal and uniform dis-
tributions, respectively, with mean – µ, variance – σ2, and lower
and upper bounds of u1 and u2, respectively. The start and end
time of the simulations are denoted by ts and t f , respectively.

Howson et al. (2020b) analyse three different driving
timescales and here we consider the lower and upper values
τµ = 15 s and 300 s (referred to as TS and TL simulations for the
short and long timescales, respectively). To allow for a compar-
ison between the two drivers, the spatio-temporal average of the
drivers’ velocity were set to 1.2 km s−1 by choosing the appro-
priate value for vµ. The integer N was chosen to be a function of
the timescale τµ to ensure that a similar number of components
in the summation were active at any given time.

The boundary conditions are periodic on the x and y bound-
aries. All variable gradients are set to zero on the z boundaries
apart from the velocity driver, imposed on the bottom boundary.
In addition, a damping layer was implemented above z = 18 Mm
near the top of the domain. This damping layer prevents the
reflection of upward flows back into the domain.

3. Non-thermal line widths and wave amplitudes

In order to investigate the relation between the non-thermal line
widths and the amplitudes of the waves observed in the three
models (see Sect. 2), we began by measuring the wave ampli-
tudes using the rms velocity of the waves (vrms). As for the

numerical simulations in Pant et al. (2019) and PVD2020, vrms
was calculated as a function of height (z) as follows,

vrms(z) =

〈√∑T−1
t=0 |u(x, y, z, t)|2

T

〉
x,y

, (11)

where T denotes the number of simulation output times and we
averaged over the xy planes for all heights.

The synthetic specific intensity used in determining the non-
thermal line width was obtained using the forward modelling
code FoMo (Van Doorsselaere et al. 2016). It uses the CHIANTI
atomic database (Dere et al. 1997; Landi et al. 2013) to pro-
duce optically thin EUV and UV emission lines, and it allows
for different LOS angles. The emission lines and LOS angles
used in our three models are summarised in the final two rows
of Table 1, while Fig. 1 illustrates the LOS angles. Table 1 also
lists the numerical cadence, exposure time, and the driver period
used in the three models.

Within this article, we consider various exposure times dur-
ing our simulations (see Table 1 for the exact values used in
each model). The exposure times were chosen such that they are
not a multiple of the model’s velocity driver period, with some
smaller and some greater than this period. For a given expo-
sure time, an average of the specific intensity was taken. In each
case, the observing started at the beginning of the simulation.
Once the specific intensity (Iλ) was calculated, the total intensity
(I), Doppler shift (λDV − λ0), line width (σ), and subsequently
the non-thermal line width (σnt) could be calculated. This was
achieved using the moments of Iλ as follows,

I(x′, z, t) =

∫
Iλ

(
x′, z, t, λ

)
dλ,

λDV(x′, z, t) =
1
I

∫
λIλdλ,

σ(x′, z, t) =

√∫
(λ − λDV)2 Iλdλ

I
,

σnt(z) =

〈√
σ2

1/e − σ
2
th

〉
x′,t

, (12)

where σ1/e is the exponential line width (i.e.
√

2σ) converted
into units of velocity and σth is the thermal velocity (Fe IX:
15.7 km s−1, Fe XII: 21.5 km s−1, and Fe XVI: 27.9 km s−1) using
the peak formation temperature of the emission line. As with
vrms, σnt is also a function of the height. It was calculated using
Eq. (12) which has been used in previous work (e.g. Testa et al.
2016; Pant et al. 2019; Pant & Van Doorsselaere 2020). To
denote the axes in the plane-of-sky (POS), a dash is used (e.g.
x′ denotes the horizontal axis in the POS). Since all the LOS
angles considered in this article are perpendicular to the vertical
axis, z = z′.

Using the ratio of the non-thermal line width (σnt) and the
root mean squared velocity (vrms), we now investigate the rela-
tion between these two variables in our numerical models and
compare them to the ratios found in PVD2020. Table 2 gives an
overview of our models and the most relevant (similar) models
and corresponding ratios studied in PVD2020. Where our mod-
els differ from those in PVD2020, the lowest expected ratio from
PVD2020 is quoted. Finally, we note that PVD2020 use expo-
sure times equal to a multiple of their driver’s period (with the
exception of their multi-frequency driver), whereas in this arti-
cle, we consider both exposure times which are and which are
not multiples of the driving period.
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Table 2. Models used within this article alongside the most similar
model used in PVD2020.

Model Corresponding case Expected lower
in PVD2020 bound on ratio

Alfvén wave: Mono-periodic linearly polarised
√

2
vy:L, vy:M, vy:H oscillations along the LOS
Alfvén wave: vmix N/A 1
Complex magnetic field N/A 1
Arcade Multi-frequency driver 1

Notes. The expected lower bound on the ratio, σnt/vrms, for each model
in PVD2020 is given in the final column.

Fig. 2. Time-distance plot of vy:H (along the z axis) in the Alfvén wave
model. This result is independent of the x and y position as the model is
invariant along those axes.

3.1. Alfvén wave model analysis

The ratio σnt/vrms as a function of the height for all the Alfvén
model simulations and exposure times is shown in Fig. 3. The
first feature which clearly stands out is the presence of peaks,
which correspond to nodes (see Fig. 2), and hence vrms is smaller
on average at those heights. However, given that the velocity
is on average smaller, we would also expect σnt to decrease at
these locations, leaving the ratio somewhat unaffected. This is
clearly not the case and is due to our choice for the thermal
line width. In real observations, the temperature in the region of
interest is unknown which is why we simply selected the peak
formation temperature of the emission line to represent the ther-
mal line width. Within this current simulation, the temperature
of the plasma is actually ∼400 000 K hotter than the Fe IX peak
formation temperature. Therefore, there is an additional compo-
nent within the non-thermal line width (Eq. (12)) as the ther-
mal line width is underestimated. The non-thermal line width
is now larger than it should actually be and can be denoted by
σnt = σreal + δ, where σreal is the true non-thermal line width
and δ is the additional component due to our choice of thermal
line width. As vrms is smaller at the altitudes which correspond to
the peaks in the ratio, the ratio becomes artificially large due to
the δ/vrms term. To illustrate that this is indeed the case, another
vy:L simulation was performed with a plasma temperature which
is only 20 000 K above the Fe IX peak formation temperature
(see Fig. 4 for the plot of its ratio versus height). As is seen in
Fig. 4, the peaks become less extreme when the plasma temper-

(a)

(b)

(c)

Fig. 3. σnt/vrms as a function of height (z) for the Alfvén wave model
with exposure times of (a) 12 s, (b) 32 s, and (c) 148 s. The different
simulations (solid lines) are vy:L (green), vy:M (blue), vy:H (red), and vmix

(purple). The dashed horizontal lines, from top to bottom, are
√

2, 1 and
1/
√

2.

ature is closer to our chosen thermal line width (the peak forma-
tion temperature of the emission line). As these peaks form for
v ≈ 0, it is unlikely that they will be seen in real observations,
as some flows will always be present. However, there will be a
significant additional component in the non-thermal line width
in this calculation whenever v . δ, which may occur frequently.
This highlights the importance of selecting an appropriate ther-
mal line width (e.g. through DEM analysis).

Simulations vy:L, vy:M, and vy:H show a decrease in the ratio
with an increase in wave amplitude. This is the result of the addi-
tional non-thermal line width component (δ) due to our estimate
of the thermal line width. Similar to the behaviour of the peaks

A56, page 5 of 11



A&A 656, A56 (2021)

Fig. 4. σnt/vrms as a function of the height (z) for the vy:L simulation
in the Alfvén wave model but with a plasma temperature closer to the
Fe IX formation temperature. Exposure times of 12 s (light blue), 32 s
(light green), and 148 s (orange) were used. The dashed horizontal lines,
from top to bottom, are

√
2, 1 and 1/

√
2.

caused by the prevalence of nodes, the ratio in the vy:L simula-
tion is most significantly impacted due to the smaller velocity
perturbations leading to artificially larger ratios due to the δ/vrms
term. This term decreases with an increasing wave amplitude
and we indeed see that the ratios for vy:L, vy:M, and vy:H decrease.
To confirm that this behaviour is indeed caused by the additional
component, δ, the ratios for the vy:L, vy:M, and vy:H simulations
were calculated using the minimum thermal line width present
in each simulation (18.4 km s−1, 18.3 km s−1, and 17.6 km s−1,
respectively). The newly calculated ratios are illustrated in Fig. 5
which uses an exposure time of 12 s and is hence comparable
with Fig. 3a which uses the peak formation temperature as the
thermal line width (15.7 km s−1: less than the thermal line widths
in Fig. 5). When the additional component of the thermal line
width is reduced, by changing the thermal line width from the
peak formation temperature to the minimum thermal line width,
the three simulations produce similar ratios, all of which are
below the ratio of

√
2 given in PVD2020 (see Table 2). This

clearly illustrates the importance of an appropriate thermal line
width. In real observations, it is not always possible to deter-
mine the exact temperature of the plasma. The difference in the
thermal line widths (i.e. the minimum thermal line width present
and the thermal line width at the peak formation temperature)
is approximately 2−3 km s−1 and only has a noticeable effect on
the vy:L and vy:M simulations; hence the approximate additional
component of the thermal line width is 10%−23% of the velocity
driver’s amplitude for these two simulations. This suggests that
any additional component in the thermal line width greater than
10% of the velocity driver’s amplitude will result in artificially
large ratios.

The closest comparison to the simulations vy:L, vy:M, and vy:H
are the mono-periodic linearly polarised oscillations along the
LOS in PVD2020; hence we would expect the ratio to be greater
than or equal to

√
2 (see Table 2) if the spectra are averaged

over one or multiple periods of the driver. However, in our study,
we have chosen exposure times that are not an exact multiple
of the velocity driver’s period. As seen from Fig. 3, vy:H (red
line) is the only one of the three simulations which does not sat-
isfy σnt/vrms >

√
2 (with vy:M below the criterion for smaller

exposure times). This effect, as discussed previously, is the con-
sequence of the additional component in the non-thermal line
width (δ) and all three simulations are in fact below this ratio
when the ‘minimum’ thermal line width is used (see Fig. 5). To

Fig. 5. σnt/vrms as a function of height (z) for the vy:L (green), vy:M (blue),
and vy:H (red) drivers in the Alfvén wave model, using a thermal line
width equal to the minimum thermal line width in each simulation. The
dashed horizontal lines, from top to bottom, are

√
2, 1 and 1/

√
2.

allow for a comparison between our simulations and the equiv-
alent in PVD2020, we re-calculated the ratios with an exposure
time equal to the driver’s period, while still using the peak for-
mation temperature as the thermal line width. When the new
exposure time is applied to the vy:H simulation, the ratio becomes
the orange line in Fig. 6a. There is little difference in the ratio
between an exposure time equal and not equal to a multiple of
the driver’s period (see the orange line in Fig. 6a and the red line
in the first panel of Fig. 3, respectively). As a comparison, we
also analyse the ratio from a simulation of a standing wave (no
wave interference present) which has the same amplitude as vy:H.
When an exposure time equal to the period of the driver is used,
we satisfy the

√
2 criterion (see Fig. 7), unlike the ratio in the

vy:H simulation.
To explain this result, we considered the effect due to the

exposure time and the effect due to the wave interference.
Firstly, we shall consider the effects of the exposure time with
no wave interference. At a single point in the POS ((x′, z) =
(0.1,−28.6) Mm), a time frame was examined during the vy:H
simulation before the first reflected wave front reached this alti-
tude (z = −28.6 Mm). The ratio calculation was evaluated for
two different exposure times. One exposure time is equal to the
driver period (15 s) and one is not (22.5 s). These are denoted
by the green and red asterisks in Fig. 6a, respectively. Figure 6b
illustrates the wave behaviour and time frames over which the
asterisks in Fig. 6a were calculated. The left-hand panel shows
a time frame before wave interference and the right-hand panel
shows a time frame during interference. When no wave interfer-
ence is present, we see a lower ratio when the exposure time is
not a multiple of the driver. Since vrms has no influence on the dif-
ference between the ratios, as it is the same for these two cases,
we focus on the non-thermal line width. When anti-parallel flows
are present along the LOS within an exposure time, the specific
intensity becomes double peaked. Whether these peaks are sym-
metric about λDV, is dependent on the exposure time used. If the
exposure time is equal to a multiple of the driver’s period, then
the specific intensity is symmetric. Conversely, if the exposure
time is not a multiple of the driver’s period, then under-sampling
a wave period causes asymmetry. As the line width is controlled
by the variation in the velocity profile along the LOS, this under-
sampling can result in a decrease in the total line width. For
example, this happens if the extrema in the velocity profile do
not occur during the exposure time. Figure 8 depicts such an
example by illustrating the resultant specific intensity (top row)
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(a)

(b)

Fig. 6. Analysis of σnt/vrms. (a) σnt/vrms as a function of height (z)
for the vy:H simulation in the Alfvén wave model. The orange line
has an exposure time equal to the period of the driver, and the blue
line has an ‘infinite’ exposure time (full length of the simulation).
The dashed horizontal line is at

√
2. The asterisks are evaluated at

(x′, z) = (0.1,−28.6) Mm during a time frame before (green and red)
and after (purple) wave reflection off the top boundary, with exposure
times equal to one period (15 s: green and purple) and one and a half
periods (22.5 s: red) of the velocity driver. (b) Time frames for the
asterisks described in (a), depicted by the vertical bars (corresponding
colours) on top of vy at the point (x′, y′, z) = (0.1, 0.1,−28.6) Mm as a
function of the time (black line). Left and right-hand panels: are from
approximately 0−120 s and 605−725 s, respectively.

from a wave (bottom row) equal to the period of the driver (left
column) and a wave with a period less than the driver (right col-
umn). As a result of the under-sampling, the ratio σnt/vrms typ-
ically decreases when exposure times are not a multiple of the
driver’s period.

However, when considering the full simulation and using an
exposure time equal to the period of the driver, the ratio does not
increase as described above (readers can compare the red line
in Fig. 3 to the orange line in Fig. 6a, i.e. the ratio without and
with an exposure time equal to the driver’s period, respectively).
This is due to the presence of wave interference. To analyse this,
two cases are considered, one, as before, which uses a time frame
before any wave interference is present (green asterisk in Fig. 6a)
and another which uses a time frame during wave interference
(purple asterisk in Fig. 6a) in the vy:H simulation. Both cases use
an exposure time equal to the period of the wave’s driver. For
the purple asterisk, asymmetric specific intensities are obtained,
but in this case, this is due to the wave interference. As a result
of the asymmetry, the ratio in Fig. 6a also decreases. Another
contributing factor is the change in vrms due to the unequal wave
amplitudes as a result of wave interference (readers are encour-
aged to compare the wave profiles in the two panels of Fig. 6a).

Fig. 7. σnt/vrms as a function of the height (z) for the standing wave
model (same wave amplitude as vy:H). The red line has an exposure time
equal to the period of the driver. The dashed horizontal lines, from top
to bottom, are

√
2, 1 and 1/

√
2.

Fig. 8. Example of under-sampling a wave period. Bottom row: is the
wave present over two different exposure times. The red wave (right)
is a subset of the blue wave (left) where the blue wave has an expo-
sure time equal to the period of the driver. Top row: depicts the specific
intensity over the two different exposure times.

These two factors explain why the criterion for the ratio is satis-
fied in the standing wave case (Fig. 7) and not in the vy:H simula-
tion (orange line in Fig. 6a) even though an exposure time equal
to the period of the driver was used.

One circumstance for which the
√

2 criterion is attained for
the high amplitude Alfvén wave simulation when the peak for-
mation temperature is the thermal line width (see red lines in
Fig. 3) is when an ‘infinite’ exposure time is considered (see
blue line in Fig. 6a), that is the exposure time is equal to the
length of the simulation. In fact, when investigating the ratio for
numerous exposure times, it was found that any exposure time
greater than approximately 220 s sufficed. Since the frequency of
the imposed driving does not match the natural, fundamental fre-
quency (or one of the higher harmonics), once the wave reflects
off the boundaries, a beating behaviour occurs. This leads to the
presence of longer periodicities in the domain than the period of
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the driver. As the wave amplitude changes over short times, in
order to obtain a representative view of the wave behaviour, we
need the exposure time to be greater than the beating period. In
other words, in order to obtain the ratio found in PVD2020, we
need larger exposure times (or more periods). Within observa-
tions it is unlikely that the footpoint motions are monoperiodic,
as is the case within this model, and hence this result may occur
to a lesser extent within the corona.

We now consider the ratio generated from the vmix simulation
(see purple curves in Fig. 3). Firstly, the ratio is approximately
a factor of

√
2 less than the ratio achieved in the vy:M simula-

tion regardless of the thermal line width used (i.e. either the
peak formation temperature or the more accurate thermal line
width). This is due to the difference in the alignment of both
the drivers in comparison to the y axis: The component of the
velocity along the LOS is a factor of

√
2 smaller in the vmix sim-

ulation, but vrms is the same in both cases. From the scenarios
considered in PVD2020, σnt > vrms is a lower bound on the ratio
(see Table 2). This is indeed satisfied within the vmix simulation;
however, when a more accurate thermal line width was used, it
was determined that the ratio did not satisfy σnt > vrms. We did
not apply the condition σnt >

√
2vrms as the LOS is no longer

aligned with the direction of oscillation. Irrespective of whether
the simulations meet the conditions presented in PVD2020, none
of the ratios – including vy:L, vy:M, and vy:H – reach 1/

√
2, that is

the ratio which has been used over the past decade in several
studies. This is also the case when a more accurate thermal line
width is implemented.

3.2. Complex magnetic field model analysis

Within the complex magnetic field model analysis, some loca-
tions in the domain contained plasma at temperatures lower the
peak formation temperature of Fe XVI and hence Eq. (12) had
no real solutions. Two approaches were taken. The first approach
was to neglect these locations in the averaging. The second
approach was to set the non-thermal line widths at those prob-
lematic points to zero. These two approaches did not differ sig-
nificantly; hence we have only included the latter in Fig. 9, which
illustrates σnt/vrms as a function of the height during the complex
magnetic field model simulations.

Even though the driver is mono-periodic and linearly
polarised along LOSy, comparing it to the simulation with the
equivalent driver in PVD2020 and, hence, using a ratio threshold
of
√

2 is not an appropriate comparison. This is firstly because
we considered LOSx, which is not aligned along the direction of
the driver, and secondly Howson et al. (2020a) and Fyfe et al.
(2020) have shown that the polarisation of the waves changes
from strictly vy at the driver to also containing a vx compo-
nent throughout the rest of the 3D domain. Therefore, this sim-
ulation must be compared to the lowest threshold PVD2020
present; hence examining the ratios with respect to the thresh-
old σnt/vrms > 1 is used here (see Table 2). From Fig. 9, it is
clear that this threshold is not always satisfied.

Firstly, observations along LOSy only achieve the threshold
of one for larger exposure times, whereas LOSx fails to attain
this target entirely. Increasing the exposure time does increase
the non-thermal line width and hence the ratio σnt/vrms (as with
the Alfvén wave model). However, even when an ‘infinite’ expo-
sure time was implemented, there was little difference between
that and Fig. 9c which has an exposure time of 105 s. We see
that observations along LOSx never attain the threshold. This is
a consequence of the non-thermal line width since vrms is the

(a)

(b)

(c)

Fig. 9. σnt/vrms as a function of the height (z) for the complex magnetic
field model with exposure times of (a) 14 s, (b) 47 s, and (c) 105 s. The
different LOS angles are LOSy (blue) and LOSx (red) and the emission
lines are Fe XII (solid lines) and Fe XVI (dashed lines). The dashed
horizontal lines, from top to bottom, are 1 and 1/

√
2.

same for both LOS angles. In Fig. 20 of Fyfe et al. (2020), it is
shown that the mean magnitude of vy is greater than that of vx.
Hence, the non-thermal line width is smaller along LOSx com-
pared to LOSy. In essence, LOSx is not observing the dominant
component of the velocity field (vy) even though it is included
in vrms, and hence the ratio is less than one. The same but less
extreme effect is causing the ratio to decrease for LOSy. Indeed,
it is below one for smaller exposure times. This effect not only
explains why LOSx does not attain the threshold, but also reveals
why there is a difference between the two LOS angles.

Two more factors which may influence the ratio are the com-
plexity of the field and the presence of wave interference. In the
Alfvén wave model, we showed that wave interference decreased
the ratio as a result of the asymmetric specific intensities. In a
similar way, we see asymmetric line profiles for the complex
field due to wave interference and phase mixing along the LOS
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Fig. 10. σnt/vrms as a function of the height (z) for the complex mag-
netic field model with an exposure time of 105 s. The different LOS
angles are LOSy (blue) and LOSx (red) and the emission lines are Fe XII
(solid lines) and Fe XVI (dashed lines); however, the minimum forma-
tion temperature was used rather than the peak formation temperature.
The dashed horizontal lines, from top to bottom, are 1 and 1/

√
2.

(Howson et al. 2020a) and, hence, a reduction in the ratio. Here,
we only consider exposure times that are not equal to a multiple
of the drivers’ period; however, we know from the Alfvén wave
model that even with an exposure time equal to the period of the
driver, the presence of wave interference still decreases the ratio
below the anticipated threshold of one.

As seen in Fig. 9, not only does LOSx not reach the threshold
of one, but it also sits on (or below, dependent on the emission
line) the ratio 1/

√
2. Previously PVD2020 found that this was

not attainable in their model. We do see an increase in the ratio
(see Fig. 10) when thermal line widths approximately equal to
the minimum formation temperature of the ions are used (Fe XII:
18.4 km s−1 and Fe XVI: 22.9 km s−1). However, even in this
case, LOSx still crosses the ratio of 1/

√
2 and hence the root

mean squared wave amplitude is greater than the non-thermal
line width, contrary to PVD2020. The discrepancy between the
complex magnetic field model and the findings of PVD2020 lies
in the complexity of the models and the LOS angles. Indeed,
when the LOS is parallel to the velocity driver, the two factors
which produce a decrease in the ratio are the presence of wave
interference and the changing polarisation of the wave. These
two factors, combined with a LOS perpendicular to the veloc-
ity driver, generated ratios even less than those aligned with the
driver. All of these are factors which are not present in PVD2020.
And finally, as in the Alfvén wave model, there is an additional
component in the non-thermal line width (δ) due to underesti-
mating the true thermal line width by using the peak formation
temperature. This means that if a more accurate thermal line
width is used, these ratios will be even smaller and a larger dis-
crepancy will be present between this model and PVD2020.

3.3. Arcade model analysis

The final model examined within this article is the arcade model.
Fig. 11 shows the ratio σnt/vrms as a function of the height (z)
for various simulations using the 29 s exposure time. The 261 s
and 739 s exposure times generated very similar ratios and hence
have been neglected in the figure. Due to the damping layer
close to the top z boundary and the effect it has on vrms, we
neglected z > 18 Mm. The threshold of one, from the multi-
frequency driver simulation in PVD2020, is used for compari-
son with this current model (see Table 2). From Fig. 11, it is
clear that all regimes (ideal, resistive, and viscous) and driving

Fig. 11. σnt/vrms as a function of height (z) for the arcade model with
an exposure times of 29 s (similar for 261 s and 739 s). The different
driving timescales are TL (coloured dashed lines) and TS (solid lines)
with the ideal (red), resistive (green), and viscous (blue) regimes. The
dashed horizontal lines, from top to bottom, are 1 and 1/

√
2.

timescales (short and long) are above the threshold. However,
we need to err on the side of caution with this analysis. The
thermal line width is underestimated by just under 2 km s−1, as
we used the peak formation temperature of the ion rather than
the temperature of the simulation. This would not be an issue if
the velocity perturbations present were significantly larger; how-
ever, the average of vrms is approximately 1.5 km s−1. As with the
peaks and ratios seen in the Alfvén wave model, the additional
component in the non-thermal line width (δ), alongside the low
velocity perturbations, causes the ratio to be larger than it should
actually be. To confirm this, one of the simulations was analysed
again with the velocity field artificially increased to be twenty
times greater than the original simulation. In this case, the ratio
decreased to a value of about 1/

√
2. Therefore, further analysis

of this model is somewhat unreliable as the term δ/vrms is domi-
nating the behaviour of the ratio.

In Howson et al. (2020b), the authors demonstrate that more
heat is generated in the TL simulation than in the TS simulation.
Bearing this in mind, the increase in the ratio from the TS sim-
ulation to the TL simulation, seen in Fig. 11, may be due to the
increased heating in the TL simulation, alongside the constant
thermal line width used for both simulations. More specifically,
there is a larger additional component in the non-thermal line
width (δ) in the TL simulation than in the TS simulation.

Finally, when comparing the results for different exposure
times, unlike the Alfvén wave model and the complex magnetic
field model, there is very little difference between the ratios.
This, however, is difficult to examine as it is most likely due
to the overshadowing of the large additional component in the
non-thermal line width.

4. Discussion and conclusions

In this paper, we have expanded on the work of Pant & Van
Doorsselaere (2020), where the authors examine the relation
between the root mean squared wave amplitudes (vrms) and the
non-thermal line widths (σnt). The ratio σnt/vrms was frequently
used to estimate observed wave energies. However, PVD2020
claim that the value of this ratio is incorrect and that previous
wave energies have possibly been overestimated. In this article,
we look at more complex MHD models than the ones investi-
gated in PVD2020 in order to determine if their claim still holds.

To be able to estimate the non-thermal line width from
observed line profiles, it is necessary to first establish the thermal
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component of the line width. To mimic the information available
in actual observations, we based the thermal line width in our
study on the peak formation temperature of the emission line
(unless otherwise stated for comparative purposes), rather than
the actual temperatures in the 3D simulation domains. How-
ever, when the temperature in the simulation domain is larger
than the peak formation temperature, this can affect the reliabil-
ity of the ratio σnt/vrms. Indeed, by writing the non-thermal line
width as σnt = σreal + δ, where σreal is the ‘true’ non-thermal
line width and δ is the additional component due to underesti-
mating the thermal line width, it is clear that the ratio σnt/vrms
becomes larger than it should actually be. When velocities in the
domain are small, this additional component in the non-thermal
line width can dominate the ratio. By comparing simulations,
we deduced that the σnt/vrms ratio becomes unreliable in loca-
tions where the additional component in the thermal line width
is greater than about 10% of the velocities. Another scenario is
when the plasma temperatures are less than our chosen thermal
line width. When this is the case, the non-thermal line width
(see Eq. (12)) has no real solution and hence the analysis breaks
down.

As well as the thermal line width, the choice of exposure
time was also found to affect the ratio σnt/vrms. Again, to reflect
actual observations, we chose to make the exposure times inde-
pendent of the period of the drivers in our simulations. In other
words, the exposure time was not chosen to be an exact mul-
tiple of the period. It was found that when a non-integer mul-
tiple of the driver’s period was used as the exposure time, the
ratio would decrease in comparison to an exposure time equal
to a multiple of the period of the driver. This was due to the
under-sampling of wave periods when the exposure time did
not equal a multiple of the driver’s period, resulting in smaller
non-thermal line widths (see Fig. 8 for an example of under-
sampling). One method, however, that was found to increase
the ratio was to use larger exposure times. This increased the
ratio in some of the simpler simulations (i.e. Alfvén wave
model), such that the ratio coincided with that in PVD2020,
when previously they did not with smaller non-integer multiples
of the driver’s period as the exposure time. Due to the multi-
frequency nature of the corona, this exposure time result may not
emerge in observations as our simulations contain monoperiodic
drivers.

Another influential factor in the ratio σnt/vrms is the presence
of wave interference. It was found to decrease the ratio when
comparing a simple Alfvén wave model without and with the
reflection of the wave off the top boundary (i.e. generating wave
interference).

Within the complex magnetic field model, both the exposure
time and the wave interference played important roles in reduc-
ing the ratio between the non-thermal line width and the root
mean squared wave amplitudes. In addition, the LOS angle was
also found to play a critical role. Two LOS angles were con-
sidered in this model, one parallel (LOSy) and one perpendic-
ular (LOSx) to the velocity driver (vy) on the bottom boundary.
Throughout the simulation, the mean magnitude of vy is greater
than that of vx (see Fig. 20 of Fyfe et al. 2020). Hence, LOSx
is not observing the dominant component of the velocity field,
but it is included in the vrms calculation. This resulted in not only
LOSx producing ratios less than LOSy, but also generating a ratio
which is less than the one predicted in PVD2020 (σnt/vrms > 1).
For LOSy, the ratio only reaches one for larger exposure times
and is less than one for smaller exposure times.

Our models use a static background with waves driven using
mono- or multi-periodic drivers. This setup is simplistic in com-

parison to the corona’s more dynamic behaviour, where the
background is not necessarily time-independent and waves can
be turbulently driven. Although we consider spatial complex-
ity in our complex magnetic field model, the complexity of the
field is still time-independent. If temporal variations to the back-
ground on timescales similar to the waves were also present,
identifying waves might no longer be possible. For example,
Goossens et al. (2019) show that spatial complexity mixes the
properties of the MHD waves; this also holds when temporal
variations are present. However, we found that using the ratio
σnt/vrms to estimate wave energies is not a robust approach and
this conclusion equally holds if short-timescale temporal varia-
tions in a dynamically changing corona are present.

Our analysis has highlighted several key issues which need
to be taken into account when estimating wave energy budgets
from observations. For example, it is important that an appro-
priate thermal line width is selected and this is not necessarily
the formation temperature of the emission line under investi-
gation. One method of obtaining a more accurate thermal line
width is through DEM analysis. From the numerical models
presented in this article, the average value of σnt/vrms = 1.7.
Although this average satisfies the findings of PVD2020 (i.e.
either σnt/vrms >

√
2 or σnt/vrms > 1 dependent on the scenario),

we do find that the ratio for the different models ranges from 0.38
to 5.92 (neglecting the values caused by boundary conditions).
Overall, the ratio is highly dependent on a number of factors (e.g.
LOS angles, magnitude of the velocity perturbations, presence
of wave interference, and the length of the exposure time) and
hence it is not possible to identify a single value for the σnt/vrms
ratio.
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