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Abstract

The resource closure operator is a new concept within autonomic computing that differs from other approaches in this field in that it is not based on prediction. Earlier models have an assumption that its knowledge about the system is comprehensive enough to be able to predict future behaviour. Instead, the resource closure model acknowledges that it is not possible or even necessary to have such knowledge to be able to manage the system well.

This masters thesis will make developments to a model based on the resource closure operator, and implement it in a specific case of autonomic power management. The chosen case is dynamic processor frequency scaling, which is a method for reducing the processor’s power consumption. The ultimate hope of this research is to contribute knowledge towards the goal of better utilisation of computing resources, and, eventually, towards the goal of reducing the overall power consumption of computer systems and data centers.

Three additions to the model will be presented to further enhance it and make it suitable for the chosen application. A proof of concept implementation of frequency scaling will be performed to show the feasibility of such an approach. Estimates of potential energy savings indicate that the use of a resource closure model is a viable approach for autonomic power management.
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Chapter 1

Introduction

1.1 Motivation

The IT sector has over the last couple of decades become a major consumer of electrical power. The explosive growth of the Internet alone has triggered an enormous demand for servers and network infrastructure to provide for its many millions of users [16]. In December 2009 the estimated number of Internet users was as much as 1.8 millions, which is about a quarter of the world’s population [22].

During the relatively short timespan from 2000 to 2005, servers worldwide as much as doubled their power consumption. In 2005, all servers in the USA (including cooling and auxiliary equipment) accounted for about 1.2% of the country’s total power consumption, and resulted in an electricity bill of $2.7 billion [30].

With the growing awareness of the environmental impact of energy production, it has become clear to the IT industry that they have become a major contributor to global warming. This is one of the reasons behind the current focus on “green computing,” which is a collective term for efforts done to make IT more environmentally friendly, and among these, reducing power consumption is an important part [43].

Another important motivation for the industry is to gain cost reductions due to a lower electricity bill. Moreover, future prognoses show an emerging energy crisis where energy supplies will decrease and prices will rise [37]. With this in mind, the incentive to reduce electricity consumption will become even greater, not only because of the price, but because there might not be enough energy produced to meet the demand [16].

One promising and very interesting path for reducing server power consumption is through the concept of cloud computing, enabled by the recent improvements
in virtual machine technologies. Cloud computing is, put shortly, a consolidation of applications and computing services onto central remote servers in a data center, that are accessible over the Internet [44]. There are several benefits that can be achieved by doing this, and one of the most important ones is to utilise the available computing resources better, in terms of processing power, disk storage, administration, space, cooling etc. These are also important factors when it comes to power consumption, and a better utilisation will have a positive effect on the total energy consumption of the world’s IT services [16].

The load on a data center will vary a lot. To maximise the utilisation of the computing resources, including any power reduction, unutilised resources should either be shut down, or adjusted down to minimum levels when load decreases, and restarted/readjusted upwards when they once again are needed. Because of the complexity involved, the system needs a high degree of self-management to be able to achieve this [23].

Autonomic computing is one of the leading paradigms of self-management in computer systems. It is named so because of the resemblance to the human autonomic nervous system. Autonomic systems use feedback control, which means that the system gets feedback about how it responds to decisions made by the autonomic control mechanism. This information becomes the basis for future control decisions [18].

The effectiveness of the autonomic control system will be vital for the efficiency of the data center as a whole. The traditional problem with management systems using feedback control is that they require very accurate models of system behaviour to function well [17], and this kind of accuracy in a very complex system is hard to achieve [9].

A recent contribution within the area of autonomic computing is the suggested concept of “Resource Closure Operators” presented by Couch et al in 2009 [10, 11]. It is a general method for predictable high-level management of computer systems in a complex and unpredictable environment, and purports to enable near optimum resource management without any detailed model [10].

1.2 Problem statement

The goal of this thesis is to investigate and evaluate the possibility of using the resource closure model for power management in a computer system, and to make further developments to the model in order to be able to make a proof of concept implementation in a specific case of autonomic power management.
1.3 Approach

The concept of closures in the context of resource management is currently at a very theoretical level. Research within the topic has mainly been conducted by statistical modelling and simulations [10]. However, a couple of proof of concept implementations have been produced within the related field of configuration management [41, 47].

Further research in resource closure operators will still be dependent on theoretical studies and simulations, as there are many remaining issues to be solved [10]. The work in this thesis will also be theoretical. Simulations will give an indication of whether or not the resource closure model is feasible for this kind of application. It will also identify issues that has to be resolved before the model can be implemented as a proof of concept.

The modelling and simulation part of this thesis has been performed using the R environment for statistical computing [45]. The initial source code of the simulation environment and statistical model used in these experiments was kindly provided by Professor Couch [11]. It has been adapted to fit the new model described in this thesis.

A proof of concept implementation has been desirable to better support the results of the simulations and to show the feasibility of the model in a real application. The planned proof of concept will be tightly connected to the theoretical work and simulations, and will be based on the specific case of power management chosen for this thesis.

1.4 Main contributions

The contribution of this master thesis to the research community is two-fold. Mainly, it is a contribution to the research on resource closure operators. The
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thesis investigates challenges that formerly have not been addressed in previous research in this field, most importantly the non-linear cost function, priority in value-functions and also the case of limited and discrete resource levels.

In addition, this work is a contribution to the research field of autonomic power management, one of the most important and most challenging fields of research within green computing and autonomic computing today. The scope of this thesis is to evaluate the feasibility of applying a resource closure model in a real setting of autonomic power management.

The ultimate hope of this research is to contribute knowledge towards the goal of better utilisation of computing resources, and, eventually, towards the goal of reducing the overall power consumption of computer systems and data centers.

1.5 Outline

The thesis is organised in the following manner:

Chapter 1: Introduction gives a brief overview of the basic idea behind the thesis, a short explanation of the motivation behind it as well as defining the problem statement.

Chapter 2: Background and literature will give a short, but more thorough introduction to the central topics mentioned in the introduction. It will present the findings from the literature research and give the theoretical basis needed for reading the rest of the thesis.

Chapter 3: Model and methodology presents the model and proof of concept developed during the work with this thesis, and also describes the methodology used in the development process.

Chapter 4: Results will present the results from the simulations and the proof of concept implementation of the new model.

Chapter 5: Discussion and conclusion will summarise and discuss the results of the research and the developed model, as well as present a conclusion.
Chapter 2

Background and literature

This chapter will provide a short introduction to green computing and the issue of power consumption in data centers. Furthermore, there will be an introduction to autonomic computing, including a presentation of the major research in autonomic power management. Finally, there will be a description of the resource closure model used in this thesis, and the central concepts it builds upon.

2.1 Green computing

Green computing has been a hot topic the last few years, as the use of IT systems has grown substantially, and the environmental effects of production, power consumption and waste disposal have become more apparent. One of the main goals of green computing is to use the computing resources as efficiently as possible, while at the same time maintaining or even increasing the overall performance [16].

The discussion around green computing is not completely new; it has been a topic at least since 1992, when the United States Environmental Protection Agency launched Energy Star; a voluntary labeling program designed to identify and promote energy efficient products. Labels are given to the products that meet its energy-efficiency specifications, and its first product group was computers and monitors [16]. It has been estimated that if all computers sold in the US had met the Energy Star requirements, the total cost savings yearly on electricity would be worth around $2 billion, and the reduction of greenhouse gas emissions would be roughly equivalent with the emissions from 2 million cars [46].

Since the early 1990’s, the technologies for reducing the power consumption of computers have improved, especially in laptop computers where extending battery time has been an important motivation to achieve better efficiency
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[40]. However, the overall power consumption of computers has increased over the same period of time [3]. The focus on development has first and foremost been on processing power [31, 16], and as processors have become exponentially better, following the well-known Moore’s law [35], the power consumption has accordingly followed the same curve [15].

Energy, cooling and space in data centers has traditionally been assumed to be both available and affordable, while processing power has been seen as the limiting factor. During the last decade this perception has been turned completely on its head. While processing power has become both very powerful, widely available and affordable, the opposite has happened with cooling, electricity and space [31].

The main focus of green computing today lies on large data centers, with their enormous and sometimes wasteful energy consumption [31]. Enterprise data centers have grown in both number and size, and with an ever increasing need for electricity to run the servers and the necessary cooling, they can easily account for more than half of both the electricity bill and the corporate carbon footprint in the most information-intensive organizations [16].

2.1.1 Adoption and implementation

The biggest challenge today does not necessarily lie in developing new and more energy efficient technology, but rather to adopt and implement the knowledge and technology we already have.

Harmon and Auseklis have identified the main factors driving the adoption of green computing [16]:

The rapid growth of the Internet. This is the main reason behind the increase in data centers. Internet is growing at more than 10% every year, and resource intensive services like music and video downloading, on-line gaming and Voice over IP services are some of the main drivers.

Increasing equipment power density. Servers are getting smaller, but have more processing power. This has increased the power density more than 10 times from 300 watts per square foot in 1996, to more than 4,000 W/ft$^2$ in 2007.

Increasing cooling requirements. The server power density leads to a higher heat density, which again requires more cooling capacity. Each watt of power used requires another 1-1.5 watts of cooling, and this ratio will increase as the power density increase.

Increasing energy costs. As the energy consumption increases, the electricity costs follow. The expenditure for power and cooling will easily exceed that of the price for the acquisition of the server, and with the estimated increase in energy prices, this will continue to grow.
Restrictions on energy supply and access. As consumption generally rise, price may not be the only restriction, but there might actually not be enough power to meet the demand. Also, the aging infrastructure in some locations may not be able to deliver the electricity needed.

Low server utilisation rates. The utilisation of the servers in large data centers average between 5-10%. Low utilisation of the available resources means that much of the energy and money spent on operating the data center yields no return.

Growing awareness of IT’s impact on the environment. Carbon emissions grow proportionally with energy consumption, and as data centers become more energy demanding, the more impact they have on the global environment.

Harmon and Auseklis have also identified strategies for implementing green computing in data centers [16]:

Data center infrastructure. Many data centers are getting old, and most of their equipment is power hungry and inefficient. These will need to be improved or maybe even replaced.

Power and workload management. Using power management software that can dynamically adjust processor power states to match the current workload can save substantial amounts of electricity and money. Estimates from the EPA suggest savings of $25 to $75 per desktop computer per year [46], and even more for servers.

Thermal load management. The increased heat density in data centers demand more efficient and better planned ventilation and cooling systems, and there are several emerging technologies in this area.

Product design. The design of processors is vital for their power usage. For instance, multiple-core processors consume proportionally less power than an equal number of single-core processors. Dynamic power and workload management can also be implemented directly within the processor.

Virtualisation. Data center virtualisation has become the most important way to increase the utilisation of the computing power, which also has a great positive effect on power consumption.

Cloud computing and cloud services. Virtualisation has enabled utility computing where dynamic and high performance computing resources and services have become available over the Internet, where and when they are needed. This way, computing resources can be scaled to meet the demand, which will also give better power management.
2.2 Autonomic computing

As computer systems grow more complex, managing these systems also becomes more and more complex. In a response to this problem, IBM corporation introduced the concept of autonomic computing in a manifesto published in 2001 [18]. In this manifesto, IBM states that the explosive growth of Information Technology infrastructure, processor power and storage capacity can only keep growing for a limited period of time, before it collapses in unmanageability. They have taken inspiration from the human body’s self-regulating autonomic nervous system to define what they describe as the next generation of computing, namely autonomic computing.

Since the launch of autonomic computing as a research area, a lot of ambitious research has been started within subjects such as self-configuration, self-protection, self-healing and self-optimisation. However, autonomic computing is still just a grand vision, and will be one of the biggest challenges for the IT industry and academia in the years to come, and it involves many different research fields. IBM researcher J. O. Kephart identifies the main research challenges of autonomic computing in [24].

Even though we are many years away from any fully autonomic computer system, there can be a lot of benefit from improvements made on the way. Kephart and Chess [25] envision a step-by-step path to autonomic systems. The first step is automated functions for collecting and aggregating information to support decisions made by human system administrators. The next step will be advisory functions to offer possible actions for the human operator to choose from. The experience from these functions might enable the autonomic systems to make minor low-level decisions. As the technology progresses and as the human trust in autonomic processes grows, system administrators will make less frequent and predominantly higher-level decisions. Ultimately, self-management will seem natural and unremarkable, and be taken for granted by users and system administrators alike.

**Definition 2.1 (Autonomic computing)**

*Autonomic computing systems are systems that to a certain degree can manage themselves given high-level objectives from administrators [25].*

2.2.1 Autonomic power management

The challenges of power management in data centers have motivated research in self-optimising systems for minimising energy consumption. Research has been done within several different areas, and has recently focused on a more holistic approach, taking into consideration such things as memory, I/O and network, in addition to the traditional focus on processor power and cooling [19].
2.3 Resource closure model

Much research has focused on adjusting processor frequencies according to its current workload. Kandasamy et al [23] propose a very general control mechanism, using a mathematical model that optimises forecasted behaviour based on a limited look-ahead prediction, which can be applied also to other resource management problems. Sharma et al [42] investigate a web server system and propose a mechanism for making the processor run as slowly as possible without violating any quality of service constraints.

Femal and Freeh [14] have investigated non-uniform power allocation and distribution in data centers. They have presented a power allocation method, based on both local and global power limits, that optimises power distribution for server clusters based on a forecasted workload.

Heat management has been the focus of Moore et al [36]. They have examined the impact of factors like air conditioning and physical room layout on the heat and power management of a data center, and presents a prototype method for modeling thermal behaviour.

Khargaria et al [26, 27, 28, 29] have published a series of articles on autonomic power and resource management, developing a more holistic approach to power and heat management. Their experimental results have shown a considerable potential for reducing power consumption using autonomic systems management, while maintaining performance. Their results showed around 72% savings in power with their approach as compared to static power management techniques and 69.8% additional savings with both global and local optimizations [28].

2.3 Resource closure model

The resource closure model is a theoretical and statistical model based on the resource closure operators of Couch et al [10, 11]. It is a contribution to the field of autonomic computing, but differs from other approaches in this field in that it is not based on prediction. Earlier approaches are built on an assumption of a model of system behaviour that is comprehensive enough to be able to predict future behaviour.

The resource closure model instead acknowledges that there are influences on the system that are inherently outside of control and not possible to manage; and further that it is not necessary to have complete knowledge of all the influences on a system to achieve sufficient management.

This section will give a brief explanation of the fundamental concepts of the model, as well as a basic technical discussion on how it works.
2.3.1 The closure

A closure is by Couch et al described as a self-managed and predictable component (resource) in an otherwise open and unpredictable environment. The notion of closures in closed environments existed prior to the work of Couch et al, as many closed-source components are guaranteed to work without any external effects. Their work concentrates instead on how to create and maintain closures in an open environment, where they will be influenced by unknown factors [12].

The term closure comes from programming. It was first described in 1964 by Peter J. Landin [33], and can simplistically be described as an independent environment inside a computer program. Within a closure a variable name is unique, persistent and independent from any other variable with the same name outside the closure. Couch et al apply the term to system administration in a set of 20 principles, each defining properties of a closure in this new context [12].

In the field of configuration management, closures has been implemented and tested in at least two instances, first with an HTTP service closure [41] and later with an IP address closure [47]. Both experiments showed that the closure approach seems to be viable, and that closures do exist for a limited problem domain. These implementations also revealed some of the many challenges that must be overcome before the use of closures in production systems can become a reality.

Definition 2.2 (Closure)

A closure is a structure in which configuration commands or parameter settings have a documented, predictable, and persistent effect on the observable behaviour of the system managed by the closure. A closure in an open system can be described as a “domain of semantic predictability” in an otherwise unpredictable environment [12]. An open system is a system that is influenced by external effects, for instance a computer on a network. A closure in an open system will have a limited domain in where its choices will not have any unintended consequences on the system it manages.

2.3.2 The resource closure operator

The resource closure model is based on a convergent resource closure operator, where each operator is responsible for managing a designated resource. The central concept of the model is the balancing of cost and value associated with a resource to achieve the best possible payoff.
### 2.3. RESOURCE CLOSURE MODEL

**Definition 2.3 (Convergent operator)**

An operator is a process that changes the value of a resource variable within the system, by performing an operation on it. A convergent operator has the property that its repeated application will eventually lead to a base state, and no further activity will be registered thereafter. A convergent operator has an idempotent behaviour, which means that its repeated application will always end up with the same result. Through idempotent actions, a convergent operator will converge and bring the system closer to a desired state. Once this state has been reached, a continuous application of the convergent operator will not change the state any further [7, 6].

The resource closure operator is convergent because its repeated application will move the resource closer to its optimal value. Note however, that this optimal value will change over time, so the operator will have to converge towards this moving target [11].

For the operation to be convergent, it requires a method for knowing how to reach the desired state. This is solved using a feedback control loop [11]. Feedback control is a mechanism for sending information about the state of the system or the effects of changes back to the component responsible for making decisions over the system. It is a necessary part of all autonomic systems, and although the technique of feedback control is old, its application in computer systems is fairly new [18].

**Definition 2.4 (Feedback control)**

“Feedback control is a process by which output or behaviour of a machine or system is used to change its operation in order to constantly reduce the difference between the output and a target value. A simple example is a thermostat that cycles a furnace or air conditioner on and off to maintain a fixed temperature.” [18]

### 2.3.3 The model

Figure 2.1 shows a schematic view of the resource closure model. It shows a system managed by a resource closure, which could be a single web server, a processor or even a cluster of machines.

**Functionality**

The system consumes a resource \( R \) that yields a performance \( P \) under load \( L \). The closure \( Q \) controls \( R \) by either increasing or decreasing it, accordingly. The
load is a representation of all outside forces working on the system, which in an open system is, and will always be, unknown.

The goal of the resource closure is to balance cost and value to achieve the best possible payoff. This is not the same as trying to achieve the best possible performance. Increasing performance is usually just a question of increasing the available resources, and this might well lead to a situation where the cost of the resources surpasses the value they produce.

The value $V$ is evaluated by an external agent $A$ as a function of the system performance. Alternatively, there could be several agents, each with its own set of evaluation criteria. The agents will relay its value estimates to the closure to enable it to make its decisions.

**Definition 2.5 (Performance function)**

The performance function determines the performance of the system. The performance is defined as the response time of the system, and is a function of resource and load:

$$ P(R, L) = \frac{L}{R} $$

(2.1)
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**Definition 2.6 (Value function)**

The value function determines the value of the system’s performance. The value decreases as response time increases:

\[ V(P) = X - P \] (2.2)

*\(X\) is a constant of a magnitude that fits with the size of \(P\).*

**Definition 2.7 (Value estimate change)**

The agents provide information about the variation of the value estimate to the closure, as the change in \(V\) in relation to the change in \(R\). This is the only information the closure will get about the behaviour of the system.

\[ \Delta V / \Delta R \] (2.3)

In addition to being informed about the value, the closure also knows the cost \(C\) of the available resources in the system. Cost can represent monetary value, which perhaps is the most intuitive, but in principle it could represent anything quantifiable that makes sense in its context.

Using its knowledge about the system, the closure is responsible for balancing cost and value for an optimised payoff \(\pi\). The closure then calculates a net reward, which the closure use to decide if it will increase or decrease the available resources.

**Definition 2.8 (Cost function)**

The cost function determines the cost of the available resources. The original model is using a linear cost function where cost equals the available resource:

\[ C(R) = R \] (2.4)
Definition 2.9 (Payoff function)
The payoff function determines the total payoff of the system by calculating the difference between cost and the combined value.

\[ \pi = V - C \]  \hspace{1cm} (2.5)

Definition 2.10 (Net reward)
The net reward \( N \) is based on the change in \( \pi \) in relation to the change in \( R \). This value is the basis of the closure’s decisions on whether to increase or decrease the available resources. If the difference is positive, \( Q \) will give a positive increment \( \Delta R \) to the managed system, or otherwise, it will give a negative \( \Delta R \). The increment/decrement size is a fixed value \( |\Delta R| \).

\[ N = \frac{\Delta \pi}{\Delta R} \]  \hspace{1cm} (2.6)

The closure will sample several net reward values before making a decision. The number of samples is known as the window size, or measurement window. The window size will effect the accuracy of tracking the optimal value.

Limitations

The resource closure operator is a hill climbing algorithm that will converge towards a maximum, which in this case means maximal payoff. It will always converge towards a local maximum; however, it is not guaranteed to converge towards the global maximum. It is in other words not guaranteed to find the best possible payoff unless the local maximum is also the global maximum. The only way to guarantee this is to make sure that there is only one maximum. This is a problem that has yet to be fully addressed, but which has been assured in this particular model with the convex net value function [11].

Definition 2.11 (Hill climbing algorithm)
A hill climbing algorithm is a mathematical optimisation technique that attempts to maximise or minimise a function of discrete states by finding minima or maxima in a graph representing these states.

The other major limitation of the model is that the algorithm only works in a
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highly dynamic environment. It is dependent on change to work correctly and will stop at a non-optimal \( R \) if \( V \) stays constant [11].

2.3.4 Simulation

The resource closure model has so far only been developed and tested at a theoretical level. Couch et al made a series of simulations of this model [11] using the statistical modelling and computing software \( R \) [45]. In addition to showing the feasibility of the model, the simulations uncovered open issues about the model that have to be addressed in the future. It has also identified which variables that must be tuned for the model to perform well.

In the initial phase of this thesis the simulation environment was examined and some simulations were run for the purpose of becoming familiar with the model and the environment. The result of one of these simulations is shown in Figure 2.2.

Environment properties

The simulation environment is an implementation of the model in Figure 2.1, and some additional design choices has been made for the simulation.

In this model, the closure only determines the sign of the increment \( \Delta R \). The magnitude of the increment is a constant \(|\Delta R|\), because the experiments showed that a varying increment size didn’t improve the performance of the model. The increment magnitude did however prove to have a substantial effect on the results, and showed that the size of \(|\Delta R|\) will be an important parameter for dynamic tuning.

The load \( L \) represents load from outside the managed system, and in the simulation this is represented by a sinusoidal function, which is an easy way of simulating a continuously varying load. The period time is adjustable and will effect the optimal \(|\Delta R|\). Using a sinusoidal function ensures that there is only one local maximum for the hill climbing function to converge to.

To be able to judge the effectiveness of the closure, it is compared to the theoretically best value of \( R \), easily calculated as:

\[
R_{opt} = \sqrt{L}
\]  

(2.7)

An interesting chicken-and-egg problem appears at startup. The closure operator needs data in order to make any decisions, while the agent needs a change in \( R \) in order to make any estimate of value. This problem is fixed simply by making the closure start by incrementing (or decrementing) \( R \) by \( \Delta R \) to create
experimental data with which the agents make their value estimates. Accordingly, settling time is required before the closure stabilises, so when initiating the simulation, $R$ is set to an initial modest value to reduce the settling time.

Additional parameters include a finite resource bound to limit the amount of resources possible to give, and a window size for the number of observations to base the evaluation on.

Simulation results

The simulation results are shown in figure 2.2. The graph on the left shows the net reward $N$ (see equation 2.6). Its has a seemingly unpredictable behaviour, oscillating wildly between positive and negative values. This behaviour is due to the inaccuracy inherent in the estimator $\Delta V/\Delta R$, because of its lack of knowledge about $L$ [11].

The middle graph is depicting how well the closure performs in relation to the theoretical optimum. The small circles show the optimal payoff, and the line shows how the model estimates the best payoff. It follows the theoretical optimum fairly accurately, even though it gets erroneous input from the agent. The answer to this lies in the fact that the inaccuracy is mitigated by ignoring the magnitude of the estimate, and only considering its sign [11].

The graph on the right depicts the accuracy of the model’s behaviour in this simulation, by showing the percentage deviation from the theoretical optimum.
The graph’s magnitude is only about 2.5%, and most of the points on the graph lies very close to 0%, indicating that the deviation is small.
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Model and methodology

This chapter describes the model developed during the work of this thesis and also explains the methodology used in the development process.

3.1 Objectives

The main objective of this thesis is to develop and evaluate a resource closure model for use in power management of a computer system, which includes making a proof of concept implementation applied in a specific case of power management, comprising the concepts developed during the theoretical work. This will give an indication of the feasibility of using a resource closure model for power management in a realistic environment.

As described in the background chapter, the resource closure model is a generic model for resource management. There are several steps that have to be taken to successfully implement it as a proof of concept in a specific case.

**Step one** is to identify which resources in a data center have an influence on power consumption.

**Step two** is to consider the feasibility of the resource closure model within specific areas of this field, and to choose a specific area to concentrate on.

**Step three** is to further develop the resource closure model and make necessary adjustments and changes in order to be able to make it work in the chosen case.

**Step four** is to perform the simulations and analyse the results.

**Step five** is to finally develop and implement the proof of concept and test it.
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3.2 Choice of power management case

The main areas of autonomic power management were identified during the literature research. These areas are presented below, with a short analysis on the expected feasibility for implementing the resource closure model in this area.

Heat management and cooling. Heat management in a data center is undoubtedly a very important area to look at when it comes to saving energy. It is, however, more a topic for thermal management and architecture (room layout) than for system administration. It is worth keeping in mind, though, that a decrease in the amount of power used by the computer equipment will put less strain on the cooling systems, which will give a “double effect” in terms of power reduction.

Power allocation. Better allocation of power resources within a data center is important for effective power usage, especially when availability is limited. Although it is an interesting field of study, it does not seem to be an obvious choice of case for implementing the resource closure model, as it is rather concerning physical distribution, and not internal adjustment, of power resources.

Turning off unutilised devices. The most intuitive and effective way of saving energy is to turn off equipment that is not in use. You will probably save more energy if you always turn off the light when you leave a room than if you install an energy saving light bulb and leave it on all the time. It is the same with servers in a data center. However, it is not equally easy to know when a server is not needed; and even if we knew, it would be an impossible managerial task to manually turn thousands of computers on and off. Therefore, an autonomic system is needed for this purpose.

Using the resource closure model for this purpose might be feasible, and would definitely be a very interesting case. The server capacity of a cluster with the same workload should qualify as the resource to be managed. Cost and value functions could be derived from the operation cost and SLAs of the data center.

Processor frequency scaling. The processor accounts for a major part of a computer’s power consumption, and by dynamically lowering the frequency level of the processor, one can get a substantial reduction in the amount of power it consumes. Frequency scaling is also an interesting case for a resource closure model implementation. The processor frequency level seems like a particularly good candidate as an adjustable resource. The load on the system should be easily defined and measurable for evaluation purposes, and finding sufficient cost and value functions for a proof of concept system should be achievable. An additional advantage is that such an implementation would only require a single computer with a dynamically scalable processor, and not an entire cluster of servers.
Holistic approaches. To enable the greatest energy reduction in data centers, it is of course necessary to implement several or all of these methods. To continue the light bulb metaphor, if you change to an energy saving lightbulb as well as turn off the light when you leave the room, it will have an even greater effect. In research studies, there has traditionally been much focus on the processor, as it is the largest consumer of power in a typical server [2].

However, other parts of a computer system also consumes substantial amounts of power, such as disk drives, I/O devices, network, memory and power supplies. Several of these resources could also potentially be interesting cases for the resource closure model, but the feasibility of any of these has not been analysed in this master thesis, and may be the subject of future research.

Definition 3.1 (Processor frequency scaling)
Processor frequency scaling is in reality a voltage/frequency scaling. By lowering the operating voltage of the processor, you can get a substantial reduction in the amount of power it consumes. However, lowering the voltage requires a proportional reduction in frequency [38], so changing the frequency level on a processor will also change the voltage. By voltage/frequency scaling, it is possible to obtain a quadratic reduction in power consumption because the energy consumed by a processor is directly proportional to the square of the operating voltage [2].

\[ P = CV^2 f \]  

(Formula for the power dissipation in a processor, where \( P \)=power, \( C \)=capacitance, \( V \)=voltage, and \( f \)=frequency [20])

In this analysis, there are two areas of autonomic power management that immediately looks more interesting as a case for resource closure power management than the others: turning off unutilised devices and scaling the frequency level of a processor.

Both cases deal with scaling down the system when the load is less than the system’s capacity. Sharma et al discuss how these two methods of energy saving complement each other when used simultaneously. They also establish that turning on and off servers has high overhead and latency, and that such a method should only be applied on a large time-scale [42].

Scaling of processor frequency levels will make sure that servers will also save energy while active. Because the relation between operating voltage and power consumption of the processor is non-linear, energy savings will be maximised
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when the load is evenly distributed among the active servers. Given the use of efficient load balancing systems, we can assume that each server has equal load and that the power management problem needs to be solved for only one machine [42].

The method of power management chosen for this master thesis is processor frequency scaling. As discussed above, it seems to have the characteristics needed to fit with the resource closure model, and it needs little equipment to perform a proof of concept implementation. Most importantly however, is that it will require further development and some interesting alterations to the model. The following issues have not been investigated previously and will need to be addressed in this master thesis before a proof of concept implementation can be attempted:

- The resource closure model is required to handle a non-linear cost function because the power consumption of a processor is a quadratic function of the frequency [2].

- Scaling of frequency levels in processors can only be done in a few discrete steps. Knowing that rapid switching between frequency levels will lead to overhead [42], this is clearly something that needs to be avoided. A mechanism to accomplish this needs to be implemented in the current continuous resource closure model.

- A data center has SLA requirements which might be different for various workloads. The value function will need to take this into consideration.

3.3 Metrics

The resource metric of the resource closure model in the case of processor frequency scaling would be the frequency level of the processor. There are many varieties of processors with dynamic frequency scaling abilities, but they all have a limited number of discrete frequency levels. For instance, a StrongARM 1100 for handheld devices has as many as ten levels [39], while the AMD Athlon series of microprocessors range from eight to only two frequency levels [1].

System load will be defined as processor utilisation in percentage, which is a common metric for processor load. This will give a number between 0 (idle) and 100 (maximum load), which as a bonus is a very easy scale to relate to.

In Couch et al, the performance metric is defined as being the response time of the system [11]. This will be a good performance metric in the case of power scaling also, since the response time will vary proportionally with the processor speed and inverse proportionally with the system load.
3.4 Additions to the model

As mentioned earlier, processor frequency level scaling has some characteristics that makes it necessary to make further development to the resource closure model. These problems will be further explained in this section, as well as present the solutions suggested in this thesis. These solutions will later be implemented in the simulations and the proof of concept.

3.4.1 Non-linear cost function

The experiments in Couch et al used a linear cost function [11] (see equation 2.4), but since the relation between the processor operating voltage and power consumption is quadratic, it needs to be proven that the model is able to handle a non-linear cost function.

**Definition 3.2 (Quadratic cost function)**

The quadratic cost function is a non-linear cost function to replace the linear cost function used in the original model in cases where the cost of the resource increase quadratically.

\[ C(R) = R^2 \]  

Whether or not the model could handle the quadratic cost function was not something that could be assumed from the original model, and there was some uncertainty about how well this would work, and if it would work at all. For the purpose of establishing this, applying the problem to the statistical model used by Couch et al in their experimental modelling seemed like a suitable approach.

Two functions needed to be changed in this simulation; the new cost function and the function for finding the theoretical optimum of \( R \). Without the latter, it can not be deduced whether the new cost function is working or not. The purpose of the function is to find the value of \( R \) when the payoff function reaches its maximum.

We can calculate this based on the payoff function, first by finding its derivative and finally by solving the quadratic equation against zero, which is when the function reaches its maximum.
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\[ \pi = V(P) - C(R) = 200 - LR^{-1} - R^2 \]

\[ \pi'(R) = L/R^2 - 2R \]

\[ L/R^2 - 2R = 0 \]

\[ R = \sqrt[3]{L/2} \]

This gives the new function for the theoretical optimum of \( R \), that can be used in a simulation to see if the model still works with a quadratic cost function.

\[ R_{opt} = \sqrt[3]{L/2} \quad (3.3) \]

3.4.2 Value function priority factor

A resource closure with a quadratic cost function will more strongly prefer the lower resource values than a linear cost function will. This makes the highest resource values more difficult to reach, which is a desired behaviour and the goal of the modified resource closure model presented in this thesis. However, different workloads can have different importance depending on the type of workload, and could for instance depend on the terms set by a service level agreement (SLA). In terms of the resource closure model, this means that the value function needs to take into consideration the varying importance of the workload.

A simple solution to increasing and decreasing the impact of the value function would be to multiply the result of the value-estimation \( X - P \) with a number representing the importance of the current workload. In this thesis, this factor is called a priority factor.

The priority factor is denoted with \( \rho \). When this factor is greater than 1, the total value of the workload will increase in relation to the cost. This will in turn influence the calculated payoff and make the higher resource values more easily attainable and increase the performance of the system when this is necessary or desirable.

Moreover, the priority factor will not have the same impact on all values. On a value of zero, the priority factor would not have any impact at all, but the higher the value gets (or lower if we have sub-zero values), the more impact does it have. This coincides well with the intention of the priority factor, as it is on higher loads that the system needs to increase its performance.
The magnitude of the priority factor may be dependent on the specific type of workload. Generally, three priority levels (1, 2 and 3) should be sufficient, but in theory there is no limit to the size of $\rho$. If there is a need for finer grained priority levels, decimal numbers could be used instead.

**Definition 3.3 (Value function with priority factor)**

The value function with priority factor is a modified value function to be used when needing a way to differentiate the value of different workloads. The priority factor is denoted $\rho$, and is multiplied with the original value function. A priority factor of 1 is in effect equal with the original value function.

$$V(P) = \rho(X - P) \quad (3.4)$$

### 3.4.3 Resource level steps

The resource closure model as described by Couch et al [11] assumes that the resource variable $R$ can be changed on every iteration of the feedback control loop. It is in fact dependent on this change in value, as it is the basis for the decision making algorithm of the closure itself.

Scaling of frequency levels in processors can only be done in a few discrete steps because processors have a limited number of frequency levels, normally ranging between two and ten different levels. This is not a problem with the model as such, as the legal values of $R$ can be discrete, and changes are done in discrete steps of an increment value $|\Delta R|$ [11].

In theory, $R$ could be limited to the available frequency levels, and the increment value could be one frequency level up or down. However, this would mean that it is likely that the frequency level of the processor would change at every iteration. Depending on the time between every iteration of the feedback control loop, this constant switching could lead to an overhead, and possibly even increase the total power consumption rather than decreasing it [42].

There are at least two ways to approach this problem. One way would be to apply a test that checks if sufficient time has passed since the last frequency change before allowing another change. The apparent advantage to this is the simplicity of the concept and that it would be easy to implement. However, this would be an overruling of the decision made by the resource closure operator and could possibly affect the functionality of the feedback loop and the closure operator because the feedback will not be based on the change recommended in the previous iteration, thus making it less optimal.

Another approach is to integrate a solution into the model, by defining two different resource values; one for the discrete actual resource level and another
for the continuous recommended resource level. The closure will only deal with $R_{rec}$, whereas $R_{act}$ would only change when $R_{rec}$ reaches a pre-defined threshold. By defining different values of $R_{rec}$ for the upwards and downwards thresholds ($T_{up}$ and $T_{down}$), oscillation between two discrete resource levels is avoided, provided $\Delta R$ is sufficiently small.

**Definition 3.4 (Resource level hysteresis function)**

The resource level hysteresis function is an algorithm for preventing oscillation between two discrete resource levels when the resource closure recommendations lie in the border area between two levels. It defines a span between the upward and downward thresholds, so that when changing discrete resource level, it can not revert back to the same level for a certain number of iterations. In physics, this behaviour is known as hysteresis.

Algorithm 1 Resource level hysteresis function

\[
\begin{align*}
\text{if } \Delta R > 0 & \text{ then} \\
& \text{calculate } T_{up} \text{ from } R_{act} \\
& \text{if } R_{rec} > T_{up} \text{ then} \\
& \quad \text{if } R_{act} \neq R_{max} \text{ then} \\
& \quad \quad \text{increase } R_{act} \\
& \quad \text{end if} \\
& \text{end if} \\
\text{end if} \\
\text{else if } \Delta R < 0 & \text{ then} \\
& \text{calculate } T_{down} \text{ from } R_{act} \\
& \text{if } R_{rec} \leq T_{down} \text{ then} \\
& \quad \text{if } R_{act} \neq R_{min} \text{ then} \\
& \quad \quad \text{decrease } R_{act} \\
& \quad \text{end if} \\
& \text{end if} \\
\end{align*}
\]

The pseudo code of the solution is presented in algorithm 1 and works as follows:

1. The sign of $\Delta R$ is investigated to see if $R_{rec}$ is increasing, decreasing or if it stays the same. If it does not change, i.e. $\Delta R = 0$, then nothing will happen.

2. The threshold value is calculated depending on the direction of the change and the current $R_{act}$. The threshold is lower on a downwards change ($T_{down}$) than it is on an upwards change ($T_{up}$) so that there is a small span of values of $R_{rec}$ that maps to two different values of $R_{act}$. This ensures that if $R_{rec}$ for a while stays in the area bordering two different frequency levels, it will not cause an oscillation between them, as long as the increment size of $\Delta R$ is small enough to require at least a couple
3.5 Design of simulations

Simulations were run in the $R$ environment for statistical computing, by applying the relevant changes to the resource closure model’s simulation environment.
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3.5.1 Original model with non-linear cost function

The first issue that had to be solved by simulation was that of the non-linear cost function. The simulation environment was identical to that described in the background chapter, except for the following changes:

- The cost function was changed to $C(R) = R^2$ (see equation 3.2).
- The function for calculating theoretical optimum was changed to $R_{opt} = \sqrt{L/2}$ (see equation 3.3).
- The value function was changed to $V(P) = 1000 - P$, because the magnitude of the values of $P$ has changed. Raising the constant to 1000 was enough to prevent the value of $V$ to fall beneath zero.

Results of the simulation are shown and explained in the results chapter.

3.5.2 New model

The simulation of the quadratic cost function proved it to be working, and the simulations could be further developed to accommodate for a proof of concept.

Load

The first change that had to be made to the model was to redefine the load. In Couch et al, there was a sinusoidal load function operating between 1000 and 3000 [11]. With the new definition of load as processor utilisation in percent, the load will instead be a function operating between 0 and 100.

Different types of load are used in the simulations:

- **Constant load.** A non-varying load is a good start for observing the behaviour of the model when the load is not changing. The simulations will be performed with low, medium and high load, 1%, 50% and 100% respectively (see figure 3.2).

- **Sinusoidal load.** This is a simple way of generating a varying periodic load, and is the choice of Couch et al for testing their original model [11]. The simulations will be performed with a sinusoidal load varying between 0 and 100 (see figure 3.3).

- **Realistic load.** The varying load used is profiled on an actual system load measured over the course of a few hours, and modified to better fit the purpose of testing. It starts with a long period of relatively high load, before it plummets down to a very low load. It then slowly rises to a
medium high load, before descending again. Again, it rises to medium load, this time ascending and descending more quickly. It ends with a period of low load, with a single extreme spike. These different characteristics will try to illustrate the performance of the model under different circumstances (see figure 3.4).

**Noise.** For some of the simulations using the different types of load mentioned above, a normally distributed noise will be added to uncover the model’s vulnerability to measurement errors. The simulations will use the same noise-generator as used in Couch et al, represented by the Gaussian error term \( c(0, \sigma) \), where \( \sigma \) is the standard deviation [11].

**Resource parameters**

The resource parameter of this model is the frequency level of the processor. The processor used in the proof of concept implementation has five frequency levels, as listed in table 3.1. As discussed earlier, the model operates with two different resource parameters, the actual frequency level \( R_{\text{act}} \) which is restricted by the discrete frequency levels of the processor, and \( R_{\text{rec}} \) which is the frequency recommended by the model and has to be mapped to a legal \( R_{\text{act}} \).

Although \( R_{\text{act}} \) is limited to the range between 2 and 0.8 GHz, this is not necessary for \( R_{\text{rec}} \), because if it is surpassing the highest or lowest legal resource level for \( R_{\text{act}} \) it just means that \( R_{\text{act}} \) stays at its highest or lowest resource level, respectively. So as long as the value of \( R_{\text{rec}} \) stays within a reasonable range of \( R_{\text{act}} \), this is not a problem. It is in fact desirable, especially if the upper or lower threshold lies very close to the highest or lowest legal value of \( R_{\text{act}} \), or else you risk that it is practically impossible to reach these frequency levels.

The size of the resource increment \( |\Delta R| \) is according to Couch et al [11] a critical parameter, and also a good candidate for dynamic tuning. Finding a good size for the increment is important, but fine-tuning to find “the perfect increment size” is not necessary to get a working proof of concept. As earlier mentioned, it is necessary to have an increment size low enough to prevent an oscillating behaviour of \( R_{\text{act}} \), but if it is too small the convergence time will be too slow for the model to react quickly enough to changes.

Finding the increment size to use in the simulations will be done by testing several values in simulations, and choose one that yields good behaviour. A first estimation suggests a \( |\Delta R| \) somewhere between 0.01 and 0.1. Some other values must also be chosen for the same criteria; these include window size, period of sinusoidal load and the \( \sigma \)-value of the Gaussian error term. These design choices are explained further in the results chapter.
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Figure 3.2: Constant input load of 1%, 50% and 100%

Figure 3.3: Sinusoidal input load

Figure 3.4: Realistic input load
Table 3.1: Processor frequency levels of Intel Pentium M 760, including estimated operating voltage and power dissipation.

<table>
<thead>
<tr>
<th>Level</th>
<th>Frequency</th>
<th>Voltage</th>
<th>Power dissipation</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>2.00 GHz</td>
<td>1.315 V</td>
<td>27 W</td>
</tr>
<tr>
<td>4</td>
<td>1.60 GHz</td>
<td>1.114 V</td>
<td>19.9 W</td>
</tr>
<tr>
<td>3</td>
<td>1.33 GHz</td>
<td>0.979 V</td>
<td>15.3 W</td>
</tr>
<tr>
<td>2</td>
<td>1.07 GHz</td>
<td>0.849 V</td>
<td>10.8 W</td>
</tr>
<tr>
<td>1</td>
<td>0.80 GHz</td>
<td>0.714 V</td>
<td>6.5 W</td>
</tr>
</tbody>
</table>

1 Voltages for highest and lowest frequency level are found in the processor’s data sheet [21].
2 Voltages for the three levels in between are not noted in the data sheet, and therefore had to be estimated. The estimations are based on an assumption of a linear relation between voltage and frequency, and may vary from the actual voltage levels of the processor.
3 Maximum power dissipation is noted in the data sheet.
4 Estimated using the power dissipation formula (equation 3.1), based on maximum power dissipation and estimations of voltage and capacitance levels.

**Definition 3.5 (Resource parameters)**

This thesis operates with three different resource parameters:

- The optimal resource $R_{\text{opt}}$ is the theoretical optimal resource value calculated from the input load. This resource value is not known by the resource closure model.
- The recommended resource $R_{\text{rec}}$ is the linear resource value recommended by the closure.
- The actual resource $R_{\text{act}}$ is the discrete resource value which is the output of the hysteresis function, and is the actual value used for setting the processor frequency.

**Value and cost**

Value is dependent on the performance and the priority factor described earlier, while cost is dependent only on the resource. Using the formula for calculating the performance (see equation 2.1), we can find the highest attainable performance value, when load is at maximum and resource at minimum: $P = 100/0.8 = 125$. Choosing this number as the constant $X$ in the value function (see equation 2.2) will give a value between 0-125. Adding a priority factor, the new value function will be:

$$V = \rho(125 - P) \quad (3.5)$$
In these simulations, the priority factor $\rho$ will be limited to three levels.

$$\rho \in \{1, 2, 3\} \tag{3.6}$$

**Level 1.** This is the lowest level, where the lower resource levels will be strongly preferred by the closure. Simulations will show if the higher levels is even attainable at full load.

**Level 2.** This is the medium level, where higher resource levels will be more easily reached with high load.

**Level 3.** This is the highest level, where the higher resource levels should be easily reached, even with medium load.

The quadratic cost function (see equation 3.2) will give a maximum value when the resource is at its maximum level (2 GHz): $C = 2^2 = 4$. The range of values between its minimum and maximum is a lot lower than what we have in the value function. Multiplying it with a constant factor of 10 will make the magnitude more sensible:

$$C = 10R^2 \tag{3.7}$$

Changing the value- and cost functions requires a recalculation of the theoretical optimum of $R$. As earlier, this is calculated from the payoff function, using the modified value and cost functions (equations 3.5 and 3.7). The optimal resource value for the new model is:

$$R_{opt} = \frac{3}{\sqrt[3]{\rho L/20}} \tag{3.8}$$

### 3.6 Proof of concept design

The proof of concept makes use of the new model to control an actual processor. It was implemented on a laptop computer with Ubuntu Linux operating system and a 2 GHz Intel Pentium M 760 processor [21] with a five-level dynamic frequency scaling, ranging from 800 MHz to 2 GHz (see table 3.1).

A script for controlling the processor frequency levels was developed in Perl. It uses the results from the realistic load simulations of the resource closure model.
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in R as its input data. The script calls the linux kernel CPUfreq subsystem [4] to control the frequency settings. The full source code of the Perl script is found in Appendix A.

The script starts by fetching the frequency levels that are available on the system’s processor. This information is stored in the file `scaling_available_frequencies` in the CPUfreq directory. It will continue by reading in the file containing the recommended frequency levels from the resource closure model implementation in R. It will use these recommendations as its input for controlling the processor.

The script implements the resource level hysteresis algorithm presented on page 26. The thresholds can be set as a parameter in the script, as a percentage difference from the current frequency level. The thresholds used in the proof of concept implementation are found in table 3.2.

The script iterates through all the recommendations made by the closure implementation. When reaching a threshold, either upwards or downwards, it will first check if the processor is already at the highest or lowest available frequency level. If it is not, it will make a call to the CPUfreq subsystem with the command `cpufreq-set -f <frequency>` [5] to set the new frequency level; or else no action will be performed.

Between each iteration the loop will wait for a predefined time, before fetching the next recommendation. Information about each iteration performed will be logged to file, including the number of the iteration, recommended resource value, next threshold, whether the threshold has been reached and the frequency level of the processor after the iteration has finished. The loop will run until there are no more recommendations from the closure.

Table 3.2: Thresholds in the resource hysteresis function of the proof of concept implementation.

<table>
<thead>
<tr>
<th>Current freq. level</th>
<th>Upward threshold(^1)</th>
<th>Downward threshold(^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.00 GHz</td>
<td>—(^3)</td>
<td>1.60 GHz</td>
</tr>
<tr>
<td>1.60 GHz</td>
<td>1.76 GHz</td>
<td>1.33 GHz</td>
</tr>
<tr>
<td>1.33 GHz</td>
<td>1.46 GHz</td>
<td>1.07 GHz</td>
</tr>
<tr>
<td>1.07 GHz</td>
<td>1.18 GHz</td>
<td>0.80 GHz</td>
</tr>
<tr>
<td>0.80 GHz</td>
<td>0.88 GHz</td>
<td>—(^4)</td>
</tr>
</tbody>
</table>

\(^1\) Upward threshold is defined as 10% above current frequency level.

\(^2\) Downward threshold is defined as equal to the below frequency level.

\(^3,4\) The frequency is already at maximum/minimum level, and can not ascend/descend any further.
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Results

This chapter shows and explains the results that have been achieved during the work with this thesis. The results are divided in two parts, simulation results and the results of the proof of concept experiments.

4.1 Simulations

A series of simulations were made to support the development of a proof of concept implementation. The results of these simulations will be presented here.

4.1.1 Design choices

Some of the design choices had to be made by trying different values in simulations, finally choosing the values that seemed the most fitting and at least sufficient for the proof of concept implementation. These trial-simulations resulted in the following design choices, that will be used in all graphs unless otherwise stated:

The increment size $|\Delta R|$ was set to 0.05, which is a compromise between a low enough increment to avoid oscillation of $R_{act}$ and sufficiently high to react sufficiently to changes. It is not an optimal value for convergence time, as will be shown later.

The window size is the number of samples of value estimate changes that are used to calculate the net reward. A small window size of 3 was chosen, which is smaller than in the original model. If the window size is too large, it will amplify estimation errors [11], and the estimation errors in these simulations are already amplified by the quadratic cost function.
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Figure 4.1: Simulation results of the resource closure model with a quadratic cost function. The graphs are directly comparable with the graphs in Figure 2.2 on page 16. Initial settling time is omitted from these graphs.

The period time of the sinusoidal load function was set in accordance with the realistic load, which has a length of 280 measurements. The period time was set to 140, which gives the simulation two full periods of a total length of 280.

The \( \sigma \)-value for noise was set to 1, which is equivalent to 1% since the load is in the range from 0 to 100.

4.1.2 Non-linear cost function

The first simulation was run to find out if the resource closure model was able to handle a non-linear cost function. Except for the changed cost function and directly related changes, this simulation was identical to the simulation of the original model, which is explained in the background chapter.

The results of this simulation are shown in figure 4.1. The graph to the left shows the net reward \( N \) (see equation 2.6). It has similar qualities with the original, but it is oscillating more frequently, and with a much higher amplitude. This indicates that the inaccuracy of the estimator \( \Delta V/\Delta R \) is amplified by the quadratic function.

However, as we can see from the middle graph, this does not seem to have any negative effect. The payoff function closely follows the theoretical optimum, just as well as it does in the original model. This is due to the nature of the
closure model, because it only considers the sign of the net reward, not its value. The right graph supports the observation, by showing that the deviation from optimum is very low. The highest peaks of the graph are actually less than half of what they are in the original model, although the values seem to be a bit more scattered.

With the success of this simulation, it is concluded that the resource closure model works well with a quadratic cost function, and that it can be developed further.

### 4.1.3 Simulations with constant load

The simulations with constant load were conducted with three different levels of load; low load (1%), medium load (50%) and full load (100%), each with priority factors of 1, 2 and 3. The results with medium load are shown in the graphs in figure 4.2, and the graphs in Figure 4.3 show the effect of noise. For the equivalent graphs of low and full load, see Figures B.1-B.4 in Appendix B.

The first observation is that at constant load, the payoff function follows the theoretical optimum very closely, with all loads and with all priority factors. It is, however, sub-optimal for a short period in the beginning. This is while the resource closure settles, and is as expected. Settling times have not been omitted from any of the graphs in the simulations that follow.

It is also observed that the graph showing the recommended processor frequency never flattens, even if the payoff graph is nearly flat. This happens because the closure overcompensates at each change of direction, which leads to an oscillation around the theoretical optimum. The oscillation-effect can be reduced by lowering the increment size, but this will also lead to a much slower convergence time, as can be seen in figure 4.4.

Another observation is that the priority factor has very little influence on the recommended resource level on low load (Figure B.1), and much more significant influence on higher loads (Figures 4.2 and B.2). A priority factor of 1 generates the same result as the original model without priority factors would have done.

According to Couch et al, noise, like for instance measurement errors, affects the $\Delta V/\Delta R$ estimate by making it more inaccurate, which again affects convergence time [11]. This creates a substantial oscillation around the theoretical optimum, which we also can observe in these simulations. Moreover, because the resource recommendation is already oscillating, the effect becomes significantly greater in this simulation. An additional observation is that the settling time becomes longer with noise, again an effect of the prolonged convergence time.
Figure 4.2: Actual vs. optimal payoff and optimal vs. recommended resource values with medium constant load (50%) and priority factors 1, 2 and 3. Optimum is shown with circles in the left graphs and with a straight line in the right graphs.
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Medium constant load with noise, priority factor 1

Medium constant load with noise, priority factor 2

Medium constant load with noise, priority factor 3

Figure 4.3: Actual vs. optimal payoff and optimal vs. recommended resource values with medium constant load (50%), added noise and priority factors 1, 2 and 3. Optimum is shown with circles in the left graphs and with a straight line in the right graphs.
Figure 4.4: A smaller increment size on a constant load will give smaller oscillations around the theoretical optimum (the straight line), but also a longer settling time. Increment sizes from left to right: 0.01, 0.05 and 0.10.

4.1.4 Simulations with sinusoidal load

The graphs in Figure 4.5 show the results of the simulations with sinusoidal load. The first observation is that the graph of the recommended processor frequency seems to follow the theoretical optimum rather poorly. From the payoff graphs, we see that the actual payoff is slightly lower than the theoretical optimum. This is a phenomenon that Couch et al refers to as “undershoot,” which means that convergence is a bit too slow due to an increment size that is not sufficiently large [11].

The graphs in Figure 4.6 show the effect of different increment sizes. The middle graph is the same graph as the one for priority factor 2 in Figure 4.5, while the left and right graphs show the recommended resource value with a smaller and a larger increment size, respectively. A smaller increment size gives even less accuracy (left graph), while a larger increment size gives less overshoot and a seemingly better behaviour, although it also give more oscillations.

The graph showing priority factor 2 looks worse than those with priority factors 1 and 3, due to its two equally high spikes. Looking a little bit closer, there is a second spike on all the graphs, placed where the theoretical optimum descends. Moreover, the descending optimum seems to hit the second spike just on the middle on all the graphs. This is because the recommended resource oscillates around the theoretical optimum, just like it does on the constant load graphs.
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Figure 4.5: Actual vs. optimal payoff and optimal vs. recommended resource values with sinusoidal load and priority factors 1, 2 and 3. Optimum is shown with circles.
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Figure 4.6: Effects of increment size on sinusoidal load. Higher increment gives shorter convergence time, but also more oscillations due to overshoot. Increment sizes from left to right: 0.01, 0.05 and 0.10.

However, the round sinusoidal shape of these graphs are harder to follow for a function with an oscillating and “spiky” behaviour than it is following a flat line. This makes the function look less accurate, while in fact it may not be with so very much. It therefore seems to be a coincidence that the priority 2 graph looks worse than the others, and that it has nothing to do with the priority factor as such.

4.1.5 Simulations with realistic load

The realistic load simulates an actual system load, with several characteristics of real load. It includes sections of both high and low load, steep and slow ascents and descents, and a short gigantic spike. The load is profiled in Figure 3.4 on page 30. The results of the simulations are presented in Figure 4.7. These are the frequency recommendations that will be used as input to the proof of concept implementation.

The graphs on the left side show that the payoff function is following the theoretical optimum quite well. There are no big differences between the different priority factors, except for a small magnification of errors due to the priority factor multiplication. The effect of the priority factors is better illustrated by the graph in figure 4.8. The horizontal line shows the mean of the resource recommendation. The mean increases with higher priority factors, and this behaviour confirms that the priority factor has the intended effect.
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Figure 4.7: Actual vs. optimal payoff and optimal vs. recommended resource values with the realistic load and priority factors 1, 2 and 3. Optimum is shown with circles.
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Several observations are made regarding the behaviour of the resource closure. Some settling time is needed for the recommended resource value to reach its peak value in the high-load area in the beginning. It can also be observed that the recommended resource value is not following the theoretical optimum quickly enough. This indicates an increment size that is less than optimal, causing slow convergence. As mentioned earlier, the chosen increment size is a compromise between sufficient reactivity and being small enough for the hysteresis function to avoid oscillations between discrete resource levels.

The graphs in figure 4.9 show the effect of increment size on the realistic load. A small increment size of 0.01, as is shown in the graph to the left, makes the recommended resource value worthless. A larger increment size of 0.10 will on the other hand improve convergence time, although it will also create more overshoot as we have discussed earlier.

Still, it is clearly performing better than the chosen increment size of 0.05. It seems that a larger increment size and high convergence tend to be preferred for input loads that have much variation, such as it was also observed with the sinusoidal load, while on more stable loads a smaller increment size will perform better, as observed with the constant load.

In the case of processor frequency scaling, a moderate increment size will not only be important for the hysteresis function to be effective, it will also make smoother changes. When the input load plummets, the graph shows us that the resource value follows more slowly. This smoothing behaviour is a desired property of the model, as long as it does not get too slow. A good illustration

Figure 4.8: Resource recommendation for the realistic load, and priority factors from left to right are 1, 2 and 3. The horizontal line shows the mean, illustrating the effect of priority factors on the realistic load.
of this is the gigantic spike at the end of the load period, which is not affecting
the model any more than a lot smaller change in the same direction would have
done.

4.2 Proof of concept

The proof of concept was run while manually observing the output from the
script on the screen, as well as observing the changes made on the computer
in real time using the “CPU frequency scaling monitor” applet for the Gnome
desktop environment [8]. The observations confirmed that the script was work-
ing as intended, and that the processor frequency was set correctly. The output
was also written to a log file.

The results of the proof of concept are presented in the graphs in Figure 4.10.
The graphs confirm that the processor frequencies were set successfully, and
as intended. However, one unwanted behaviour was observed. At all three
priority levels, there were a few short spikes, indicating that the thresholds
of the hysteresis function are not set sufficiently far apart. To confirm and
to rectify this, a new run of the proof of concept was performed, this time
with a downward threshold below the former threshold, as shown in table 4.1.
The result in figure 4.11 shows that an increased span between the thresholds
removed the remaining spikes. The new threshold span has also shifted some
of the level changes.
Figure 4.10: The frequency levels that were set on the processor during the proof of concept experiment, according to the recommendations made by the resource closure model. The lines show the frequencies that were set, and the recommendations are shown as a series of circles.
Table 4.1: Modified thresholds in the second run of the proof of concept.

<table>
<thead>
<tr>
<th>Current freq. level</th>
<th>Upward threshold$^1$</th>
<th>Downward threshold$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.00 GHz</td>
<td>—</td>
<td>1.44 GHz</td>
</tr>
<tr>
<td>1.60 GHz</td>
<td>1.76 GHz</td>
<td>1.20 GHz</td>
</tr>
<tr>
<td>1.33 GHz</td>
<td>1.46 GHz</td>
<td>0.96 GHz</td>
</tr>
<tr>
<td>1.07 GHz</td>
<td>1.18 GHz</td>
<td>0.72 GHz</td>
</tr>
<tr>
<td>0.80 GHz</td>
<td>0.88 GHz</td>
<td>—</td>
</tr>
</tbody>
</table>

$^1$ Upward threshold is defined as 10% above current frequency level. This is as before.

$^2$ The modified downward threshold is now defined as 90% of the frequency level below the current level.

$^3,4$ The frequency is already at maximum/minimum level, and can not ascend/descend any further.

---

Figure 4.11: Frequencies set when extending the span between thresholds. The priority factor of this graph is 2, and the circles show the middle graph in Figure 4.10 for comparison. The spikes between 200 and 250 are now gone.
CHAPTER 4. RESULTS

Table 4.2: Showing how close in percentage the different frequencies are set to the discrete theoretical optimal value. The percentages have been calculated after omitting initial settling time.

<table>
<thead>
<tr>
<th>Inc. size / Threshold \n</th>
<th>Same level</th>
<th>1 or less</th>
<th>2 or less</th>
<th>3 or less</th>
<th>4 or less</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05 / 0%</td>
<td>37.0%</td>
<td>71.5%</td>
<td>93.4%</td>
<td>99.5%</td>
<td>100.00%</td>
</tr>
<tr>
<td>0.10 / 0%</td>
<td>53.5%</td>
<td>86.0%</td>
<td>97.5%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td>0.10 / 20%</td>
<td>54.5%</td>
<td>86.5%</td>
<td>97.5%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
</tbody>
</table>

1 The rows are corresponding with the graphs in Figure 4.12.
2 The columns show how much of the time the frequency set corresponds with the discrete optimal frequency, and when it is 1 level or less away, 2 levels or less away, and so on.

4.2.1 Optimal frequency level

To get a better picture of how efficiently the proof of concept performs, it is interesting to compare how it is controlling the processor with the current model, to how it would control the processor if using the theoretical optimum as its input data. This comparison is shown in Figure 4.12 and Table 4.2. These tests are all made with priority level 2.

The first graph shows the frequencies set when increment size is 0.05 and the span between the threshold levels are 0%, in other words, when the hysteresis function has been disabled. From before we know that the increment size is a bit too low to be sufficiently reactive, and without the hysteresis function, we get unwanted spikes with rapid frequency level change. Although the frequencies are following the general trend of the optimal frequency levels, it is clearly converging too slowly. This is easily observed in Table 4.2, where the frequency only follows the optimum 37% of the time.

When increasing the increment size, convergence time is improved, and we get recommendations that lie more closely to the optimum, being 2 levels or more away from the optimum less than 15% of the time. However, since we have still not enabled the hysteresis function, there are still a lot of unwanted spikes. In the last graph, the hysteresis function is activated with a span between thresholds of 20%. As expected, this eliminates some of the spikes, but not all, indicating that it either needs an even broader span between thresholds or a smaller increment size. This illustrates the conflict between these two parameters.

More interestingly, however, from the table it can be read that the hysteresis function also slightly improves how closely the recommendations from the closure follow the theoretical optimum. This indicates that the hysteresis function is not degrading the exactness of the closure, which is counterintuitive considering that the hysteresis function prevents the resource from immediately reaching its desired state.
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Figure 4.12: Showing actual processor frequencies set during the proof of concept experiment vs. frequency levels set when using the theoretical optimum as input. The discrete optimum values are shown as circles in the graphs.
Table 4.3: Mean power consumption of proof of concept implementation with the realistic load.

<table>
<thead>
<tr>
<th>Priority factor</th>
<th>Mean power cons.</th>
<th>% of full capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Priority 1</td>
<td>15.2 W</td>
<td>56%</td>
</tr>
<tr>
<td>Priority 2</td>
<td>17.1 W</td>
<td>63%</td>
</tr>
<tr>
<td>Priority 3</td>
<td>20.2 W</td>
<td>75%</td>
</tr>
<tr>
<td>Full capacity</td>
<td>27 W</td>
<td>100%</td>
</tr>
</tbody>
</table>

4.2.2 Power reduction

The purpose of the proof of concept is to enable a reduction in power consumption. It is not at this stage possible to make any exact calculations on the amount of power saved, nor to make any evaluation of the effectiveness of this model versus existing frequency scaling methods. However, some estimations can be made, based on the power specifications of the processor used in the experiment and the estimations of voltage and power dissipation values (noted in table 3.1 on page 31). Using these numbers, an estimation can be made about the mean power consumption of the processor during the proof of concept experiment. The results of these calculations are shown in table 4.3.
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Discussion and conclusion

This chapter will discuss the results of this masters thesis, as well as implications of the approach and design choices made. The discussion will lead up to the conclusion, which will give a final evaluation of the work performed during the course of this thesis, and suggest future research that can spring from the work herein.

5.1 Review of approach and design

The work with this thesis has primarily been based on theoretical development and simulations. Although recent work on resource closure operators has been very promising, the concept is still at a very theoretical level. Many remaining issues has to be solved before the concept is mature enough and ready to be implemented in a production environment. A theoretical approach has therefore been necessary also for this thesis.

Although a few proof of concept implementations of closures have been performed in the field of configuration management, none has earlier been attempted specifically for the resource closure model. The proof of concept implementation of processor frequency scaling in this thesis is the first of its kind in this regard.

There have been many design choices that had to be made along the way. Even when topic was chosen, it was not obvious how to narrow it down and what the outcome would be. This thesis is a good example of how the road is being made as you go along. The original idea was to investigate how the resource closure model could be used for resource management in a cloud computing data center. While researching challenges in cloud computing resource management, the issue of power consumption and power management was encountered repeatedly. The impact it has on the environment also made its importance much more evident, and so the thesis soon turned its focus entirely in this direction.
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The next big choice was which field of research within power management to concentrate on. Two areas immediately seemed more interesting than others, and that was turning off unutilised equipment and downscaling of processor frequency levels. Both areas were considered, since these methods also complement each other very well. It was quickly apparent however, that the time constraint would not allow for both. Frequency scaling was chosen, not only because it seemed like the most doable approach in terms of making a proof of concept implementation, but also because it had interesting research problems that challenged the current resource closure model. The issues of a non-linear cost function, priority factors in the value function or discrete resource level steps has never been fully explored in earlier research.

The desire for designing a proof of concept was present long before the case was chosen, and this wish was in many ways the driving force behind many of the design choices made. The proof of concept was successfully conducted, although if time had allowed, it would have been desirable to be able to develop an even more realistic implementation. Time is always a restricting factor in a masters thesis, and especially for a one semester thesis like this one. However, the time has proven to be sufficient to do thorough research of the chosen topic, to develop new additions to the resource closure model, to perform the necessary simulations and to make a proof of concept implementation that successfully controls processor frequency levels on a computer using input from the resource closure.

5.2 Review of results

The results from this thesis includes both the additions made to the original resource closure model, and the results of the simulations of the new model, as presented in Chapter 4. It also includes the proof of concept implementation and the results showing the feasibility of using such a model in a case of dynamic frequency scaling.

5.2.1 Validity, reliability and reproducibility

Theories and concepts developed during this thesis have been implemented in a simulation environment in R. It is the same environment as used by Couch et al in their research on resource closure operators, and the validity and reliability of the environment should therefore be considered very high.

The results of the simulations are based on various input data. Constant and sinusoidal load are easily generated by R. Constant load gives an interesting insight in how the model performs without changes. According to Couch et al, the model does not perform optimally when the value function is not changing [11]. Sinusoidal load is what is used by Couch et al when testing their model,
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and profiles of real load-data sometimes resemble sinusoidal load rather closely [13].

The realistic load input has been partially profiled on a real case of server load, harvested from computer usage during a first year graduate course on system administration. The load is static, and is not affected by the resource closure as it would have been in a functioning feedback loop. However, the load, and any other factor that has an influence on the load, is in any case unknown to the closure, so for simulation purposes and for the purpose of a simple proof of concept implementation, this is not of vital importance.

The simulations made in this thesis are easily reproduced, provided that one has access to the simulation environment in \( R \). Since the original source code is not a product of this master thesis, it can not be included. However, for those interested in making further research on the resource closure model, the \( R \)-code could probably be acquired by contacting Professor Couch. The Perl script implementing the proof of concept is provided as an appendix.

5.2.2 Additions to the model

The resource closure model design including the new additions is shown in figure 3.1 on page 27.

Non-linear cost function

The non-linear cost function was necessary to apply to the model in order to implement it in the case of frequency scaling, because the relation between frequency and power consumption is quadratic. Simulations of the model with sinusoidal load and a quadratic cost function showed, when compared with the re-calculated theoretical optimum, that it is equally efficient as a linear cost function. This was an important finding and vital for further research into the chosen case.

Value function priority factor

The value function priority factor is an attempt to address the notion that not all workloads are equally important.\(^1\) One of the strengths of this method is its simplicity, both programmatically and cognitively. Simulations also showed that the priority factor had more impact on the total value when the original value was high than when it was low. This behaviour is desired, because it makes higher resource levels more attainable when dealing with higher priority workloads, without affecting the resource recommendation as much on lower workloads.

\(^1\)Or as George Orwell would have put it, “All workloads are equal, but some workloads are more equal than others.”
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loads. When dealing with small loads, low resources will be sufficient, even if the priority of the workload is high.

The shortcomings of the priority factor is that it does not take into consideration absolute SLA requirements, it only gives a possibility to say that “this workload is more important, please take it into consideration when choosing the resource level.” Moreover, it can not differentiate between different priority workloads on the same server. One could, however, imagine a front-end switching of the different workloads, sending them to the right priority servers, combined with a dynamic control of how many high-priority servers are needed.

Resource level steps

The resource level hysteresis function presented in algorithm 1 on page 26 is presented as a way of dealing with limited and discrete resource levels, to avoid oscillation between two resource levels when the resource values stay close to the limit value between two such levels. As we know from the simulations, the recommendations from the closure has an oscillating behaviour when load is constant, and makes this unwanted behaviour very likely to happen.

When running the proof of concept, we could see that the size of the area between the thresholds is an important factor to make the hysteresis function work properly. Having a threshold width of 10% was not sufficient to remove all the spikes in that particular workload, but with a threshold width of approximately 20%, all spikes were gone (see figure 4.11).

5.2.3 Optimisation

The resource closure model has several parameters, the original model has increment size and window size, and the new model also has priority level and the threshold span of the hysteresis function. Tuning these parameters is very important to make the model perform as desired. However, tuning the model for optimal behaviour has not been a prioritised task in this master thesis, because such a tuning is in any case very dependent on the environment of its application and on the situation, which may also change over time. It is therefore not of any vital interest for a proof of concept, beyond that it should perform good enough to be functioning adequately.

The topic has, however, been shown some consideration, and a comparison between the performance of the proof of concept experiment and a theoretical optimal frequency value has been performed. The results are presented in Table 4.2 and Figure 4.12, and described in the results chapter.

An interesting finding was that the hysteresis function is not degrading the performance of the resource recommendations, and the percentages even show a slight improvement. This is interesting because the purpose of the hysteresis
function is to prevent the resource recommendations from oscillating between discrete resource levels, and it does this by to a certain degree preventing the resource level from reaching its desired state.

It has to be noted that the theoretical optimum is not necessarily fully optimal in reality, and that a 100% correspondence is probably not possible, nor is it necessarily desired. One might say that the theoretical optimum is how the resource closure model would perform with no convergence time, where the resource level is optimal at all times. For one thing, this is not achievable without full knowledge of the load, which is one of the presumptions that we do not have. Moreover, a little convergence time is desirable for smoothening the graph to avoid spikes, which has been shown to work.

The choice of increment size has also shown to be dependent on the typical load profile of the system. A system with a load with much variation over short time periods tend to need a larger increment size, while stable loads will perform better with smaller increment size. The hysteresis function is also dependent on a small increment size, and this might lead to a conflict in a system with high variation in its load, and a non-optimal compromise will have to be made.

### 5.2.4 Power reduction

One of the goals of this master thesis was to develop a model that could enable a reduction of power consumption in a computer system, and the method chosen to achieve this was dynamic processor frequency scaling. The model was developed and implemented in a proof of concept perl script that successfully was able to adjust the processor frequency based on input from the resource closure.

Although there has not been performed any measurements to verify any reduction in power consumption, estimations (presented in table 4.3) indicates a near halving of the power consumption on the lowest priority level, and a reduction by a quarter on the highest priority level. This is a strong indication that a reduction in power consumption is achievable using a resource closure model.

It has to be noted, though, that the numbers presented in this thesis are only indications, as they are calculated from estimates; and also that they are only valid for the load used in the experiment. In addition, they do not take all factors into consideration, such as continually adjusting for the power consumption with the exact load.

### 5.3 Conclusion

The goal of this thesis has been to investigate and evaluate the possibility of using the resource closure model for power management in a computer sys-
tem, and to make further developments to the model in order to be able to make a proof of concept implementation in a specific case of autonomic power management.

During the course of this thesis, the resource closure model has been further developed, and three new additions to the model have been presented. These additions have been implemented in a successful proof of concept experiment that has been able to show that the resource closure model is able to make recommendations that can be used to control processor frequency in accordance with incoming load. The simulations and proof of concept conducted have produced interesting and encouraging results, that are presented in this document.

Estimations has been made to evaluate the expected effect of implementing the resource closure model in a production environment. There are uncertainties in the presented estimates, but after taking this into consideration there is still a strong indication that the use of a resource closure model is a viable approach for autonomic power management. Accordingly, power management seems to be a good field of study for further development of the resource closure model.

5.3.1 Contributions

The main achievements of this masters thesis is its contributions to the study of resource closures. Most significantly is the development of three new additions to the resource closure model, namely, the non-linear cost function, value function priority factor and hysteresis function for discrete and limited resource levels. Although they have been developed to solve issues related to the chosen implementation, the additions are generic in nature and conceivably should be usable in several other cases where a resource closure model could be implemented.

5.3.2 Future work

The results from this masters thesis opens up several prospects for future work. First and foremost, there are still several unsolved general issues concerning the resource closure model. Couch et al mention several issues that has not been addressed in this thesis [11, 10]. In addition, from this thesis, the suggested concept of priority factors is not sufficient in a case of absolute SLA requirements and needs to be either improved or replaced. Also, how to differentiate between different workloads is an unsolved challenge. In this thesis, it has been proved that a non-linear cost function is possible. However, other cost functions, for instance an exponential function, have not been attempted.

In the proof of concept, the processor frequency levels were successfully controlled using recommendations from the resource closure. However, this was achieved by using a simulated load read in from a file. The next natural step would be to test the proof of concept further, this time by reading in real time
processor load directly. The biggest advantage to this would be that it enables the recommendations to influence the load directly through the feedback loop.

After completing a proof of concept with a real time load, the next step could be to test the resource closure model on several servers simultaneously in conjunction with a load balancer. Also, measuring actual energy savings would be natural to do in such an experiment. Eventually, a working proof of concept needs to be tuned and optimised. At this stage it would also be natural to compare the resource closure model with other methods of frequency scaling, such as the ones described by Sharma et al [42], Lu et al [34], and Kusic et al [32].
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Appendix A

Proof of concept perl script

This perl script implements a proof of concept of the resource closure model. Some of the logging and print-statements have been removed to be more readable.

#!/usr/bin/perl

# This perl script is written for the Master thesis
# "Autonomic Power Management using a Resource Closure Model"
# at University of Oslo and Oslo University College 2010.
# Author: Bengt Olav Olsen – s154215@stud.iu.hio.no

use strict;
use warnings;

# File containing available frequency levels on system
my $freqfile = "/sys/.../cpufreq/scaling_available_frequencies";
# File containing start-frequency of system
my $startfile = "/sys/.../cpufreq/scaling_cur_freq";
# Input-file for load
my $inputfile = "/.../resource.txt";
# Output-file with resource levels
my $outputfile = "/.../output.txt";

my $sleep = 1;  # Iteration sleep time in seconds
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```perl
my @frequencies;  # Array for available frequency levels
my @resources;   # Array for resource values from closure
my @setfreqs;    # Array for frequencies set by the closure
my $i = 1;       # Iteration counter
my $line;        # For storing each line from file
my @items;       # For storing items from line
my $resource = 0;  # Current resource parameter (R_rec)
my $deltaR = 0;   # Delta R sign 0 = negative, 1 = positive
my $frequency = 0;  # Cur. freq. level as index of @frequencies
my $f_max = 0;    # Maximum available frequency level (R_max)
my $f_min = 0;    # Minimum available frequency level (R_min)
my $threshold = 0;  # Threshold for changing frequency level
my $threshold_up = 1.1;  #110% # Upbound thrsh in %-decimal
my $threshold_down = 1.0;  #100% # Downbound thrsh in %-decimal

# Fetch available frequencies
open(FREQ, "$freqfile") or die "Can't open "$freqfile": $!";
while(<FREQ>) {
  @frequencies = split(/\s/);  # Read frequencies into array
}
close FREQ;

# Fetch resources
open(INPUT, "$inputfile") or die "Can't open "$inputfile": $!";
foreach $line (<INPUT>) {
  chomp($line);
  # Put contents of the line in an array, because
  # format of output from R is 5 items per line
  @items = split(/\s/, $line);

  # Convert items to right format
  for (my $j = 0; $j < scalar(@items); $j++) {
    # If resources are in GHz format, convert to Hz
    if($items[$j] < 10) {
      $items[$j] = $items[$j]*1000000;
    }
    # If resources are in MHz format, convert to Hz
    if($items[$j] < 10000) {
      $items[$j] = $items[$j]*1000;
    }
  }
}
```
push(@resources, @items);  # Read resources into array
} close(INPUT);

# Set frequency, f_min and resource
$f_min = @frequencies - 1;
$frequency = $f_min;
$resource = @frequencies[$frequency];

open(OUTPUT, ">$outputfile") or die "Can't open "$outputfile: "$!";

# Run loop for adjusting frequency levels
while (@resources) {
    # Read new resource level
    my $new_resource = shift(@resources);

    # At first iteration, set processor frequency directly
    # according to resource
    if ($i == 1) {
        my $set_freq = @frequencies[$f_min];
        for (my $j = 0; $j < @frequencies; $j++) {
            if ($frequencies[$j] >= $new_resource) {
                $set_freq = @frequencies[$j];
                $frequency = $j;
            }
        }
        system("cpufreq-set", "-f", "$set_freq");
        print (OUTPUT "Startup frequency: "$set_freq\n");
    }

    print (OUTPUT "\nIteration $i\n");
    print (OUTPUT "New resource value: "$new_resource\n");
    $i++; # Increment iteration count

    # Check if deltaR increment is positive, negative or unchanged
    if ($new_resource < $resource) {$deltaR = -1;}  # negative
    elsif ($new_resource > $resource) {$deltaR = 1;}  # positive
    elsif ($new_resource == $resource) {$deltaR = 0;}  # unchanged

    # Set new resource
    $resource = $new_resource;
}
APPENDIX A. PROOF OF CONCEPT PERL SCRIPT

# Resource Level Hysteresis Function

if ($deltaR > 0) {  # Delta R increment was positive
    # Calculate threshold
    $threshold = $frequencies[$frequency] * $threshold_up;
    print (OUTPUT " Increment \threshold : \$threshold \n" );
    # Check if resource has reached threshold
    if ($resource > $threshold) {
        # Check if frequency is already maximum
        if ($frequency != $f_max) {
            print (OUTPUT " Frequency \$frequencies \$frequency changed to \n" );
            $frequency -- ;  # Adjust frequency level upwards
            print (OUTPUT " $frequencies \$frequency \n" );
            system("cpufreq -set", "\-f", "$frequencies \$frequency");
        } else {
            print (OUTPUT " Already at highest available \frequency \n" );
        }
    } else {
        print (OUTPUT " Frequency unchanged : \$frequencies \$frequency \n" );
    }
} elsif ($deltaR < 0) {  # Delta R increment was negative
    if ($frequency != $f_min) {
        # Calculate threshold
        $threshold = $frequencies[$frequency + 1] * $threshold_down;
    } else {
        $threshold = $frequencies[$f_min] * $threshold_down;
    }
    print (OUTPUT " Decrement \threshold : \$threshold \n" );
    # Check if resource has reached threshold
    if ($resource <= $threshold) {
        # Check if frequency is already minimum
        if ($frequency != $f_min) {
            print (OUTPUT " Frequency \$frequencies \$frequency changed to \n" );
            $frequency ++ ;  # Adjust frequency level downwards
            print (OUTPUT " $frequencies \$frequency \n" );
            system("cpufreq -set", "\-f", "$frequencies \$frequency");
        } else {
            print (OUTPUT " Already at lowest available \frequency \n" );
        }
    } else {
        print (OUTPUT " Frequency unchanged : \$frequencies \$frequency \n" );
    }
} else {
    print (OUTPUT " Resource unchanged \n" );
}

# Store frequency set (or kept) in this iteration
my $freqtemp = $frequencies[$frequency] / 1000000;
```perl
push(@setfreqs, "$freqtemp\n");

# Make loop wait a little before next iteration
sleep $sleep;
}
close(OUTPUT);

# END
```
Appendix B

Additional graphs

Figures B.1 and B.2 show low and full constant load.
Figures B.3 and B.4 show low and full constant load with added noise.
Figure B.5 shows sinusoidal load with noise.
Figure B.6 shows variable load with noise.
Figure B.1: Actual vs. optimal payoff and optimal vs. recommended resource values with low constant load (1%) and priority factors 1, 2 and 3. Optimum is shown with circles in the left graphs and with a straight line in the right graphs.
Figure B.2: Actual vs. optimal payoff and optimal vs. recommended resource values with full constant load (100%) and priority factors 1, 2 and 3. Optimum is shown with circles in the left graphs and with a straight line in the right graphs.
Figure B.3: Actual vs. optimal payoff and optimal vs. recommended resource values with low constant load (1%), added noise and priority factors 1, 2 and 3. Optimum is shown with circles in the left graphs and with a straight line in the right graphs.
Figure B.4: Actual vs. optimal payoff and optimal vs. recommended resource values with full constant load (100%), added noise and priority factors 1, 2 and 3. Optimum is shown with circles in the left graphs and with a straight line in the right graphs.
Figure B.5: Actual vs. optimal payoff and optimal vs. recommended resource values with sinusoidal load, added noise and priority factors 1, 2 and 3. Optimum is shown with circles.
Figure B.6: Actual vs. optimal payoff and optimal vs. recommended resource values with variable load, added noise and priority factors 1, 2 and 3. Optimum is shown with circles.