Abstract

This thesis aims to examine radiation tolerance of low power digital CMOS circuits in a commercial 90 nm low power triple-well process from TSMC. By combining supply voltage scaling and Radiation-Hardened By Design (RHBD) design techniques, the goal is to achieve low supply voltage, radiation tolerant, circuit behavior.

The target circuit architecture for comparison between different radiation hardening techniques is a Successive Approximation Register (SAR) architecture comprising both combinational and sequential logic. The purpose of the SAR architecture is to emulate a larger system, since larger systems are usually composed of combinational and sequential building blocks. The method used for achieving low power operation is primarily voltage scaling, with the ultimate goal of reaching subthreshold operation, while maintaining radiation tolerant circuit behavior. Radiation hardening is performed on circuit-level by applying RHBD circuit topologies, as well as architectural-level mitigation techniques.

This thesis includes three papers within the field of robust low power CMOS design. Two of the papers cover low power level shifter designs in 90 nm and 65 nm process from ST Microelectronics. The third paper examines memory element design using minority-3 gates and inverters for robust low voltage operation.

Prototyping has been conducted on low power CMOS building blocks including level shifter and memory design, for potential use in future radiation tolerant designs. Prototyping has been conducted on two chips from two different 90 nm processes from ST Microelectronics and TSMC. A test setup for radiation induced errors has been developed. Experimental radiation tests of the SAR architectures were conducted at SAFE, revealing no radiation induced errors.
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Chapter 1

Introduction

The increasing demand of portability and extended battery life has been a major driving force for optimization between power consumption, performance and reliability. The use of multiple voltage- and clock domains is a good way to optimize device performance and reliability, while maintaining low power consumption [3]. Such implementations dedicate low supply voltage to circuits that operate at low speed in order to save power, while higher supply voltages are dedicated to circuits that have higher speed requirements at the expense of increased power consumption [4]. The use of multiple voltage domains increases circuit complexity, and therefore requires thorough performance and reliability analysis. Level shifters need to be inserted for interfacing of different voltage domains and digital logic blocks need to be designed for their intended supply voltage operation [3,5,6]. The utilization of dynamic voltage scaling enables further optimization between performance and power saving by varying the supply voltage based on the speed requirements of the integrated circuit (IC) at any given time. Figure 1.1 shows the principle behind multiple voltage domain utilization.

![Multiple voltage domains interfaced with level shifters](image-url)

**Figure 1.1** Multiple voltage domains interfaced with level shifters

Low power IC design is also of interest to the radiation tolerant market. Radiation tolerance of standard circuits is however strongly dependent on the amount of current flowing through each node in the circuit. For this reason, low power- and radiation tolerant circuit implementations are often contradictory in design and are therefore governed by increased complexity and overheads compared to the implementation of equivalent standard circuits. Contemporary technology scaling trends which have contributed to smaller feature sizes, reduction in supply voltage as well as higher density designs have made deep submicron ICs increasingly susceptible to radiation induced errors. Such errors are of main concern to memory design, however standard logic circuits are also becoming more sensitive to radiation induced errors and therefore need to be taken into account...
when designing circuits for applications requiring high reliability. Parity and error-correcting code (ECC) are usually used in memory designs in order to protect memory from radiation induced errors. Nonetheless, with peripheral combinational and sequential logic exhibiting poor radiation tolerance, the impact of the effectiveness of ECC is thereby limited [7].

Reports have shown that the reliability of Earth based designs has been compromised¹, sending a clear message to the electronics industry that radiation induced errors are of great concern for further advancement of IC design. Moreover, state of the art realization of automotive and medical devices, such as implantable biomedical devices, must be hardened against radiation induced errors in order to minimize the possibility for human hazards². Comparable Earth based applications have initially the lowest radiation tolerance requirements. The radiation tolerance requirements increase as the application areas get more specific, such as military use and nuclear power plants. For applications such as satellite communication, the radiation tolerance requirements may become relatively higher because of the value and cost implications of such projects. System failures that occur in Earth based applications are more accessible for repairs then failures occurring in space applications. Therefore, the radiation tolerance requirements of systems found in space applications are often relatively higher in order to minimize the probability for potential need of repairs.

Current research efforts within the field of radiation tolerant electronics design are focused on meeting these requirements by using commercial process foundries instead of radiation hardened process foundries (which are dedicated for the purpose of radiation tolerance). Design and development of radiation tolerant digital custom cell libraries in commercial processes may contribute to increased efficiency for applications requiring radiation tolerance in terms of power, area, speed and time to market [8]. However, before customized cell libraries can be implemented, a thorough radiation tolerance characterization of the commercial process needs to be conducted. The impact of different types of radiation effects needs to be identified, and techniques for mitigating radiation effects need to be employed. Simulation- and physical verification methodologies are essential in order to be able to predict the radiation tolerance of such cell libraries.

1.1 Motivation

Technology and market trends have altered the way radiation tolerance is achieved in present day electronics design. The design trend is shifting towards radiation hardened by design (RHBD) methodologies and away from radiation hardened by process (RHBP) methodologies. Over the past few decades, the RHBP IC market has been substantially reduced. There are several reasons for this trend, the most significant being the exponential growth of the consumer IC market which has attracted many semiconductor suppliers [9]. Environmental directives such as RoHS and WEEE have indirectly restricted the radiation hardened supplier market because suppliers are more interested in the more lucrative commercial IC market. Moreover, unintentional consequences of the advancements in the commercial semiconductor processing technologies has contributed to increased total dose hardness of commercially produced ICs. The increase in total dose hardness has made commercial processes favorable in many applications where high reliability is required, given that the negative aspects of radiation induced effects are tackled appropriately. Although there are positive sides when it comes to utilizing commercial processes for the purpose of radiation tolerant IC design, there are also negative sides, especially related to the technology scaling trends. The reduction of the supply voltage makes circuits more vulnerable to radiation induced particle hits, which is an effect that needs to be countered using specialized circuit, architectural and layout topologies, i.e. RHBD.

¹Latchup on CISCO routers in 2004 (www.cisco.com)
²Pacemakers experienced neutron-induced shutdowns (IEEE TNS 96)
RHBD circuits do impose an area, speed and power consumption overhead compared to the equivalent unhardened circuits in the same process. Nevertheless, due to the fact that radiation hardened process foundries lag 2-3 generation behind commercial process foundries in terms of performance (and availability), the use of commercial process flows are therefore attractive for meeting radiation tolerance requirements at the same time as increasing the performance [10, 9]. The ultimate goal of utilizing commercial IC processes is the instigation of cheaper and faster design and production of radiation tolerant electronics, while maintaining the best possible performance and minimizing RHBD penalties.

1.2 Thesis outline

Chapter 2 gives a brief introduction to low power- and radiation tolerant CMOS design. A brief introduction to radiation effects in electronics is also provided.

Chapter 3 presents the most substantial transistor properties in digital RHBD applications.

Chapter 4 presents circuit- and architectural level SET and SEU mitigation techniques, which are applied to three SAR architectures for SEU characterization.

Chapter 5 gives an overview the soft error simulation- and test methodology used to evaluate the SEU response of the SAR architectures.

Chapter 6 presents some of the results obtained during this thesis work. Three papers are included as well as the results from the SEU characterization of SAR architectures.

Chapter 7 is a discussion of the thesis contributions.

Chapter 8 concludes this thesis work and provides some remarks regarding future work.

Five appendices are also included:

Appendix A shows a part of the VHDL code for template-based soft error characterization.

Appendix B shows a part of matlab code for error detection.

Appendix C shows the PCB layout.

Appendix D shows the layout of the ST Microelectronics chip (90 nm general purpose process).

Appendix E shows the layout of the TSMC chip (90 nm low power process).

A CD has been enclosed with additional material including full VHDL code for the template-based soft error characterization, necessary matlab code for running the experiment as well as additional measurement results.
Chapter 2

Low Power- and Radiation Tolerant CMOS Design

2.1 Low Power Digital CMOS

The increasing requirement of portability has been a major driving force for development in low power digital CMOS design the last few decades. Low power IC design incorporates many different design techniques in order to achieve low power consumption while maintaining reasonable speed performance. Such techniques may include utilization of Multi-threshold CMOS (MTCMOS), low power clocking, multi-supply voltages, dynamic voltage- and frequency scaling and/or standby modes [11]. Although there are many ways of attaining low power consumption, the most direct and dramatic means of reducing power consumption in ICs is by operating circuits in the subthreshold region [12, 13].

2.1.1 Subthreshold Operation

Subthreshold operation has become a well established region of operation for digital circuits when ultra low power circuit operation is in demand, and speed is of secondary importance [14]. Sub-threshold operation implies that the gate-source voltage, \( V_{gs} \), and the power supply voltage, \( V_{dd} \), is below the absolute value of the transistor's threshold voltage, \( |V_T| \) [15]. By reducing the power supply voltage down to the subthreshold region, a large decrease in static and dynamic power consumption can be achieved. However, a decrease in power supply voltage also contributes to circuit reliability issues. Process- and mismatch variations gain an increased impact on circuit behavior due to exponential current dependencies in the subthreshold region. The subthreshold current \( I_{D_{sub}} \) is given by [15]

\[
I_{D_{sub}} = I_0 e^{\frac{V_{gs}-V_T}{nV_{th}}} \left(1 - e^{-\frac{V_{ds}}{V_{th}}} \right)
\]

where \( I_0 \) is the drain current when \( V_{gs} < V_T \)

\[
I_0 = \mu_0 C_{ox} \frac{W}{L} (n-1)V_{th}^2
\]

The exponential current dependencies may lead to large variations in propagation delay, which make it hard to determine the design specification predictability [16]. Such specification predictabilities range from \( I_{ON}/I_{OFF} \) ratio variations to setup- and hold time violations in sequential logic, and are highly dependent on circuit topology choice. Even though subthreshold operation
involves several design challenges, the operating region still remains an attractive method for achieving ultra low power CMOS circuits, given that proper design techniques are employed.

## 2.2 Radiation Environments

Electronic devices are often exposed to radiation effects, and the most frequently associated radiation environment is the naturally-occurring space radiation environment. Put in simple terms, space electronics are exposed to radiation from the Van Allen belts, solar flares, solar wind and cosmic rays.

Spacecraft and satellites in Earth-orbit encounter large amounts of radiation from the Van Allen radiation belts, which are regions of trapped protons and electrons, see Figure 2.1. The inner Van Allen belt contains mainly protons with energies up to 30 MeV, whereas the outer Van Allen belt contains fast moving electrons and slow moving ions, that are trapped in the magnetosphere, with energies which can exceed 100 MeV. The particle flux in these regions depends highly on the altitude, orbital inclination as well as the solar activity.

Electronic devices also encounter hazardous radiation environments in the Earth’s atmosphere. Galactic cosmic rays, which originate from outside the solar system, consist of low flux, highly energetic particles up to the GeV range. These particles produce intense ionization and are very hard to shield against. When cosmic rays interact with atmospheric nuclei, nuclear spallation reactions take place and induce production of high energy neutrons and pions [17]. Figure 2.2 illustrates the terrestrial nuclear cascade shower as a result of incoming cosmic rays.

As in the geospace environment, the particle-flux and energy in the Earth’s atmosphere depend highly on altitude as well as events in the intergalactic space weather. Therefore, the radiation impact on electronics is higher for avionics applications than for ground based applications [2].

Cosmic rays can also induce soft errors in electronics at sea level [1]. The main radiation sources causing soft errors in electronics at sea level are cosmic ray induced neutrons and pions, and microelectronic packaging induced alpha particles. [1] As neutrons and pions interact with silicon, nuclear reaction takes place and the resulting high energy secondary particles scatter in all directions.

Furthermore, natural radiation environments are not the only radiation environments hazardous for electronics. Man-made radiation environments can also induce errors on electronic devices. Such environments are encountered in, but not limited to, nuclear power plants, medical applications and warefare.
2.3 Radiation Effects In Electronics

Radiation effects in electronics are often categorized into several separate categories of radiation induced effects. Galactic cosmic rays, cosmic solar particles and trapped protons in radiation belts are the main sources of energetic particles causing single event effects (SEE). These single event effects are initially non-destructive events in electronic devices. However, radiation effects can also result in semiconductor degradation (both over time and instantly) by causing radiation damage to local or global parts of the device. Therefore, radiation induced errors in electronics are often categorized in soft and hard errors.

Single event effects have received recognition ever since the 1950s, and their nature has been researched thoroughly ever since then [1]. Soft errors are commonly related to the post impact state of high energy ionizing particles interacting with semiconductor materials at locations close to sensitive circuit nodes of active devices. Figure 2.3 shows the principle behind this phenomenon. When a high energy particle passes through the silicon near a sensitive node, the particle produces a dense radial distribution of electron-hole pairs along its trajectory (Figure 2.3 a). Electrons and holes then drift towards their opposite potential via the electric field in the depletion region, thereby extending and distorting the depletion region, thus giving rise to rapid charge collection via drift (Figure 2.3 b). When the excess carriers along the particle track have been collected, recombined or diffused away from the junction area, the slower diffusion collection takes over until equilibrium is reached (Figure 2.3 c). A current pulse is then generated as a result of the collected charge (2.3 c) and causes a voltage fluctuation at this node [7].

This is only a principal model of a particle strike and the final result depends on a lot of variables such as type of particle, its initial energy, its angle of impact and process parameters.
Hard errors on the other hand are errors that cause destructive damage to transistors and other semiconductor materials. Hard errors often occur over time due to cumulative effects, and can therefore be avoided if the potential hard error inducing effects are discovered and corrected in time.

This following subsections briefly describes the most common, both non-destructive and destructive, radiation effects encountered in electronic devices.

### 2.3.1 Single Event Transients

Single Event Transients (SET) are transient voltage fluctuations, induced by charge deposition by a subatomic particle strike. The voltage fluctuations can propagate to storage elements and cause an erroneous latched logic state, resulting in a Single Event Upset (SEU) [18].

Single event transients are of great concern for analog electronics such as comparators [19]. Mitigation techniques primarily involve capacitive hardening and in some cases digital correction techniques.

### 2.3.2 Single Event Upsets

A SEU can be defined as a change in the logic state of a latched logic element from a logic one to a logic zero or vice-versa. SEU occur when high energy particles alter the charge deposition in critical nodes in such a way that it results in a bit error. SEU are defined to be non-destructive events, and therefore the affected logic can be rewritten or reset to regain proper operational behavior [18].

### 2.3.3 Multiple Bit Upset

Multiple bit upsets (MBU) are upsets resulting from a single high velocity charged particle strike, passing through several sensitive nodes in an electronic device, and thereby changing the logic state
in several adjacent latched logic elements. For high velocity particle strikes, the number of bit upsets has been shown to be highly dependent on the impact angle of the particle [20]. MBUs can also occur as a result of proton induced- as well as terrestrial neutron induced nuclear reactions that produce secondary ionizing particles which interact with capacitive nodes in close proximity of the initial strike [21]. However, due to the technology feature size scaling trends, the device sensitivity to MBUs is expected to keep increasing in high density ultra deep-submicron designs [22, 23].

2.3.4 Single Event Latchup

Single event latch-up is a permanent and potentially destructive state of the device under test (DUT) whereby a parasitic thyristor structure is triggered by a high energy particle strike and a low impedance, high current path is established between the power rails. A power cycle is usually sufficient to reestablish normal operation of the device. If for example a latch-up is left uncorrected, the high current path may result in destructive failure, referred to as Single Event Burn-out (SEBO).

2.3.5 Total Ionizing Dose Effects

Total ionizing dose (TID) effects are cumulative damage effects caused by ionizing radiation over time. In semiconductor devices, ionizing radiation contaminates oxide layers by accumulation of trapped positive charge, which degrades transistor performance by causing channel inversion at the oxide/silicon interface. These inverted channels result in current conducting leakage paths and given high enough radiation doses, over a longer period of time, the trapped charge can become sufficiently high to force a transistor to be permanently open/closed. TID effect may also result in displacement damage in electronic devices as a result of proton induced degradation mechanisms [24].

2.4 Radiation Tolerant CMOS Design

Throughout this decade, the space industry has been signaling an increased interest in robust ultra low power integrated circuit design for use in future space missions [25, 26, 27]. A special case of this trend has come to be known as “CMOS ULTRA-LOW POWER RADIATION TOLERANT” (CULPRiT) integrated circuits [27]. This concept evolves around scaling of the power supply voltage to reduce power consumption at the same time as scaling the threshold voltage in order to compensate for the performance loss imposed by a decrease in supply voltage.

Traditional circuits used in space applications are designed using radiation hardened processes and may consume relatively large amounts of power. However, with the decline in the RHBP market and with new semiconductor technologies emerging, new mitigation techniques need to be employed in order to successfully suppress the impact of soft errors on modern electronic devices [2].

These recent years, several papers have been published on exploring potential advantages with subthreshold operation in radiation tolerant digital CMOS design [28, 29]. Experimental results have shown that the TID induced leakage current can be reduce by up to 100 times by lowering the supply voltage [28]. With the use of circuit-level soft error mitigation techniques, digital circuits operating in the subthreshold region may become relevant for hazardous radiation environments, and even space applications in the future.\textsuperscript{1} In such applications, subthreshold operation may be employed by secondary systems or voltage domains, thereby freeing up power for more crucial components.

\textsuperscript{1}Iridium Technologies have put radiation hardened subthreshold circuit design as one of their ultimate goals
Traditional design techniques such as voltage scaling and multi supply voltage domain utilization have been proposed for realization of low power, radiation tolerant circuit designs [30]. The proposed idea is based on the use of low-$V_{DD}$ operation for circuits that are less sensitive to radiation induced errors, and high-$V_{DD}$ for circuits that are more sensitive to radiation induced errors.

A challenge with reduced power supply voltages is the reduction of the critical charge, $Q_{\text{crit}}$, which is the required amount of charge to upset a capacitive node in a circuit [31]. $Q_{\text{crit}}$ is a supply voltage- and transistor geometry dependent parameter and will be addressed in Section 5.1 and in Section 4.1.2.
Chapter 3

Transistor Structures and Properties in RHBD Applications

When designing circuits for radiation tolerant applications, the designer must primarily evaluate the transistor behavior for the targeted radiation environment. For these types of applications, transistor behavior is highly dependent on process choice as well as technology node [32]. The primary concern regarding transistor behavior is described in terms of TID induced leakage. Several approaches have been proposed to counter the effects of TID, and thereby retain stable transistor operation in harsh radiation environments using standard commercial CMOS processes.

3.1 Linear CMOS devices

The standard transistor, also referred to as a linear device, has traditionally been regarded as a poor choice for RHBD applications. The main reason for this is the impact of TID induced leakage which is highly dependent on device isolation process technique and to some extent gate oxide thickness, the first mentioned being implemented using Shallow trench isolation (STI) in newer processes [33, 2]. For gate oxide thickness above 6nm, trapped positive charge in the gate oxide has been a big source of threshold voltage shifts in the transistor [34]. This variation in threshold voltage may potentially drive the transistor out of its intended operation area, and thereby render the transistor unreliable. In the recent years however, this trend has shifted and standard CMOS transistors have become more attractive for use in radiation tolerant integrated circuit design due to the impact of technology scaling.

3.1.1 Impact of technology scaling on radiation tolerance

Technology scaling trends in commercial processes have brought about both positive and negative effects in terms of radiation tolerance. The TID induced leakage currents and threshold voltage shifts have been substantially reduced as a consequence of using thinner gate oxides [10]. Contemporary commercial processes exhibit little sensitivity to radiation induced threshold voltage shifts due to the reduced possibility of radiation induced positive charge getting trapped in the thin oxide layers [10]. Furthermore, the utilization of STI instead of Local Oxidation of Silicon (LOCOS) for inter device isolation has contributed to large reductions in TID induced leakage currents. These factors are some of the main reasons RHBD has been made a realistic possibility. Reports have also shown that thin gate oxides are adequate for operating in heavy ion environments, without great risk of gate oxide breakdowns [35].

On the other hand, the impact of technology scaling has also contributed to smaller feature sizes
which in turn result in less nodal capacitances which make devices more prone to SEUs due to less energy may result in a SET. Additionally, as the device sizes shrink, higher density is achieved which thereby enables a single particle hit to upset several devices in close proximity. These properties are further discussed in Section 4.1.2.

In contrast to thin gate oxides, isolation oxides are thicker and therefore enable for TID induced positive trapped charge, and thereby need to be taken into account when designing circuits for radiation tolerant applications.

### 3.1.2 Radiation induced leakage

Radiation-induced leakage may be categorized into intra-device leakage and inter-device leakage, since they make up the main sources of leakage currents contaminating the transistor behavior [36]. Intra-device leakage are the leakage currents that form between the drain and source terminals of a transistor, while inter-device leakage are the leakage currents that form between adjacent transistors.

In a standard NMOS, lateral leakage paths can be generated due to buildup of TID induced positive trapped charge in the STI oxide sidewalls, at the Si/SOI2 interface [37, 33]. Figure 3.1 illustrates intra-device leakage current in a standard MOSFET. The positive trapped charge inverts portions of the STI oxide sidewalls, thereby creating an edge leakage path between the source and drain terminals or between adjacent transistors [38]. These leakage paths can be modeled as lateral parasitic transistors with the same length as the actual transistor length. The transistor model can however only be used as a guidance model, as the lateral leakage paths also depend on p-substrate doping and radiation dose, as well as other physical parameters such as Length of Diffusion (LOD) and Shallow Thrench Isolation Width (STIW) [39]. Figure 3.2 illustrates the transistor-level modeling of lateral leakage in a single MOSFET.

\[
W_{\text{main}} = n_{\text{finger}} \cdot W_{\text{finger}} 
\]

(3.1)

\[
W_{\text{lateral}} = 2 \cdot n_{\text{finger}} \cdot W_{\text{lateral,finger}} 
\]

(3.2)

\[
W_{\text{tot}} = W_{\text{main}} + W_{\text{lateral}} 
\]

(3.3)

As the radiation dose increases, a larger portion of the STI oxide sidewalls near the surface becomes inverted, resulting in higher intra- and inter-device leakage currents. Figure 3.3 illustrates...
the effect a large radiation dose can have on both intra- and inter-device leakage. As a result of the increased radiation dose, larger portions of the deeper STI edges become inverted, creating current conducting parasitic channels which further increase the leakage currents. It should be noted that the inversion strength is lower at the deeper levels of the STI oxide sidewall.

As seen in Figure 3.3, the intra- and inter-device leakage in M2 and M3 is dominated by the lateral leakage paths in and between the transistors when the transistors share active drain/source area. This implies also an increased leakage current vulnerability of transistors utilizing fingered structures, as depicted by equation 3.3 [40]. However, for the case where adjacent transistors do not share drain or source and in addition are separated by STI, then the STI can have a significant impact on reducing the edge leakage. Nevertheless, given high enough radiation dose, parasitic current conducting channels would still form in the deeper portions of the STI, thereby establishing inter-device leakage paths.

For the case of PMOS transistors, experimental results have shown that the TID induced leakage in PMOS transistors is very small compared to NMOS transistors for normal bias conditions [41, 36]. The reason is that the trapped positive charge results in negative threshold voltage shift for PMOS transistors, thereby not inducing the previously mentioned leakage paths. This will in turn result to a decrease in drive current for the PMOS.

TID induced leakage and threshold voltage shifts are regarded to be negligible in sub-180 nm commercial processes when transistors are operated at full supply voltage and annealing effects are taken into account [10]. On the other hand, the TID induced leakage may have a significant impact on low supply voltage operation. In order to be able to utilize supply voltage scaling for the purpose of power saving, the TID leakage currents need to be suppressed for the sake of keeping the minimum supply voltage, \( V_{\text{min}} \), as low as possible (subthreshold for example). When operation circuits at low supply voltages, the TID induced leakage may reduce the \( I_{\text{ON}}/I_{\text{OFF}} \) ratio due to degradation in the subthreshold slope.
3.2 Alternative CMOS devices

In order to counter the radiation induced leakage along the STI oxide sidewalls that occur in the linear MOSFET structure, the ELT (Enclosed layout transistor) has been a popular transistor device for use in radiation environments in the multi-MeV range [2]. A layout of an ELT is shown in Figure 3.4.

Due to the physical structure of the ELT, the radiation induced leakage is substantially reduced at high TID levels compared to that of the linear transistor. The main reason for the small radiation induced leakage is that the intra-device leakage in the ELT is not affected by the STI sidewalls, since the STI sidewalls do not exist between source and drain terminals in the ELT structure. Furthermore, the utilization of ELT substantially reduces threshold voltage shifts compared to linear transistor devices.

Even though customized transistors such as the ELT offer better total dose hardness at higher radiation dose, they also contribute to complications associated with device geometries and modeling [2]. As it may be apparent from Figure 3.4, the source and drain of the ELT transistor are not symmetrical, and thereby the current conductance of the transistor will vary based on where the drain terminal is assigned. If the drain terminal is assigned to the enclosed part of the transistor, the transistor would have a larger current conduction due to lower drain terminal capacitance than what would have been achieved with having the source terminal in the enclosed part of the transistor. Furthermore, the layout geometry of the ELT imposes a minimum W/L ratio of the transistor since the width is defined by the ring length and the length is defined by the ring width (simplified explanation). For small aspect ratios, a large area consumption is to be expected since the only possible way of achieving very small aspect ratios is by increasing the length parameter. More extensive modeling of the ELT may be found in [42].

In the recent couple of years several papers have proposed new radiation tolerant transistor structures with the aim of reducing the area overhead imposed by the ELT layout topology [43] [44]. However, the device behavior still remains a issue when using commercial CAD tools for simulation without extensive alterations, therefore the most reliable device modeling is still achieved.
using Technology Computer Aided Design (TCAD) tools\(^1\). Standard commercial CAD tools are by default not intended for extraction the physical geometries of ELTs, and therefore require manual netlist alterations. Moreover, even with altered extracted netlists, the embedded transistor models may not be sufficient to model the complex behavior of ELT layout topologies.

\(^1\)Examples of such tools are; Sentaurus TCAD from Synopsys and NanoTCAD from SFDRC.
Chapter 4

Circuit- and Architectural Level Hardening of SAR Architectures

This chapter will focus on the selected mitigation techniques performed in order to achieve SEU and SET tolerance in three SAR architectures which employ individual mitigation techniques. The mitigation techniques include circuit-level radiation hardening techniques as well as architecture-level hardening techniques. Due to technology scaling, also layout considerations need to be taken into account when employing SEU and SET mitigation techniques. A SAR architecture is adapted from [45], which consists of both combinational and sequential logic. Since large systems are built up using combinational and sequential logic blocks which operate in conjunction, the SAR architecture can be regarded as a scaled model of a larger system. By analysing the SET and SEU tolerance of the hardened SAR architectures, a better understanding will be provided on how the different mitigation techniques compare.

4.1 Circuit level radiation hardening of logic blocks

Circuit level radiation hardening involves the use of circuit topologies capable of withstanding the impact of subatomic particle hits. Several papers have been published on novel mitigation topologies ever since the discovery of particle hit induced errors in electronic devices [46, 50, 49].

Circuit level radiation hardening is primarily aimed at SEU and SET mitigation. Combinational logic is only vulnerable to SETs, sequential logic is however vulnerable to both SETs and SEUs.

4.1.1 SET mitigation

There are very few circuit-level SET mitigation techniques that have been proposed in literature. This is mainly due to the fact that every interaction between a subatomic particle hit and a sensitive node in a circuit, will result in a SET given that the particle hit produces enough energy. The magnitude of the impact of the SET on a circuit is closely related to the node capacitance and thereby $Q_{\text{crit}}$. The effect of a radiation induced strike on any node in a circuit can be illustrated by Eq. 4.1.

$$\triangle q = C \cdot \triangle V$$  \hspace{1cm} (4.1)

where $\triangle q$ is the collected charge due to the radiation strike, $C$ is the effective capacitance of a given node and $\triangle V$ is the resulting voltage change at that particular node. As feature sizes shrink, the node capacitance decreases with the square of the feature size, resulting in an additional
reduction in $Q_{\text{crit}}$ and additionally an increased impact on node voltage. The increased impact in node voltage is a major contributor to single event transients at low supply voltages. This implies that increasing of $Q_{\text{crit}}$ with design techniques is a good way to start hardening a circuit against radiation induced errors. This approach is often referred to as capacitive hardening [47]. There are several ways of increasing $Q_{\text{crit}}$, one of them is to increase the node capacitance by increasing the transistor size (i.e, drain/source geometries of transistors) or by using circuit topologies that increase node capacitance [48].

Due to transistor geometries and parasitic components, SETs naturally diminish as they propagate through logic gates. However, the longer SETs propagate, the higher the probability is that they will become latched. Therefore, it is beneficial to suppress the impact of SETs by filtering them out as fast as possible, thereby prohibiting SET propagation to other logic blocks which might cause SEUs, if latched. Several papers have proposed the use of C-elements for this purpose [49, 50]. Figure 4.1 shows the schematic of a C-element.

![C-element schematic](image)

**Figure 4.1 C-element**

The C-element has two inputs and one output that changes its value only when the two inputs change their values simultaneously (i.e., acts as an inverter if there is correspondence between both inputs). Since a SET only results in a short voltage pulse\(^1\), the C-element is able to suppress the propagation of the SET, given that the SET occurs only on one of the inputs. This implies that two identical logic blocks are needed to drive the C-element inputs, in order to be able to use the C-element as a SET mitigation technique. Such a configuration fits well with dual modular redundancy (DMR) architectures, see Section 4.2.2. Further SET mitigation is discussed in Section 4.2 in terms of architecture level temporal redundancy.

### 4.1.2 SEU mitigation

Circuit level SEU mitigation is primarily aimed at sequential logic blocks capable of storage such as latches and flip flops. SEU mitigation involves the use of circuit topologies that prevent a SET to become latched on the output of sequential logic block. In order to realize the SAR architecture, only a D flip flop was needed and is therefore the only storage element that is evaluated in this thesis. A lot of SEU tolerant latch topologies have been proposed over the years [52, 53, 54]. Several of these topologies have been evaluated and compared against each other using the simulation method described in Section 5.1. The latch that showed the best SEU tolerance with the best tradeoff in

\(^1\)Experimental results have shown that the SET pulsewidths can vary from 900 ps to over 3 ns at laser energies from 85 pJ to 179 pJ respectively [51]
4.2 Architectural level hardening

Architectural level SET and SEU mitigation involve the use of spatial redundancy and temporal redundancy techniques. By distributing logic blocks in space, the probability of a SEU occurrence on the output of such architectures is substantially reduced. An error is produced if a particle hits several logic blocks at the same time. Temporal redundancy introduces signal distribution in time. This is an effective way of screening vulnerable inputs, such as clock inputs, from incoming SETs. In order to utilize temporal redundancy, two or more correlated data paths need to be two or more logic blocks. The time distributed data paths make sure that a transient pulse can be expected at only one of the logic block inputs at any given time.

4.2.1 Triple Modular Redundancy

A TMR architecture is based on three identical logic blocks which are connected to one or sometimes three majority voters. The output of the majority voter produces a correct value if at least two of the three identical logic blocks contain intended (correct) values. The voter topology may be implemented as a synchronous or asynchronous circuit, and is also vulnerable to soft errors. Therefore it is critical to harden voter circuits in order to prevent SET propagation.

Figure 4.3 shows a TMR architecture, which utilizes both spatial- and temporal redundancy. Several degrees of spatial redundancy can be achieved by using TMR architectures. Standard spatial
redundancy is achieved by simply stacking the layout cells close to each other. Higher degree of spatial redundancy can be achieved by interlaving layout cells, however, such an implementation comes at the cost of higher interconnect complexity.

The temporal sampling is in this case applied to the clock input, but can also be applied to the data inputs. Temporal sampling is effective for low/medium frequency operation, however for high performance applications, the delay imposed by the delay elements will amount to a large portion of the overall latency of the circuit. The latency resulting from the delay elements is usually set to be equal to the maximum expected SET duration.

The utilization of the TMR architecture contributes to an area overhead more than three times greater compared to a standard implementation of the same circuit. Furthermore, the power consumption is also increased approximately by the same factor, which makes TMR circuit implementations somewhat undesirable in applications where area- and power consumption are key parameters.

### 4.2.2 Dual Modular Redundancy

The DMR implementation presented in this thesis is based on utilization of two identical, separated data paths. Figure 4.4 shows a DMR architecture which makes use of DICE latches and C-elements. The two separated data paths achieve SET tolerance by interconnecting C-element inputs between identical logic elements in the two data paths. The technique has been proposed in [50], but not in the context of dual modular redundancy. The use of interconnected C-elements ensures that SET mitigation at input stages of latches is achieved as long as two interconnected C-elements don’t get hit by a particle strike at the same time. Should a SET in one of the data paths propagate to a neighbouring logic block, the SET would thereby be filtered out by the same C-element interlocking configuration, or the fast recovery time imposed by the interlocked node pairs in the DICE latch.

The utilization of C-elements and DICE latches poses a good fit for the DMR architecture in terms that all logic blocks are duplicated and C-elements are added. However the additional C-elements and the additional circuitry required to realize the DICE latch impose an area and power consumption overhead that needs to be taken into account.

For further SET and SEU mitigation in the DMR architecture, temporal sampling can also be applied to C-elements and latch inputs [50, 57].

![Figure 4.3 TMR architecture with temporal sampling](image-url)
4.3 SEE Layout Considerations

When designing SEE tolerant circuits, it is important to consider the physical implications of a particle hit on or near a sensitive node in the circuit. Therefore layout considerations need to be taken into account in order to achieve the best possible SEE tolerance.

Due to the impact of technology scaling, deep submicron implementations of SEU tolerant topologies are highly affected by the charge sharing between sensitive nodes [58]. Charge sharing implies that the charge generated from a particle hit is shared between transistors in close proximity. The DICE D flip flop is therefore designed with a spatial separation of the sensitive nodes, see Figure 4.5.

As mentioned in Section 2.3, the depleted diffusion areas of a transistor are critical points of impact for a particle hit. By separating the the critical diffusion areas that make up nodes A and C, and nodes B and D in the DICE latch, a higher particle hit tolerance can be achieved. The layout of the master/slave DICE configuration is made up by interleaving the critical nodes of two DICE latches. Master latch, node B (MLB) is placed next to slave latch, node B (SLB). Their other critical noes, MLD and SLD are placed as far away as possible from the B nodes in order to minimize the probability for a single particle hit upsetting several sensitive nodes. This approach contributes to more complex nodal interconnect and more parasitic components, nevertheless, the resulting small decrease in speed is a small price to pay for a large increase in SEU tolerance.

P+ and partial N+ guardbands have been added to increase TID hardness in terms of inter device leakage currents. The guardbands also increase the single event latch-up threshold by suppressing the positive feedback path between PMOS and NMOS transistors. The use of additional guardbands comes at the expense of additionally increased area overhead in addition to the redundancy factor.

4.4 SAR architecture

The purpose of implementing the SAR architecture using different SET and SEU mitigation techniques, is to compare the radiation tolerance of each of the mitigation techniques and evaluate the potential penalties in terms of power consumption, speed and area overhead.

Three different implementations of the SAR architecture have been realized on the TSMC test
chip. Figure 4.6 shows the layout of the SAR architectures, and Table 4.1 shows the attributes of the implemented SAR architectures. The standard (STD) SAR architecture is designed using standard combinational logic and PowerPC603 D flip flops [59] in a master-slave configuration. The TMR SAR architecture is designed using the procedure presented in Section 4.2.1, and DMR SAR architecture is designed using the procedure presented in Section 4.2.2. The TMR SAR utilizes architectural level SET and SEU mitigation techniques and the DMR SAR utilizes both architectural- and circuit level SET and SEU mitigation techniques.

Synchronization is very important in CMOS design, especially in high speed, low supply voltage operation due to the impact of propagation delays. Therefore, clock trees have been implemented in all of the SAR implementations.

By comparing the area overhead imposed by the implementation of the different SET and SEU mitigation techniques, we see that the TMR SAR and DMR SAR are approximately 400% and...
160% larger than the STD SAR respectively. It should be noted that the DMR SAR utilizes a radiation tolerant D flip flop topology, and that the TMR SAR utilizes a standard unhardened D flip flop topology. If the TMR SAR would use circuit level SET and SEU mitigation techniques, the area overhead imposed by the TMR architecture would be even greater.

Table 4.1 SAR architecture implementation comparison

<table>
<thead>
<tr>
<th></th>
<th>D flip flop type</th>
<th>Circuit level hardening</th>
<th>Architectural level hardening</th>
</tr>
</thead>
<tbody>
<tr>
<td>STD SAR</td>
<td>PowerPC603</td>
<td>none</td>
<td>none</td>
</tr>
<tr>
<td>DMR SAR</td>
<td>DICE DFF</td>
<td>DICE (+ C-elements)</td>
<td>DMR (+ C-elements)</td>
</tr>
<tr>
<td>TMR SAR</td>
<td>PowerPC603</td>
<td>none</td>
<td>TMR (+ temporal sampling)</td>
</tr>
</tbody>
</table>
Chapter 5

Soft Error Simulation- and Test Methodology

Any electronic device that is intended for, or that risks exposure to any hostile environment, must undergo an extended set of tests in order to be cleared for safe operation in the designated environment. These comprehensive tests often include a vast variety of possible soft- and hard error characterization forms and are often performed under the influence of different radiation sources, depending on the targeted environment of operation and the application for the device. Typical characterization parameters may for example include the radiation induced effects discussed in Chapter 2.3 as well as other application specific parameters, depending on the DUT. However, implementing a complete and reliable hardness assurance flow which includes all these characterization parameters is a very complex and resource demanding procedure [2].

In this thesis, a small portion of a circuit hardness assurance flow is presented and is limited to SEU and SET characterization only. The assurance flow starts at schematic simulation level with SET and SEU evaluation, and ends at a physical measurement level with SEU evaluation only. The procedure utilizes an FPGA development board for interfacing with a PC, and for error detection. The supplementary equipment consists of a power supply and an amperemeter, aiding in the characterization of the DUT by recording current consumption and enabling supply voltage control.

5.1 Simulation Methodology

When characterizing CMOS cells for SEU and SET tolerance, a current pulse emulating a particle hit may be used for injection of current into sensitive nodes in the cell. The simulation method used in this thesis is similar to the methods used in recent publications on SEU and SET characterization on the schematic level [60, 61]. The use of schematic level simulations for SEE characterization is a cheap and effective way of attaining an approximated prediction of the SEU and SET susceptibility in CMOS circuits by using standard SPICE simulation tools. However, the method does not provide a realistic particle hit scenario as the injected current pulse only affects a single node in the circuit, and parameters such as angle of particle impact and device separation are not included. Figure 5.1 shows the current pulse used for emulating a particle hit.

In this thesis, the nodal injection of the current pulse was performed using Cadence Spectre simulator by importing the data from a MATLAB generated pulse. The pulse injection was used to determine \( Q_{\text{crit}} \) of sensitive nodes, which could be determined by evaluating Eq.5.1
Figure 5.1 Particle hit induced current

\[ Q_{\text{crit}} = \int_{0}^{T} I(t) \, dt \]  \hspace{1cm} (5.1)

where \( T \) is the time required to drive a node from a logic high to a logic low, or vice-versa.

Higher level circuit SEU and SET susceptibility analysis can be achieved by emulating a somewhat more realistic radiation environment. This was achieved by using random pulse generators which inject current pulses with variable amplitudes, on all nodes in the circuits, including inputs. See Figure 5.2. In this thesis the analysis was performed at different supply voltages to evaluate the SEU and SET tolerance of RHBD circuit topologies. The idea behind this approach is to determine if radiation tolerant circuit topologies can make up for the loss in \( Q_{\text{crit}} \) as the supply voltage scales down.

Figure 5.2 Simulation method based on random pulse injection

The random pulse injection method was used to determined the soft error rate on the circuit- and architecture level [62].
5.2 Template-based Soft Error Characterization

The methodology chosen for characterization of soft errors evolves around the comparison of pre-irradiation data with post-irradiation data. Based on a set of input states, we can predict the expected output from the DUT under normal/ideal operation conditions (pre-radiation). The expected response from the DUT can then be implemented as a template for comparison with the DUT response, when the DUT is being irradiated.

The comparison function is realized using a XOR function, generating ‘0’s for correct response, and ‘1’s for erroneous response. Based on the number of ‘1’s observed, the response, if erroneous, can be characterized as a single event upset or a single event transient. Figure 5.3 shows the principle behind the template-based soft error characterization approach.

Figure 5.3 illustrates a 4 bit DUT response (waves 1,2,3 and 4 from the top) and a 4 bit ideal response template (wave 5, 6, 7 and 8 from the top) which are compared using the XOR function (bottom wave). There are two timelines illustrated, one for the DUT, $t_{DUT}$, and one for interface and error detection platform, $t_{FPGA}$, which is a FPGA in this case.

The two timelines may or may not be executed simultaneously, depending on the error detection implementation and requirements. For simultaneous execution, four XOR functions are needed for the comparison. In this particular implementation, these two timelines are executed sequentially, thereby only one XOR function is needed. In other words, the DUT timeline is initiated, denoted by $t_{DUT} = \text{start}$, which signals the DUT to send data to the error detection platform. As soon as all of the data has been sent, indicated by $t_{DUT} = \text{end}$, the FPGA starts the error detection algorithm indicated by $t_{FPGA} = \text{start}$. At this point, the comparison between DUT response and template is initiated, sequentially evaluating; $DUT_{b0} \oplus TEM_{b0}$, $DUT_{b1} \oplus TEM_{b1}$, $DUT_{b2} \oplus TEM_{b2}$ and $DUT_{b3} \oplus TEM_{b3}$. The sequence completion is indicated by $t_{FPGA} = \text{end}$, at which point the processed data can be forwarded for further processing.

Figure 5.3 also illustrates a scenario when both a SET and a SEU is detected. A SET is detected during the comparison between $DUT_{b3}$ and $TEM_{b3}$, and a SEU is detected during the comparison between $DUT_{b2}$ and $TEM_{b2}$. 
5.2.1 Soft Error Detection using a FPGA

The implementation of the template-based soft error characterization was realized using a FPGA Spartan-3 Starter Board from Digilent. The purpose of the FPGA is to function as an interface between a computer and the DUT by stimulating the DUT and by processing the data received from the irradiated ASIC. Figure 5.4 illustrates a functional diagram of a physical implementation of the template-based soft error characterization procedure.

![Figure 5.4 Block level diagram of the template based soft error characterization](image)

The FPGA is configured to use 8 x 256 shift registers where 4 x 256 shift registers are dedicated to the irradiated received data, and 4 x 256 shift registers are dedicated to the ideal response, i.e., the template. The total number of shift registers used for the comparison procedure is 2048 and are realized using the available CLBs on the FPGA. Each shift register on the receiving end is sequentially XORed with their template shift register counterpart. The utilization of a XOR comparison function, enables for detection of any uncorrelated instances between the response and the template. Since the characterization methodology is aimed at characterizing circuit susceptibility at low supply voltages (and therefore low speed), the available processing power on the FPGA allowed for oversampling of the DUT response. The receiving shift registers are oversampled by \( f_s = f \cdot 64 \), i.e., 64 times the ASIC output signal frequency. The oversampling approach will therefore provide a certain degree of temporal resolution, and thereby also a certain probability of SET detection. The SET detection is primarily aimed at detecting potential SET occurrences that are results of secondary radiation effects which may interfere with surrounding ICs and equipment. In this particular implementation, the maximum sampling rate is limited by the Spartan 3 maximum clock frequency which is 50 MHz. However, the physical implementation is easily portable to FPGAs capable of sampling at much higher frequencies, such as the Stratix III from Xilinx with the capability to operate at clock frequencies up to 600 MHz. In other words, higher clock frequencies enable higher temporal resolution of the DUT outputs, and thereby higher probability to observe SETs.

A limiting factor regarding this particular approach is the somewhat lack of flexibility. Each template needs to be coded in the FPGA depending on the expected response from the DUT. However, since the FPGA can be reconfigured in a matter of minutes, the existing templates may easily be replaced with new templates, even during radiation testing.
5.2.2 PCB Design

The printed circuit board (PCB) is designed using a two layer FR-4 board. The bottom layer is primarily used as a ground plane for the purpose of ease of routing. The top layer is dedicated to signal- and power routing only. Almost all of the components are placed on the top side, aside from a few decoupling capacitors, which are used for DUT power decoupling and are placed directly below the DUT, on the bottom PCB layer. All ICs have at least one decoupling capacitor in near proximity of the IC package, depending on the requirements. All level shifters are powered by two different supply voltages, and therefore have two decoupling capacitors. The SN740AVC4T774PW level shifters are used both for converting up DUT output voltage signals from 1.2 V to FPGA voltage levels of 3.3 V, and for converting down in the opposite direction. The down-conversion is used for the control signals from the FPGA to the DUT, controlling the SAR architectures. Two level shifters are dedicated to interfacing between an ADS830E 8 bit SAR ADC for the purpose testing of a 8 bit DAC located on the DUT.

Two L6932D1.2 voltage regulators are used for supplying power to the level shifters and the DUT. The voltage regulators are configured in 1.2 V and a 3.3 V configuration, and are powered by two 9 V batteries. A 40-pin connector is placed on the PCB for interfacing with a FPGA development board. Several jumpers have been placed on the PCB for debugging purposes and for different DUT input- and power supply configurations. Figure 5.5 shows the PCB design and indicators to the main components.

![The PCB design](image)

**Figure 5.5** The PCB design

The PCB design complexity for this particular experiment is kept relatively low due to the fact that the experiment is run on low speeds. The speed is not limited by the ASIC, but rather by the maximum clock frequency of the FPGA and the oversampling rate, which are given by $\max(f_{\text{FPGA}_{-\text{clk}}})$ and $X$ respectively. In order to be able to oversample the output signals of the ASIC, the clock frequency of the FPGA must fulfill the requirement in Eq.5.2

$$f_{\text{FPGA}_{-\text{clk}}} = X \cdot f_{\text{ASIC}_{-\text{output}}}$$

(5.2)
where $f_{ASIC_{-output}}$ is the output signal frequency of the ASIC. The maximum signal frequency present on the PCB, $max(f_{PCB})$, is thereby given by

$$max(f_{PCB}) = f_{ASIC_{-clk}} = \frac{max(f_{FPGA_{-clk}})}{X} \cdot 2 \quad (5.3)$$

since

$$f_{ASIC_{-clk}} = 2 \cdot f_{ASIC_{-output}} \quad (5.4)$$

Given an oversampling rate, $X = 64$, and maximum clock frequency of the FPGA, $max(f_{FPGA_{-clk}}) = 50MHz$, the highest signal frequency on the PCB would be $< 1.5$ MHz, which can be categorized as low speed operation. However, it is evident from Eq.5.3 that higher speeds may become relevant if $max(f_{FPGA_{-clk}})$ is increased or the oversampling rate, $X$, is decreased. For such a scenario, more care should be taken when designing the PCB, in order to preserve acceptable signal integrity.

A few measures have been taken in order to prepare the PCB design for radiation testing environment. As a result of high energy particles interacting with materials around the electronic devices, secondary particles may scatter in all directions and thereby have a significant impact other nearby ICs or cables [63]. These secondary particles can induce noise or SEU in sensitive ICs. Therefore, every other wire in the 40-wire ribbon cable is grounded for better crosstalk performance when a long ribbon cable needs to be utilized, and/or when higher speeds are needed. Furthermore, it has been made an effort to keep a distance between the DUT and the surrounding ICs in order to suppress the effect of possible occurrences of secondary particles.

### 5.2.3 Measurement Setup

The measurement setup used for prototyping and radiation testing is described in this subsection. The setup is used for automated extraction of data from the DUT. Figure 5.6 shows the block diagram of the measurement setup. The setup is based around a host computer that can run the necessary data extractions remotely. A Keithley 6512 Electrometer is configured as an amperemeter for measuring current consumption of the DUT. The amperemeter is used for two purposes; Measuring current consumption of the three SAR architectures, and for measuring the leakage current through the NMOS transistor. Since only one Keithley 6512 is used, only one of these tasks can be performed at any given time. Since, the SAR architectures were to be tested with different supply voltages, the HP/Agilent E3631 voltage source was configured to use two output channels, one for variable power supply for the SAR architectures, and one for gate voltage on the NMOS transistor. The power supply and the amperemeter are connected to a computer using GPIB. The soft error detection algorithm that is implemented on the FPGA development board is controlled by the computer via the RS 232 port. The FPGA development board sends clock, control and reset signals to the DUT and receives the response from specified SAR architectures. The DUT response is evaluated for errors on the FPGA and thereafter sent back to the computer via the RS232 port for further processing in Matlab. All cables used for interfacing the DUT PCB are at least 1 meter long in order to minimize any secondary particles hitting the peripheral equipment.

The measurement setup has the capability to plot response data from the DUT continuously in real-time. This ability is preferable in order to be able to observe any irregularities that may occur during the time interval of irradiation testing [64]. Accounting for any irregularities early on during radiation characterisation of a device may help save both time and resources, due to the fact that radiation environments can be highly unpredictable.

According to JEDC89 standards\(^1\), radiation testing may be performed using static or dynamic

\(^1\)http://www4.tsl.uu.se/bumpen/jedec.pdf
testing of the DUT. Static testing involves writing a predefined sequence to the DUT, followed by irradiation of the device. After the DUT has been irradiated, the radiation sequence is terminated and the DUT response is recorded. For the case of dynamic testing, the DUT is stimulated and the response is recorded during irradiation. The test setup can be modified to perform both dynamic or static testing, however dynamic testing is adequate for testing algorithms such as the SAR architectures. Static testing can be performed in order to observe if bit flips occur in D flip flops, while dynamic testing is preferable in order to test for SET induced SEU while devices are active. Ultimately, both dynamic and static testing should be performed in order to get the best possible SEU characterization of the DUT [65].
Chapter 6

Results

This chapter presents papers related to the field of robust low power CMOS design, as well as results from irradiation testing of the SAR architectures implemented on the TSMC 90 nm chip. The papers are included as potential contributions to future radiation hardened building blocks, and provide individual introductions to their respective topics.

6.1 Papers

6.1.1 Paper I:
Low-Power Subthreshold to Above Threshold Level Shifter in 90 nm Process
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Abstract—The use of multiple voltage domains in an integrated circuit has been widely utilized with the aim of finding a tradeoff between power saving and performance. Level shifters allow for effective interfacing between voltage domains supplied by different voltage levels. In this paper we present a low power level shifters in the 90nm technology node capable of converting subthreshold voltage signals to above threshold voltage signals. The level shifter makes use of MTCMOS design technique which gives more design flexibility, especially in low power systems. Post layout simulations indicate low power consumption and low energy consumption across process-, mismatch- and temperature variations. Minimum input voltage attainable while maintaining robust operation is found to be around 180mV, at maximum frequency of 1MHz. The level shifter employs an enable/disable feature, allowing for power saving when the level shifter is not in use.

I. INTRODUCTION

Recently there has been a lot of focus on low power electronics capable of maintaining acceptable performance requirements. One effective way of reducing the power consumption of an integrated circuit (IC) is by reducing its supply voltage. The reduction in supply voltage contributes to dramatic decrease in dynamic and static power consumption, however the utilization of low supply voltage has a negative impact on the speed of the circuit. [1] In order to reduce power consumption while limiting the sacrifice of speed, several voltage domains may be implemented on the same IC. By doing so, less critical sections of the circuit may be supplied by a low supply voltage, Vddl, while critical sections are supplied by higher supply voltages, Vddh. In order to connect the different voltage domains in an effective way, the use of level shifters for interfacing is vital. For the sections of the IC where speed has less importance, the supply voltage may be reduced down to the subthreshold region in order to save as much power as possible. Subthreshold operation has the prospective to contribute with considerable power savings which may benefit modern portable devices.

Level shifters converting subthreshold signals to above threshold signals are most likely to have transistors operating in subthreshold region have exponential reduction in Ids when Vgs < Vth. Id is given by [2]

\[ I_{D_{sub}} = I_0 e^{\frac{V_{gs} - V_{th}}{nV_{th}}} \left( 1 - e^{-\frac{V_{ds}}{V_{th}}} \right) \]  

where \( I_0 \) is the drain current when \( V_{gs} < V_T \)

\[ I_0 = \mu_0 C_{ox} \frac{W}{L} (n-1) V_{th}^2 \]  

Circuits employing transistors in subthreshold are prone to design challenges and reliability issues. As the temperature decreases the drive strength of the transistor is substantially weakened, especially for transistors in subthreshold. This presents a problem particularly in the cases where transistors operating in subthreshold region are stacked in the same signal path as transistors operating above threshold region. In the opposite case, when the temperature increases, the drive strength of the transistors increase due to increased carrier mobility resulting in high leakage currents. [3]

II. CONVENTIONAL LEVEL SHIFTER

The conventional level shifter, shown in Figure 1, can be implemented as an interface between two voltage domains as long as the input voltage is above the threshold voltage of MN1 (and MN2). The level shifter has the following operational behavior: When the input goes form a logic low to a logic high, MN1 is turned on and MN2 is turned off. Then, the voltage at node nA is pulled towards ground due to the conducting path established by MN1. If the voltage at node nA reaches (Vdd-VthMP2), the positive feedback is triggered as MP2 turns on and pulls node nB high. The input has then been shifted from

---
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a lower voltage level, to a higher voltage level through the output inverter. The voltage shift can be competed only if the pull-up/pull-down ratio is roughly the same. In other words, the pull-up strength has to be close or equal to the pull-down strength. If the pull-up/pull-down ratio is not close to unity, contention will take place between the pull-up transistors (MP1 and MP2) and pull-down transistors (MN1 and MN2), which will increase delay and increased power consumption. [4] This contention worsens when the input signal approaches subthreshold. For subthreshold voltages on the input, the drive strength of MN1 cannot overcome the drive strength of MP1. Hence, node nA cannot be pulled down, and the positive feedback cannot be triggered, labeling the conventional level shifter impractical for subthreshold conversion. In order to enable subthreshold conversion, the pull-up/pull-down ratio has to be equalized.

III. PROPOSED LEVEL SHIFTER

The proposed level shifter (MDCVS), shown in Figure 2, is designed in 90nm process form ST Microelectronics and utilizes multithreshold voltage CMOS (MTCMOS) design technique. Low-threshold transistors (lvt) are placed where speed is of importance at the expense of leakage current and high-threshold transistors (hvt) are placed where leakage current can be reduced at the expense of speed. In addition to the lowVt and the highVt transistors, an standard threshold transistor (svt) is provided in the library which presents a tradeoff between leakage and speed in itself. The use of multiVth transistors enables us to find a good tradeoff between static power consumption, dynamic power consumption and propagation delay. The proposed level shifter has been designed in two versions to satisfy the needs of both high speed (MDCVSHS) and low power (MDCVSLP) operation, subthreshold operation taken into consideration.

A. Modified Dual Cascode Voltage Switch (MDCVS)

The new level shifter builds upon the same principal as the DCVS. The circuit exploits several techniques in order to limit the contention between pull-up and pull-down at nodes nA and nC. Primarily, the pull-down transistors (MN1 and MN2) are set to low threshold transistors, meaning they conduct more current at a given threshold voltage. This increase in current makes it easier for the pull-down strength to follow the pull-up strength. However, the low threshold transistors are not enough to establish an even pull-up/pull-down ratio.

As proposed in [5], diode connected PMOS (MP5 and MP6) can be used to limit the pull-up strength of the two branches in the level shifter. When the level shifter is in steady state, |Vgs| of the diodes is small and is equal to the diode voltage drop VMPS. When the input signal switches, the diode voltage drop is kept stable, limiting the pull-up strength. However, in our design this configuration is taken one step further in an attempt to reduce energy consumption. Since the voltage at node nA only goes up to Vdd − VMPD and the voltage at node nC only goes down to gnd + VMPD, MP4 and MN4 are never completely turned on. This results in reduction of short circuit current, and may thereby contribute to a reduction of dynamic power consumption in the output inverter, given that the capacitive load is relatively low.

Another useful feature with the PMOS diodes is that they enable Vddl scaling, which is critical in adaptive voltage scaling systems. [1] When Vddl increases, the pull-down strength of the level shifter increases as a result of increase in conducting sink current. The increase in sink current contributes to a faster increase in voltage drop across the PMOS diodes during the transistor switching time, thereby maintaining the pull-up/pull-down ratio. An increase in both pull-up and pull-down strength results in a reduction of the propagation delay, which allows higher operational frequency as Vddl scales up.

In order to achieve robust operation at lower temperatures MP7 and MP8 are added, which may further limit or increase the drive strength of the pull-up transistors (MP1 and MP2), enabling fine adjustments of the pull-up/pull-down ratio. Transistors MP7 and MP8 are biased in off-state, providing a leakage current in their respective branch. This configuration allows the pull-up strength of MP1 and MP2 to be controlled by sizing of MP7 and MP8. By increasing(decreasing) the size of MP7 and MP8, the pull-up transistors will conduct more(less) current, thereby increase(decrease) the pull-up strength. This enables control over the rise- and fall delay on the output.

Furthermore, as the temperature increases, the leakage current from MP7 and MP8 becomes larger which in turn increases the pull-up strength of MP1 and MP2. Proper functionality is preserved because of the constant voltage drop over the PMOS diodes, limiting the pull up strength at high temperatures as well.

By adding four additional “sleep” transistors, MN5, MN6, MN7 and MN8, the level shifter can be turned on or off.
(sleep mode) by setting their gate to ‘1’ or ‘0’ respectively. The sleep configuration is implemented using high threshold NMOS transistors since the on-resistance of an NMOS is smaller then the on-resistance of a PMOS, given the same size. When the level shifter is turned off, the output is pulled up to Vddh via MP5, thereby avoiding an intermediate state on the output.

IV. CIRCUIT SIMULATIONS

In this section we present the simulation results focusing around the following design parameters: Static power consumption, energy consumption, propagation delay and average power consumption. These design parameters are put in context with scaling of the lower supply voltage (Vddl). The simulation results are based on post layout simulations at 27°C with a 10 fF capacitive load. Simulations were run for 20 input periods to capture any behavioral irregularities in the circuit that may corrupt the results. Transistor types and sizes used for the simulations are shown in Table I for the MDCVSLP and Table II for the MDCVSHS. Figure 3(a) and Figure 4(a) show the static power consumption and the energy consumption as a function of Vddl for MDCVSHS and MDCVSLP respectively. Simulation results show that an increase in the lower supply voltage contributes to increase in both static power- and energy consumption. This is primarily due to low threshold transistors MN1 and MN2 leaving the subthreshold region. As indicated, the energy consumption is lowest when Vddl is around 200mV-300mV. At this operating point the contention between pull-up and pull-down is the lowest. However, further reduction of Vddl gives rise to crowbar current due to increasing contention between pull-up and pull-down transistors, thereby increasing the dynamic power consumption. This is also reflected in the average power consumption illustrated in Figure3(b) and Figure 4(b).

Figure 3(b) and Figure 4(b) show how the propagation delay decreases as Vddl leaves the subthreshold region. The decrease in propagation delay confirms the level shifters ability to work at higher operational frequencies as the lower supply voltage increases. The average power consumption is increased with an increase in Vddl as a result of increased dynamic (switching) power consumption in the above threshold region. The robustness of the level shifter was verified with Monte Carlo simulations both for the case of MDCVSLP and MDCVSHS, for all the stated simulation conditions. Figure 5 illustrates the worst case simulation condition for the level shifter, being low temperature operation. Proper operation behavior is demonstrated across a temperature range of -40°C—150°C.

When the level shifter is put in sleep mode, the MDCVSHS shows a power consumption 175 pW, while MDCVSLP shows 48 pW.

V. DISCUSSION

The level shifter is primarily aimed for converting voltage signals from levels near the transistor threshold voltage to voltage levels several hundred mV above. Nevertheless, the
TABLE I
TRANSISTOR TYPES AND SIZES FOR THE MDCVSLP

<table>
<thead>
<tr>
<th>Transistor</th>
<th>Type</th>
<th>W/L (μm)</th>
<th>Transistor</th>
<th>Type</th>
<th>W/L (μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MN1</td>
<td>lvt</td>
<td>0.3/1</td>
<td>MP2</td>
<td>hvt</td>
<td>0.12/0.15</td>
</tr>
<tr>
<td>MN2</td>
<td>lvt</td>
<td>0.3/1</td>
<td>MP3</td>
<td>svt</td>
<td>0.2/0.2</td>
</tr>
<tr>
<td>MN3</td>
<td>svt</td>
<td>2/0.2</td>
<td>MP4</td>
<td>hvt</td>
<td>0.6/0.2</td>
</tr>
<tr>
<td>MN4</td>
<td>hvt</td>
<td>0.24/0.2</td>
<td>MP5</td>
<td>lvt</td>
<td>0.12/0.15</td>
</tr>
<tr>
<td>MN5</td>
<td>hvt</td>
<td>0.12/0.2</td>
<td>MP6</td>
<td>lvt</td>
<td>0.12/0.15</td>
</tr>
<tr>
<td>MN6</td>
<td>hvt</td>
<td>0.12/0.2</td>
<td>MP7</td>
<td>lvt</td>
<td>0.12/0.15</td>
</tr>
<tr>
<td>MN7</td>
<td>hvt</td>
<td>0.12/0.2</td>
<td>MP8</td>
<td>lvt</td>
<td>0.12/0.15</td>
</tr>
<tr>
<td>MN8</td>
<td>hvt</td>
<td>0.12/0.2</td>
<td>MP9</td>
<td>hvt</td>
<td>0.12/0.15</td>
</tr>
<tr>
<td>MP1</td>
<td>hvt</td>
<td>0.12/0.15</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE II
TRANSISTOR TYPES AND SIZES FOR THE MDCVSHS

<table>
<thead>
<tr>
<th>Transistor</th>
<th>Type</th>
<th>W/L (μm)</th>
<th>Transistor</th>
<th>Type</th>
<th>W/L (μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MN1</td>
<td>lvt</td>
<td>0.12/0.2</td>
<td>MP2</td>
<td>hvt</td>
<td>0.12/0.15</td>
</tr>
<tr>
<td>MN2</td>
<td>lvt</td>
<td>0.12/0.2</td>
<td>MP3</td>
<td>hvt</td>
<td>0.12/0.15</td>
</tr>
<tr>
<td>MN3</td>
<td>lvt</td>
<td>0.12/0.1</td>
<td>MP4</td>
<td>hvt</td>
<td>0.12/0.15</td>
</tr>
<tr>
<td>MN4</td>
<td>lvt</td>
<td>0.12/0.1</td>
<td>MP5</td>
<td>hvt</td>
<td>0.12/0.15</td>
</tr>
<tr>
<td>MN5</td>
<td>hvt</td>
<td>0.12/0.2</td>
<td>MP6</td>
<td>hvt</td>
<td>0.12/0.15</td>
</tr>
<tr>
<td>MN6</td>
<td>hvt</td>
<td>0.12/0.2</td>
<td>MP7</td>
<td>hvt</td>
<td>0.12/0.15</td>
</tr>
<tr>
<td>MN7</td>
<td>hvt</td>
<td>0.12/0.2</td>
<td>MP8</td>
<td>hvt</td>
<td>0.12/0.15</td>
</tr>
<tr>
<td>MN8</td>
<td>hvt</td>
<td>0.12/0.2</td>
<td>MP9</td>
<td>hvt</td>
<td>0.12/0.15</td>
</tr>
<tr>
<td>MP1</td>
<td>hvt</td>
<td>0.12/0.15</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE III
LEVEL SHIFTER COMPARISON

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Propagation delay</td>
<td>25ns</td>
<td>125ns</td>
<td>110ns</td>
<td>161ns</td>
<td>50ns</td>
<td>10ns</td>
<td>32ns</td>
</tr>
<tr>
<td>Static power cons.</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>5nW</td>
<td>na</td>
<td>2.5nW</td>
</tr>
<tr>
<td>Vddl/min Vddl</td>
<td>0.35V/0.35V</td>
<td>0.35V/0.35V</td>
<td>0.35V/0.35V</td>
<td>0.35V/0.35V</td>
<td>0.18V/0.1V</td>
<td>0.2V/0.13V</td>
<td>0.18V/0.18V</td>
</tr>
<tr>
<td>Vddh</td>
<td>1.2V</td>
<td>1.2V</td>
<td>1.2V</td>
<td>1.2V</td>
<td>1.8V</td>
<td>1.8V</td>
<td>1V</td>
</tr>
<tr>
<td>Process</td>
<td>SOI 0.25μm</td>
<td>SOI 0.25μm</td>
<td>SOI 0.25μm</td>
<td>SOI 0.25μm</td>
<td>0.13μm bulk</td>
<td>0.18μm</td>
<td>90nm bulk</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

By applying MTCMOS design technique to subthreshold level shifter design, low power- and energy consumption may be achieved while maintaining reliable performance. The level shifter also demonstrates compatibility with dynamic voltage scaling, at the expense of an increase in power consumption. For applications requiring voltage level shifting from subthreshold voltages to above threshold voltage, the proposed level shifter may serve as a good solution. However, for voltage shifting in the above threshold region, the conventional level shifter is more efficient in terms of power and energy consumption.
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Abstract—Two memory elements, or latches, are introduced. They are similar in functionality to widely used NOR- and NAND-based crosscoupled latches, but unlike the traditional latches they do not risk to produce stable states where Q and Q' have identical binary values. The suggested solutions are built from two inverters and one minority-3 gate. Monte Carlo simulations in 90 nm CMOS are used to demonstrate that the circuits may maintain the digital abstraction under mismatch and process variations for a supply voltage down to 140 mV at 20 degrees C and 100 nm gate lengths. Chip measurements are included. Reliability issues for low fan-in threshold gates might favour them over some traditional Boolean implementations, which may contribute to increased use of CMOS threshold gates, if proven.

I. INTRODUCTION

This paper presents, as far as the authors know, two new memory elements with functionalities similar to traditional SR-latches that are found in standard teaching material in electrical engineering, finding their use as memory elements in synchronous circuits, asynchronous circuits [1], and in analog circuits like PLLs.

The first circuit, shown in Figure 1, consists of two inverters and a minority-3 gate. As will be shown, the function table (Table I) for this circuit is the same as for the SR latch with NOR gates (Figure 2) except for the condition when both S and R equal 1, a state that is normally avoided [1].

This circuit was inspired by a latch consisting of 3 inverters and a majority-3 gate, meant for single electron tunneling technology, from [2]. Our static CMOS solution presented here should normally save at least 4 transistors compared to to a directly mapped static CMOS solution based on [2], since one inverter is saved, and a minority-3 gate is used instead of the majority-3 gate.

A second latch having functionality similar to the SR-latch using two NAND gates, depicted in Figure 2 and having it’s function table in Table II [1] is made simply by interchanging the S and R nodes in Figure 1.

Unlike the traditional SR latches based on Boolean gates, that violate the requirement that the outputs be the complement of each other for certain combinations of S and R [1], the proposed memory elements will never be able to settle with Q and Q’ being equal. This is seen from the schematics in Figure 1, since Q is the direct inverse of Q NOT.

The threshold gates (depicted in Figure 3), or perceptrons, are in this case restricted to minority-3 gates, that outputs a logic 0 if, and only if, 2 or 3 digital inputs are logic 1. Else, the output is logic 1. A survey of a wide range of threshold gates may be found in [3].

The 10-transistor gate from [4], shown in Figure 4, was used when implementing the two memory elements, as it is relatively reliable in subthreshold operation [5].

A subthreshold implementation was chosen, though the topology in itself does not restrict the circuit topology to this region of operation. Subthreshold operation [6], exploiting the lowest possible supply voltages, may provide orders of magnitude less power than comparable regular strong-inversion circuits when operating at the same frequency, and may consume less power than other known low-power circuits [7]. Subthreshold circuits are believed to play a significant role in the scaling path towards the 10 nm node, according to [8].

This paper is organized as follows: Section II provides brief background on the traditional SR latches shown in Figure 2, threshold gates and subthreshold operation. Section III include Spice simulations and chip measurements for a standard triple-well 90 nm CMOS process, demonstrating basic functionality. Chapter IV discusses a few aspects, before the conclusion, in section V.

II. BACKGROUND

A. SR Latches implemented with NOR and NAND gates

The NOR- and NAND-based SR latches are shown in Figure 2, while overall behaviour confirms to the function tables in Table I and Table II, respectively [1]. These latches are the basic circuits from which many flip-flops are constructed, where differences lie in the number of inputs and how they affect the binary states [1].

For the latch based on NOR gates both inputs remain at 0 unless the state has to be changed. The application of a momentary 1 to the S input causes the latch to go to the set state (Q=1, Q'=0). S must go back to 0 before R = 1 puts the
latch in the reset state, to avoid the state \((Q=0, Q' =0)\).
The latch based on NAND gates (Figure 2) operate with \(S = R = 1\) unless
the state has to be changed. The application of 0 to the S input puts the latch in set state, where it remains when
\(S\) goes back to 1. When both inputs are at 1, the state can be
changed by placing a 0 in the R input. Then the latch goes to the reset state and stays there until both inputs return to 1. 0
on both inputs should be prohibited, according to Table II.

![Fig. 2. SR latches implemented using crosscoupled NOR- and NAND-gates.](image)

<table>
<thead>
<tr>
<th>S</th>
<th>R</th>
<th>Q</th>
<th>Q'</th>
<th>after SR =</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>01</td>
</tr>
</tbody>
</table>

A minority-N gate produces the inverted binary output compared to a majority-3 gate given identical inputs. The
above equation should therefore produce the inverted function to be valid for the minority-3 case.

### C. Subthreshold Operation

For an NMOS transistor in subthreshold we have [10]:

\[
I_{ds,n} = I_0 \exp\left(\frac{\kappa V_{gs}}{V_t}\right) \exp\left(\left(1 - \frac{V_{bs}}{V_t}\right) \left(1 - \exp\left(\frac{V_{ds}}{V_t}\right) + \frac{V_{ds}}{V_0}\right)\right)
\]

which expresses the current between the drain and source. \(I_0\)

is the zero-bias current for the given device and a constant

where all the pre-exponential constants have been absorbed.

This includes the channel width ("W") and the length ("L") of the MOSFET structure. \(V_{gs}\)

is the gate-to-source potential, \(V_{ds}\) the drain-to-source potential and \(V_{bs}\) the substrate-to-source potential. \(V_0\)

is the Early voltage, which is proportional to the channel length. \(\kappa\)

gives the efficiency with which the gate potential controls the channel current. This is often

approximately 0.7-0.75 [10]. The thermal voltage is expressed

as \(V_t = kT/q\). Including Boltzmann’s constant and the elementary charge, \(V_t = 25.8\) mV at room temperature, \(T = 300\) degrees Kelvin. Though equation (2) does not take

into account of all the physical effects and nonmonotonous

behaviour in certain cases [11], it does provide sufficient

insight to make a brief analysis of many subthreshold circuits.

When \(V_{ds} \geq 4V_t\), ignoring the Early effect, we obtain:

\[
I_{ds} \approx I_0 \exp\left(\frac{\kappa V_{gs}}{V_t}\right) \exp\left(\left(1 - \frac{V_{bs}}{V_t}\right) \frac{V_{ds}}{V_0}\right).
\]

It is clear that the substrate voltage is able to control the drain-source current to a significant extent, which is often exploited

through body biasing techniques.

### III. RESULTS

#### A. Spice Simulations for the New Memory Having Fuctionality Similar to the SR latch based on NOR Gates

The memory in Figure 1 is simulated in Figure 5, for a

supply voltage of 180 mV. In this transient simulation time
runs from 0 to 10 $\mu$s. It was implemented in a triple-well 90 nm CMOS process available from CMP [12] using the mirrored gate [4] and two standard inverters. The lengths of all 7 PMOS and 7 NMOS transistors were 100 nm, while the widths of the PMOS and NMOS transistors were 650 nm and 120 nm, respectively. The pwells and nwells were shorted and biased at $V_{dd}/2$ [13]. Simulations for the standard latch are included in Figure 5 to be able to compare the functionalities. The $Q$ and $Q'$ outputs for the standard latch can be seen as signals number 3 ("Q_SRNOR2") and 5 ("QN_SRNOR2") from the top. Correspondingly, for the proposed memory element, the voltages at the corresponding output nodes are shown as signals number 4 ("Q_SR") and 6 ("QN_SR") from the top. Initially both $S$ (uppermost), and $R$ (2nd signal) are 0. When $S$ goes high, the $Q$ output is set. Next time $S$ changes it goes low, while $Q$ remains at 1. When $R$ goes low, $Q$ is reset, and stays at 0 after next event, when $R$ go to 0. Later both $S$ and $R$ go high, and the NOR-based latch (Figure 2), produces a 0 on both $Q$ and $Q'$. So, this demonstrates the 5 states in Table 1. Comparing the standard NOR-based latch to the corresponding circuit using the minority-3 gate demonstrates the same behaviour except for the case where $S = R = 1$. Then the latter circuit computes opposite binary values for $Q$ and $Q'$ (signals number 4 and 6 from the top), unlike the SR latch using cross coupled NOR gates.

A comparison for a supply voltage of 120 mV and the four allowed states in Table 1 may be found in Figure 6 and Table III. 100 Monte Carlo simulations ("process and mismatch") at 20 degrees C were performed. The circuits were regarded as functional if they could produce correct logic 1 signals above 0.75 times the $V_{dd}$, and logic 0 signals below 0.25 times $V_{dd}$. Transistor sizing were as before, except that “svt” transistors were used, and PMOS widths were 460 nm.

### B. Spice Simulations for the New Memory Having Fuctionality Similar to the SR Latch Based on NAND Gates

The SR latch based on NAND gates, depicted in Figure 2, had it’s threshold gate counterpart implemented exactly like the previous circuit shown in Figure 1 except that the $R$ input was no longer inverted prior to the minority-3 gate, but an inverter placed between the $S$ input and the minority-3 gate. The PMOS and NMOS dimensions were the same as for the implementation of the new memory element in Figure 1. Simulations for comparison to the function table in Table II are shown in Figure 7. The supply voltage was 180 mV. The

<table>
<thead>
<tr>
<th>$V_{dd}$</th>
<th>Traditional SR latch</th>
<th>Minority-3 SR latch</th>
</tr>
</thead>
<tbody>
<tr>
<td>180</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>140</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>130</td>
<td>97%</td>
<td>99%</td>
</tr>
<tr>
<td>120</td>
<td>91%</td>
<td>99%</td>
</tr>
<tr>
<td>110</td>
<td>83%</td>
<td>92%</td>
</tr>
<tr>
<td>100</td>
<td>66%</td>
<td>87%</td>
</tr>
</tbody>
</table>

### TABLE III

**MONTE CARLO SIM. PERCENTAGE OF FUNCTIONAL CIRCUITS**

![Fig. 5. Signals, from top: S, R, Q_SRNOR2, Q_SR, QN_SRNOR2, QN_SR.
Steady state logic 1 signals are close to 180 mV.](image)

![Fig. 6. Signals, from top: Q' and Q for the traditional SR latch, Q' and Q for the proposed circuit, R and S.](image)

![Fig. 7. Signals, from top: S, R, Q_SRNOR2, Q_SR, QN_SRNOR2, QN_SR.
Input signals S and R are 1st and 2nd from top. The NAND-based latch has it’s Q output as the third signal from top.](image)
("Q<sub>SRNAND</sub>2"), and Q' as the fifth ("Q<sub>SRNAND</sub>2") (in Figure 7). The corresponding latch based on the minority gate and inverters have the Q and Q' signals as number 4 ("Q<sub>S</sub>R") and 6 ("Q<sub>N</sub>S<sub>R</sub>") from top, respectively.

The S and R signals are initially 1 and 0, producing Q = 0 and Q' = 1 for both latches. Afterwards R goes high, and Q and Q' remain unchanged, which correspond to the 2nd case in Table II. Later S goes low, switching Q and Q' nodes for both implementations, corresponding to the 3rd case in Table II. When S goes high again, and R remains low, all four outputs remain at the same steady states. This means that there is a match between the simulations and the function table for the allowed combinations of inputs under normal operation [1].

For the NAND-based latch the simulated results show that for S = R = 0 , both Q and Q' stabilize at 1, as can be seen in the 3rd and 5th signals in Figure 7. This is not the case for the minority-3 gate implementation, where S = R = 0 results in Q = 1 and Q' = 0 (Figure 7).

C. Analysis of Behaviour for the First New Memory Element

The analysis is based on methods presented in [1]. The transition table including the secondary variable y and the excitation variable Y = Q is shown in Table 8, and was obtained by analyzing the schematics in Figure 1. Stable states are circled. The difference from the table for the NOR2-based SR latch is that the traditional circuit has an unstable output for S R y = 111. The behaviour of the latch can be investigated from the transition table. With S R = 10, the output Q = Y = 1 and the latch is said to be set. Changing S to 0 leaves the circuit in the set state. With S R = 01, the output Y = Q = 0 and the latch is said to be reset. A change of R back to o leaves the circuit in the reset state.

From the transition table one can also see that going from S R = 11 to S R = 00 produces an unpredictable result, depending on if S or R goes to 0 first. If S goes to 0 first, the output remains at 0, but if R goes to 0 first, the output goes to 1. This is common to the traditional NOR-based SR latch.

For the new circuit, if it is in stable state S R y = 000, changing S R from 00 to 01 to 11 will make the circuit end up with a stable 0 output, while 00 to 10 to 11 gives a stable 1 output. When changing from the stable state S R y = 001 it’s different. If going through the sequence S R = 00 - 01 - 11 the Q output will stabilize at 0, while the sequence S R = 00 - 10 - 11 will lead to a stable Y = Q = 1.

D. D-flip-flop

A D-flip-flop making use of the new memory element in Figure 1 was made. It consists of 2 inverters and 2 D-latches, and is depicted in Figure 9.

The D-latch embedded in the D-flip-flop in Figure 9 is shown in Figure 10. The three circuit symbols rightmost in Figure 10 and their interconnect make up the structure in Figure 1. The three circuit symbols leftmost represent two NAND2 functions and one INV. The 2 minority-3 gates in the D-latch, each having one of their inputs shorted to ground, implement the NAND2 function, as in [14]. The NAND2 with its output connected to the R input (referred to Figure 1) have D (Data) and CLK (clock signal) as inputs, while the S input receives D’ and CLK from its corresponding NAND2.

Simulated results for the D-latch and the D-flip-flop, using the same transistor dimensions as previously mentioned, but lvt transistors, are shown in Figure 11. A layout for the D-flip-flop from a prototype chip in 90 nm CMOS submitted in
March 2009 is shown in Figure 12. The width and length of the D-flip-flop are approximately 26.8 \( \mu \text{m} \) times 11.95 \( \mu \text{m} \). Chip measurements for a supply voltage of 160 mV (Layout in Figure 12) are included in Figure 13.

IV. DISCUSSION

A. Regarding the analysis of the first memory element

As seen in the previous section the circuit may end up in different stable states if the SR inputs change from 00 to 11, or 11 to 00, too close in time. Similar situations may appear in many asynchronous circuits, meaning that only one input variable can change at any one time, and that the time between two input changes must be longer than time it takes the circuit to reach a stable state. This is called operating in fundamental mode [1].

The transition table in Figure 8 has no columns containing unstable states only, meaning that no fixed value of S and R inputs can give the situation that y and Y are never having the same binary values. Therefore the circuit will be stable, and not oscillate.

The SR latch with NOR gates, shown in Figure 2, will violate the requirement that the outputs are the complement of each other when \( S = R = 1 \), as can be seen in Table 1, meaning that this condition is avoided under normal operation [1]. The circuit in Figure 1 does not have this problem, as \( Q \) is logically the inverted \( Q' \) signal.

The standard SR latch based on NAND gates must, in a similar way, avoid simultaneous 0's on the S and R inputs, to keep up the abstraction \( Q \neq Q' \).

B. Verifying SR latch, D-latch and D-flip-flop

The functionalities for the standard SR latches using NOR- or NAND-gates were demonstrated, as well as the new memory elements.

Exploiting the circuit in Figure 1, for a D-flip-flop and a D-latch (Figures 9 and 10) were demonstrated by simulations in Figure 11. Monte-Carlo simulations across temperature would provide results regarding robustness of the basic memory elements as well as the D-latch and D-flip-flop exploiting them.

The Monte-Carlo simulations demonstrated that both the traditional SR latch and the circuit containing the minority-3 gate had a 100 “yield” at a supply voltage of 140 mV and above. Similar numbers for static CMOS and the “mirrored” minority-3 gate has been reported in [5].

C. General digital systems / Finite State Machines may be built entirely from minority-3 gates and inverters

Minority-3 gates and inverters have been used as the only basic building blocks for 32-bit serial ripple carry and Kogge-Stone adders [22]. The minority-3 gate function in combination with inverters is sufficient to implement any basic Boolean function like NAND, NOR, AND, OR, INV, BUF, EXOR and EXNOR. In this paper we have demonstrated how minority-3 gates and inverters provide enough functionality to build latches and flip-flops. Therefore, minority-3 gates and inverters are sufficient to build any Finite State Machine, in principle.

D. Circuit complexity and regularity

The circuit may have a relatively symmetric and regular layout, as it contains minority-3 gates and inverters only, providing symmetry between the PMOS and NMOS transistors. This may also be reflected in the name of the mirrored gate [4]. Such symmetry is not the case for traditional Boolean logic, including for example static CMOS NAND2 and NOR2 circuits. Regularity in layout may be favourable to enable good matching [15], [16], which is especially important in subthreshold operation, [5], due to the many exponential dependencies controlling for example the drain currents, which may be seen from equation 2.

In general, it’s better to have circuits with a relatively small number of transistors for a given function, to reduce area, price and power consumption. The well known so called basic NAND D-flip-flop, which may be found in [17] contains 8 NAND gates and 2 inverters and may be said to resemble the D-flip-flop presented here. In a straightforward static CMOS implementation this could lead to 8 times 4 plus 2 times 2 transistors, for a total of 36 transistors. The D-flip-flop in Figure 9 include 6 minority 3 gates and 7 inverters, using totally \((6 \times 10 + 7 \times 2) = 74\) transistors. If the 6-transistor
gate from [18] was used the number of transistors could be reduced to 50, but at the expense of increased power consumption and less tolerance for parameter variations [5]. Floating-Gate, or pseudo floating-gate implementations, could reduce the transistor count to 2 per minority-3 gate [14] to 28 transistors for the D-flip-flop, but would probably not be robust and useful for contemporary and future state-of-the-art CMOS technologies [19]. Anyway the minority-3 gate implementations contain a higher number of transistors than for example the PowerPC603 D-latch from [20] with 16 transistors, as well as the 10-transistor version in [21]. The SR latches based on NAND2 or NOR2 gates would in static CMOS implementations normally contain 8 transistors each. Comparing the suggested memory elements with these would give a lower relative penalty than for the D-flip-flops, giving a total of 14 transistors when using the mirrored-gate from [4], 10 transistors if using the one from [18] or 16 transistors if building the basic functionality by using the 12-transistor minority-3 gate in [22]. If automatic body bias / substrate biasing is applied it should not be necessary to bias individual types of gates differently, as one could limit the types of gates to minority-3 an inverters. One or more substrate voltages could then be identical for the minority-3 gates. Biasing of inverters would maybe not be necessary, as the inverter is regarded as the static CMOS circuit being most tolerable to lowest $V_{dd}$ [23].

E. Reliability and small fan-in threshold gates

Some recent studies have suggested that certain circuits exploiting threshold gates with fan-in 3 are more defect tolerant and reliable than traditional Boolean implementa- 
tions [24], [25]. If minority-3 gates should prove to have an advantage in this respect, it could possibly make them more widespread for implementations of general digital systems as well as neural networks.

V. CONCLUSION

Two new memory circuits containing minority-3 gates and flip-flops are introduced. Basic functionalities are analyzed and simulated for subthreshold operation, in 90 nm CMOS. The basic circuits have been demonstrated when used in a D-latch and a D-flip-flop, for supply voltages around 180 mV. The basic memory element produced adequate digital outputs for supply voltages of 140 mV and 180 mV for 100 % of the Monte Carlo runs over process and temperature. A D-flip-flop exploiting the proposed memory structure has been demonstrated by chip measurements, for a supply voltage of 160 mV. It seems to be a significantly higher number of transistors for many basic functionalities for implementing logic and memory when exploiting minority-3 gates instead of traditional Boolean gates. If minority-3 gates should be preferred over traditional Boolean gates, for general digital circuit in future nanoscale CMOS, would depend on whether they offer any competitive advantages in terms of for example robustness to parameter variations and defects.
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Abstract

In this paper we present low power level shifters in the 90 nm (general purpose) and 65 nm (low power) technology nodes capable of converting subthreshold voltage signals to above threshold voltage signals. The level shifters make use of the MTCMOS design technique which gives more design flexibility, especially in low power systems. Post layout simulations indicate static power consumption down to 1 nW and 83 pW in the 90 nm and 65 nm process respectively. Energy consumption per transition is recorded to be below 30 fJ in both processes, orders of magnitude lower than other published level shifter implementations. Propagation delay is found to be as low as 32 ns for subthreshold logic high input signals of 180 mV. The functionality of the level shifters is verified across process-, mismatch- and temperature variations between -40 °C and 150 °C. Minimum input voltage attainable while maintaining robust operation is found to be around 180 mV at operational frequencies above 1 MHz in the 90 nm process, and 350 mV at operational frequencies above 500 kHz in the 65 nm process. The level shifters employ an enable/disable feature, allowing for power saving when the level shifter is not in use.
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1. Introduction

Recently there has been a lot of focus on low power electronics capable of maintaining acceptable performance requirements in terms of speed and power consumption. The most effective means of reducing the power consumption of an integrated circuit (IC) is by reducing the supply voltage. The reduction in supply voltage contributes to dramatic decrease in dynamic and static power consumption, however the utilization of low supply voltage has a negative impact on the speed of the circuit [1]. In order to reduce power consumption while limiting the sacrifice of speed, multiple voltage domains may be implemented on the same IC. By doing so, less critical sections of the circuit may be supplied by a low supply voltage, VDDL, while critical sections are supplied by higher supply voltages, VDDH. In order to connect the different voltage domains in an effective way, the use of level shifters for interfacing is vital for minimizing delay and power consumption. The different voltage domains may also be represented by digital logic (VDDL) interfaced with I/O buffers (VDDH) via level shifters, which is important for effective off-chip communication. Figure 1(a) illustrates a typical application area for level shifters, and Figure 1(b) shows the transient response of a previously fabricated level shifter\textsuperscript{1} which is based on a different circuit topology. For the sections of the IC where speed is of less importance, the supply voltage may be reduced down to the subthreshold region with the goal of saving as much power as possible. Subthreshold operation has the prospective to contribute with considerable power savings which may highly benefit modern portable devices.

Level shifters converting subthreshold signals to above threshold signals are most likely to have transistors operating in the subthreshold region. Transistors operating in above threshold region have a supply voltage above their inherent threshold voltage $V_{th}$. However, when the supply voltage is reduced below the threshold voltage $V_{dd} < V_{th}$, the transistor is considered to be operating in subthreshold region. Transistors operating in subthreshold region have exponential reduction in $I_d$, when $V_{ds} < V_{th}$. $I_{Dsub}$ is given by [2]

$$I_{Dsub} = I_0 e^{-\frac{V_{ds}}{V_{th} - nV_{dd}}} \left(1 - e^{-\frac{nV_{ds}}{V_{th} - nV_{dd}}} \right) \tag{1}$$

where $I_0$ is the drain current when $V_{ds} < V_T$

$$I_0 = \mu_0 C_{ox} \frac{W}{L} (n - 1) V_{th}^2 \tag{2}$$

Circuits employing transistors in subthreshold are prone to design challenges and reliability issues. As the temperature decreases the drive strength of the transistor is substantially weakened, especially for transistors in subthreshold. This presents a problem particularly in the cases where transistors operating in subthreshold region are stacked in the same signal path as transistors operating above threshold region. In the opposite case, when the temperature increases, the drive strength of the transistors increase due to increased carrier mobility resulting in high leakage currents [3].

\textsuperscript{1}Measurements anno May 12, 2010, of a level shifter fabricated in a 90 nm process from STMicroelectronics.
2. Conventional level shifter

The conventional level shifter, shown in Figure 2, can be implemented as an interface between two voltage domains as long as the input voltage is above the threshold voltage, $V_{th}$, of Mn1 (and Mn2). The level shifter has the following operational behavior: When the input goes from a logic low to a logic high, Mn1 is turned on and Mn2 is turned off. Then, the voltage at node nA is pulled towards ground due to the conducting path established by Mn1. If the voltage at node nA reaches $(V_{dd} - V_{th}(Mp2))$, the positive feedback is triggered as Mp2 turns on and pulls node nB high. The input has then been shifted from a lower voltage level, to a higher voltage level, through the output inverter. The circuit behavior is inverted for opposite input case. The voltage shift can be completed only if the pull-up/pull-down ratio is roughly the same. In other words, the pull-up strength has to be close or equal to the pull-down strength. If the pull-up/pull-down ratio is not close to unity, contention will take place between the pull-up transistors (Mp1 and Mp2) and pull-down transistors (Mn1 and Mn2), which will increase delay and increase power consumption [4]. This contention worsens when the input signal approaches subthreshold. For subthreshold voltages on the input, the drive strength of Mn1 may not be able to overcome the drive strength of Mp1. Hence, node nA cannot be pulled down, and the positive feedback cannot be triggered, labelling the conventional level shifter impractical for subthreshold conversion. In order to enable subthreshold conversion, the pull-up/pull-down ratio has to be equalized.

3. Proposed level shifters in 90 nm and 65 nm process

The proposed level shifter topology (MDCVS), shown in Figure 3, is designed in a 90 nm general purpose process from ST Microelectronics and utilizes multithreshold voltage CMOS (MTCMOS) design technique. Low-threshold transistors (“lvt”) are placed where speed is of importance at the expense of leakage current and high-threshold transistors (“hvt”) are placed where leakage current can be reduced at the expense of speed. In addition to the low-$V_{th}$ and the high-$V_{th}$ transistors, a standard threshold transistor (“svt”) is provided in the library which presents a tradeoff between leakage and speed in itself. The use of multi-$V_{th}$ transistors enables us to find a good tradeoff between static power consumption, dynamic power consumption and propagation delay. The proposed level shifter has been designed in two versions to satisfy the needs of both high speed (MDCVSHS) and low power (MDCVSLP) operation, subthreshold operation taken into consideration.

The level shifter topology has also been implemented in 65 nm (MDCVS65) low power process from STMicroelectronics and is based on the same topology as the level shifter in the 90
nm process. The level shifter works in the same manner as the level shifter in Figure 3. The main changes done in the 65 nm version are choice of transistor types and sizes.

3.1. Modified Dual Cascode Voltage Switch (MDCVS)

The new level shifter topology is inspired by the DCVS circuit topology, and makes use of topological modifications in order to enable subthreshold to above threshold level conversion. The circuit exploits several techniques in order to limit the contention between pull-up and pull-down at nodes nA and nC. Primarily, the pull-down transistors (Mn1 and Mn2) are set to low threshold transistors, meaning they conduct more current at a given gate voltage. This increase in current makes it easier for the pull-down strength to follow the pull-up strength. However, the low threshold transistors are not enough to establish an even pull-up/pull-down ratio for subthreshold inputs.

As proposed in [5], diode connected PMOS (Mp5 and Mp6) can be used to limit the pull-up strength of the two branches in the level shifter. When the level shifter is in steady state, \( V_{sd} \) of the diodes is small and is equal to the diode voltage drop \( V_{MPD} \). When the input signal switches, the diode voltage drop is kept stable, limiting the pull-up strength. However, in our design this configuration is taken one step further in an attempt to reduce energy consumption. Since the voltage at node nA only goes up to \( V_{dd} - V_{MPD} \), and the voltage at node nC only goes down to \( V_{gs} + V_{MPD} \), Mp4 and Mn4 are never completely turned on. This results in reduction of short circuit current, and may thereby contribute to a reduction of dynamic power consumption in the output inverter, given that the capacitive load is relatively low.

Another useful feature with the PMOS diodes is that they enable VDDL scaling, which is critical in adaptive voltage scaling systems [1]. When VDDL increases, the pull-down strength of the level shifter increases as a result of increase in conducting sink current. The increase in sink current contributes to a faster increase in voltage drop across the PMOS diodes during the transistor switching time, thereby maintaining the pull-up/pull-down ratio. An increase in both pull-up and pull-down strength results in a reduction of the propagation delay, which allows higher operational frequencies as VDDL scales up.

In order to achieve robust operation at lower temperatures Mp7 and Mp8 are added, which may further limit or increase the drive strength of the pull-up transistors (Mp1 and Mp2) by sizing the transistors up or down respectively, enabling fine adjustments of the pull-up/pull-down ratio. Transistors Mp7 and Mp8 are biased in off-state, providing a leakage current in their respective branch. This configuration allows the pull-up strength of Mp1 and Mp2 to be controlled by sizing of Mp7 and Mp8. By increasing(decreasing) the size of Mp7 and Mp8, the pull-up transistors will conduct more(less) current, thereby increase(decrease) the pull-up strength. This enables control over the rise- and fall delay on the output by balancing the pull-up/pull-down ratio.

Furthermore, as the temperature increases, the leakage current from Mp7 and Mp8 becomes larger which in turn increases the pull-up strength of Mp1 and Mp2. Proper functionality is preserved because of the constant voltage drop over the PMOS diodes, limiting the pull up strength at high temperatures as well.

By adding four additional sleep transistors, Mn5, Mn6, Mn7 and Mn8, the level shifter can be turned on or off (sleep-mode) by setting their gate to ‘1’ or ‘0’ respectively. The sleep configuration is implemented using high threshold NMOS transistors since the on-resistance of an NMOS is smaller then the on-resistance of a PMOS, given the same size [6]. When the level shifter is turned off, an isolation cell is needed to separate neighbouring cells supplied by different supply voltages. When EN is ’0’ (i.e. the level shifter is in sleep-mode), the output node is pulled up to VDDH via Mp9, thereby avoiding an intermediate state on the output. Intermediate or floating outputs may cause a large static current path between power and ground, therefore a pull-up transistor is needed if the output is driving a transistor gate. The combination of the sleep- and isolation configuration make the level shifter power gating compliant while utilizing a single cell.

4. Implementation considerations

Factors such as area-, speed- and power consumption are very important when it comes to effectively implementing level shifters in larger designs. Therefore, some implementation considerations need to be taken into account.

4.1. Implementation of sleep transistors

The length and width of the sleep transistors will have a significant impact on the NMOS sink current. Increase in the sleep transistor length will increase the source voltage of the input NMOS transistor due to an increase in the ON resistance in the sleep transistor, thereby decrease its \( V_{gs} \) of the input NMOS transistors, Mn1 and Mn2 in Figure 3 [7]. This decrease in \( V_{gs} \), leads to a decrease in the sink current of the NMOS transistor, which contributes to lower power consumption, as well as degrading of the speed of the circuit. The speed is affected by the reduction in rise- and fall times. Therefore, the lengths of the sleep transistors should be set to meet a reasonable trade-off between speed and power.

In order to achieve an effective sleep-mode in a low power system, one should carefully choose the approach to realizing the sleep-mode configuration. As presented in [8], “sneak leakage” can have a substantial impact on the power consumption when in sleep-mode. In the proposed level shifter topology, sleep transistors have been implemented in a NMOS footer configuration due to the low ON-resistance of NMOS transistors. Keeping this in mind, the circuitry the level shifter is interfacing should utilize the same sleep-mode configuration as the level shifter, i.e. a NMOS footer configuration, given that the circuitry is based on MTCMOS. An extended set of rules for avoiding sneak leakage may be found in [8]. A sleep-mode configuration comprising both footer and header transistors may be an unattractive approach due to a larger area overhead with little to gain in terms of leakage control [9]. Therefore, for this particular level shifter topology, it is sufficient with a sleep-mode configuration that utilizes either a header or a footer configuration.
4.2. Level shifter layout

When designing a larger system that makes use of level shifters, the layout of the level shifter becomes an important factor. The proposed level shifters have been implemented using the same layout strategy as in [10]. The routing of the level shifters is realized using metal layer 1 and 2, thereby leaving the other metal layers available for interconnect on a higher abstraction level. The layout of the MDCVS65 is illustrated in Figure 4, and utilizes dual-height cell approach, meaning the cell height of the level shifter is twice the cell height of a standard cell. The layout dimensions of the level shifters are 9.8 µm x 9.2 µm, 9.8 µm x 6.1 µm and 6.4 µm x 6.4 µm for MDCVSLP, MDCVS65, and MDCVS65 respectively.

![Figure 4: Layout of MDCVS65](image)

In Figure 4, two power supply lines are shown; VDDL (bottom), VDDH (top) and GND (middle). The advantage of a dual-height cell implantation of the proposed level shifter topology is the ability to utilize well-sharing. Well-sharing leads to a compact physical implementation by relieving the dimensional limitations related to physical layout constraints. Although dual-height cells may imply some impracticalities when deployed in a single-height cell design, a streamlined interface between VDDL and VDDH domains can easily be accomplished by flipping layout cells. Figure 5 illustrates a physical layout strategy for interfacing VDDL and VDDH domains while exploiting the advantages of well-sharing.

“Level shifter 1” and “Level shifter 2” can be put next to each other horizontally in order to comply with the cell height of two digital cells (denoted as “VDDL cell” and “VDDH cell” in Figure 5). By flipping “VDDL cell 2” across the x-axis, in respect to “VDDL cell 1”, proper placement configuration is achieved for exploiting the advantages of well-sharing. For this particular case, “VDDL cell 1” and “VDDL cell 2” would be sharing the ground connection. Correspondingly, by flipping “VDDL cell 3” across the x-axis in respect to “VDDL cell 2” (i.e. “VDDL cell 3 has the same orientation as “VDDL cell 1”), enables “VDDL cell 3” to share its n-well with “VDDL cell 2”.

In the same way as for the digital cells, flipping the level shifters will also lead to well-sharing. “Level shifter 3” and “Level shifter 4” are flipped across the x-axis, enabling them to share an n-well with “Level shifter 1” and “Level shifter 2”. By applying the necessary connections between the VDDL cells (in the VDDL domain) and the level shifters, the VDDH domain can easily be interfaced, given that the VDDH cells have the same orientation as the VDDL cells. This approach will however impose special placement and orientation rules on a placement tool.

5. Circuit simulations

In this section we present the simulation results focusing around the following design parameters: Static power consumption, energy consumption, propagation delay and average power consumption. These design parameters are put in context with scaling of the lower supply voltage (VDDL). The simulation results are based on post layout simulations at 27 °Cwith a 10 fF capacitive load and input signal rise- and fall times of 10 ns. The rise- and fall times of the input signal are chosen based on worst case Monte Carlo simulations of a minimum sized inverter under the same temperature conditions. The capacitive load is chosen arbitrarily, emulating a (large) buffer input or equivalent circuit. In most cases however, the level shifter would drive smaller capacitive loads, such as close to minimum sized transistor gates. Simulations were run for 20 input periods to capture any behavioral irregularities in the circuit simulations that may corrupt the results. All simulation results are extracted from the Cadence®Virtuoso®Spectre®Circuit Simulator. Transistor types and sizes used for the simulations are shown in Table 1 for the MDCVSLP, Table 2 for the MDCVS65 and Table 3 for the MDCVS65.

5.1. Simulation Results of 90 nm Level Shifter

Figure 6(a) and 7(a) show the static power consumption and the total energy consumption per transition as a function of VDDL for MDCVS65 and MDCVSLP respectively. Simulation results show that an increase in VDDL contributes to increase in both static power- and energy consumption when VDDL > V_{tn}. This trend is primarily due to transistors Mn1 and Mn2 being in the above threshold region and depends on their capability to sink current. When VDDL is scaled further up in the above threshold region, the static current in Mn1 and Mn2 is increased, which also increases the leakage energy.

As indicated, the energy consumption is lowest when VDDL is around 200mV-300mV. At this operating point the combination of the contention between pull-up and pull-down transistors and the leakage energy, is the lowest. However, the reduction of VDDL below V_{tn} gives rise to crowbar currents due to increasing contention between pull-up and pull-down transistors. The contention results in higher propagation delay and thereby an increase in the active energy consumption, since the active energy consumption is determined by the time period necessary to perform a voltage transition. This is also reflected in the average power consumption illustrated in Figure6(b) and Figure 7(b), where the active energy is the dominating power consumption contribution when VDDL < V_{tn}. 
Figure 5: Physical layout strategy for interfacing VDDL and VDDH domains

When VDDL is in the subthreshold region, the propagation delay has exponential dependency on VDDL, arising from the exponential behavior of $I_{ds}$ of Mn1, Mn2, Mn3 and Mp3. Figure 6(b) and Figure 7(b) show how the propagation delay varies with VDDL. The decrease in propagation delay with increasing VDDL confirms the level shifters ability to work at higher operational frequencies as the VDDL increases. The average power consumption is increased with an increase in VDDL where the main contribution is due to an increase in dynamic (switching) power consumption in the above threshold region.

The robustness of the level shifters is verified with Monte Carlo simulations both for the case of MDCVSLP and MDCVSHS, for all the stated simulation conditions. Figure 8 illustrate the worst case simulation condition for the level shifters.
being low temperature operation. Proper operation behavior is verified across a temperature range of -40 °C→ 150 °C.

Table 1: Transistor types and sizes for the MDCVSLP

<table>
<thead>
<tr>
<th>Transistor</th>
<th>Type</th>
<th>W/L (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MN1</td>
<td>lvt</td>
<td>0.3/1</td>
</tr>
<tr>
<td>MN2</td>
<td>lvt</td>
<td>0.3/1</td>
</tr>
<tr>
<td>MN3</td>
<td>svt</td>
<td>2/0.2</td>
</tr>
<tr>
<td>MN4</td>
<td>hvt</td>
<td>0.24/0.2</td>
</tr>
<tr>
<td>MN5</td>
<td>hvt</td>
<td>0.12/0.2</td>
</tr>
<tr>
<td>MN6</td>
<td>hvt</td>
<td>0.12/0.2</td>
</tr>
<tr>
<td>MN7</td>
<td>hvt</td>
<td>0.12/0.2</td>
</tr>
<tr>
<td>MN8</td>
<td>hvt</td>
<td>0.12/0.2</td>
</tr>
<tr>
<td>MP1</td>
<td>hvt</td>
<td>0.12/0.15</td>
</tr>
</tbody>
</table>

Table 2: Transistor types and sizes for the MDCVSHS

<table>
<thead>
<tr>
<th>Transistor</th>
<th>Type</th>
<th>W/L (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MN1</td>
<td>lvt</td>
<td>0.12/0.2</td>
</tr>
<tr>
<td>MN2</td>
<td>lvt</td>
<td>0.12/0.2</td>
</tr>
<tr>
<td>MN3</td>
<td>lvt</td>
<td>0.12/0.1</td>
</tr>
<tr>
<td>MN4</td>
<td>lvt</td>
<td>0.12/0.1</td>
</tr>
<tr>
<td>MN5</td>
<td>lvt</td>
<td>0.12/0.2</td>
</tr>
<tr>
<td>MN6</td>
<td>lvt</td>
<td>0.12/0.2</td>
</tr>
<tr>
<td>MN7</td>
<td>lvt</td>
<td>0.12/0.2</td>
</tr>
<tr>
<td>MN8</td>
<td>lvt</td>
<td>0.12/0.2</td>
</tr>
<tr>
<td>MP1</td>
<td>lvt</td>
<td>0.12/0.15</td>
</tr>
</tbody>
</table>

When the level shifters are put in sleep-mode, the MDCVSHS shows an average power consumption of 175 pW while MDCVSLP shows 48 pW.

5.2. Simulation Results of 65 nm Level Shifter

The simulation results of the 65 nm implementation are based on the same design parameters and simulation specifications as the simulation results in the 90 nm process. The simulation results of the MDCVS65 show the same trends as the 90 nm implementation in respect to the design parameters. Since the MDCVS65 is based on the exact same topology as the level shifters in 90 nm, the same contention problems between pull-up and pull-down are observed in the subthreshold region. Figure 10(a) and (b) show the simulation results of the MDCVS65. We observe a dramatic decrease in static power consumption in the 65 nm implementation compared to the 90 nm implementation, as seen in Figure 10(a). The main source of impact to the low static power consumption is that the process is a low power process, which inherently provides low leakage transistor behavior. Due to the $|V_{th}|$ being relatively higher in the 65 nm process compared to the 90 nm process, the contention currents become appearant when VDDL shifts approximately below 475 mV. This is observed in the increase of the energy consumption when VDDL is around the threshold voltage, $V_{th}$, of Mn1 and Mn2.

The 65 nm implementation displays the same robustness qualities as seen in the 90 nm simulations of the level shifter topology. Figure 9 shows Monte Carlo simulation of the level shifter output, at -40 °C. When put in sleep-mode, the MDCVS65 shows an average power consumption of 9 pW.
Table 4: Level shifter comparison

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Propagation delay</td>
<td>125 ns</td>
<td>110 ns</td>
<td>50 ns</td>
<td>10 ns</td>
<td>120 ns</td>
<td>32 ns</td>
<td>64 ns</td>
</tr>
<tr>
<td>Static power cons.</td>
<td>n/a</td>
<td>n/a</td>
<td>5 nW</td>
<td>n/a</td>
<td>1 nW</td>
<td>2.5 nW</td>
<td>84 pW</td>
</tr>
<tr>
<td>VDDL/min. VDDL</td>
<td>0.35 V/0.35 V</td>
<td>0.35 V/0.35 V</td>
<td>0.18 V/0.1 V</td>
<td>0.2 V/0.13 V</td>
<td>0.18 V/0.18 V</td>
<td>0.18 V/0.18 V</td>
<td>0.35 V/0.35 V</td>
</tr>
<tr>
<td>VDDH</td>
<td>1.2 V</td>
<td>1.2 V</td>
<td>1.2 V</td>
<td>1.8 V</td>
<td>1 V</td>
<td>1 V</td>
<td>1.2 V</td>
</tr>
<tr>
<td>Process</td>
<td>SOI 0.25 μm</td>
<td>SOI 0.25 μm</td>
<td>0.13 μm bulk</td>
<td>0.18 μm bulk</td>
<td>90 nm bulk</td>
<td>90 nm bulk</td>
<td>65 nm bulk</td>
</tr>
</tbody>
</table>

Figure 10: Level shifter (MDCVS65) performance with varying VDDL when VDDH=1.2V and the input signal frequency is 500kHz

6. Discussion

The level shifters are primarily aimed for converting voltage signals from subthreshold voltage to voltage levels several hundred mVs above. Nevertheless, the level shifters shows acceptable performance while converting from a wider range of voltage levels. This makes the level shifters suitable for applications where dynamic voltage scaling is required to satisfy speed requirements by dynamically increasing/decreasing VDDL. When interfacing two voltage domains, level shifter performance is of critical importance. Our analysis shows that by adjusting transistor- sizing and type, we are able to modify the performance of the level shifter while using the same topology. This adjustment will however have an impact of the physical layout size of the level shifter, but will most probably not extend the dual-height cell specification of the level shifter since these adjustments can be implemented while exploiting the cell width instead.

When lowering VDDL below the threshold voltage, we see a rapid increase in propagation delay. This indicates that this level shifter topology is highly susceptible to supply bounce and IR drop. In order to achieve intended performance of the level shifters, it is critical to minimize the effects of supply bounce and IR drops. Alternatively, the transistor- sizing and type may be adjusted to meet the delay requirements based on the expected supply bounce and IR drop behavior. The resulting decrease in delay will therefore come at an expense of increased power- and potentially, area consumption.

Table 4 illustrates how the level shifter performance varies across different processes with emphasis on subthreshold to above threshold conversion. The energy and power needed to complete a voltage shift from subthreshold level to above threshold level is substantially reduced in a deep submicron process. To the authors knowledge, according to simulation results, this is the lowest power- and energy consumption reported regarding subthreshold to above threshold level shifters with similar design parameters.

7. Conclusion

Our work shows that by applying MTCMOS design technique to subthreshold level shifter design, low power- and energy consumption may be achieved while maintaining reliable performance in 90 nm and 65 nm process. The level shifters also demonstrate compatibility with dynamic voltage scaling, at the expense of variations in power- and energy consumption. We also illustrate a physical implementation approach which confirms effective integration of the level shifters in a larger design, in terms of maximum area utilization. The proposed level shifters are designed with sleep-mode and isolation capability while making use of a single dual-height cell physical implementation strategy. For applications requiring voltage level shifting from subthreshold voltages to above threshold voltage, the proposed level shifters may serve as a good solution. However, for voltage shifting in the above threshold region, the conventional level shifter is more efficient in terms of power and energy consumption.
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6.2  Irradiation of SAR architectures

The process which eventually lead to irradiation of the DUT consisted of two phases; A preliminary testing phase and irradiation testing phase using a Caesium 137 radiation source. The preliminary testing phase revealed that only two of the implemented SAR architectures, STD SAR, and TMR SAR, worked correctly. The DMR SAR architecture did not function properly\(^1\), and was therefore excluded from the testing procedure. The STD SAR was included in order to observe the magnitude of the impact redundancy has on radiation tolerance. The test parameters intended for the irradiation testing are displayed in Table 6.1

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Device on chip</th>
<th>Characterization setup</th>
<th>Supply voltage scaling</th>
<th>Observation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Param. 1</td>
<td>STD/TMR SAR</td>
<td>Template 1</td>
<td>1.2 V, 0.8 V, 0.5 V and 0.35 V</td>
<td>SEU</td>
</tr>
<tr>
<td>Param. 2</td>
<td>STD/TMR SAR</td>
<td>Template 2</td>
<td>1.2 V, 0.8 V, 0.5 V and 0.35 V</td>
<td>SEU</td>
</tr>
<tr>
<td>Param. 3</td>
<td>NMOS transistor</td>
<td>I/V sweep</td>
<td>1.2 V</td>
<td>TID induced leakage</td>
</tr>
</tbody>
</table>

SEU characterization of the SAR architectures was performed by analysing their response with two different input combinations. The analysis also takes supply voltage into account, and performs SEU characterization at four different supply voltages, including subthreshold operation. Furthermore, the test parameters include NMOS TID induced leakage characterization which is performed by sweeping the gate voltage of the transistor. The NMOS analysis is executed between supply voltage scaling runs. The SEU characterization of this particular experiment was performed according to the dynamic testing procedure described in Section 5.2.3. Stimuli was applied to the DUT every 3 seconds, with a clock frequency of 391 kHz (which amounts to 1 run sequence).

6.2.1  Preliminary Testing

Prior to radiation testing of the DUT, several preliminary prototyping runs were performed in a non-radiation lab environment in order to ensure correct operation of the test setup. A key requirement for the test setup was that it should be capable of sustaining stable operation without the need of continuous supervision. Figure 6.1 and Figure 6.2 show the preliminary error detection runs at a supply voltage of 1.2 V and 350mV respectively.

The top left plot shows raw data from the XOR function on the FPGA, which displays a ‘1’ if an uncorrelated event between the template and the DUT response is observed, and a ‘0’ if the event is correlated. The top right plot shows accumulated errors per RS 232 package that is received from the FPGA. The lower left plot shows how many SETs are observed per run sequence, and the lower right plot shows how many SEUs are observed per run sequence. The plot in the lower right corner is the key plot, as the other plots are only included for observation and post analysis purposes.

No errors were observed in the preliminary testing runs of the DUT and the test setup. The test setup showed sufficient ability to operate continuously without any significant irregularities with respect to the specified test parameters. Figure 6.2 shows some irregularities, which are due to delay occurrences in subthreshold operation. These irregularities can be compensated for both in software or on the FPGA. However as it can be observed from the plots, the pattern is regular when the delay occurrences are pronounced, and any error occurrences of significance can be distinguished from the delay induced patterns.

\(^1\)Due to time constraints on this project, the reason remains unknown.
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Before the test setup could be cleared for radiation testing, confirmation of the SEU detection capability needed to be tested. Thereby, an error generating environment was emulated by exploiting propagation delay variations that occur in circuits that operate in the subthreshold region.
Early on in the prototyping procedure, it was discovered that the Spartan 3 development board generated a lot of noise on the power traces on the DUT PCB. The noise was not of significant importance when the SAR architectures were operated in the above threshold region and at low operating frequencies. However, when the supply voltage is scaled down to the subthreshold region, the power supply noise imposes a considerable impact on propagation delay variation. By reducing the supply voltage well below the threshold voltage of the transistors in the SAR architecture, the error detection setup was able to detect errors that resemble SEUs. Figure 6.3 shows a plot of the error detection algorithm when the SAR architectures are operated at a supply voltage of 300 mV in a non-radiation environment.

![Raw data form FPGA](image1)

![Accumulated errors, VDD = 300 mV](image2)

![Single event transients, VDD = 300 mV](image3)

![Fig 6-4 Error detection at 300 mV supply voltage](image4)

Due to a fixed clock frequency on the DUT and the propagation delay variations in the circuits, it was possible to force erroneous response from the DUT. One hypothesis is that the propagation delay variations caused setup- and hold time violations for the D flip flops in the SAR architectures. These errors caused the D flip flops in the SAR algorithms to malfunction and thereby produce wrong outputs, which were registered as SEUs by the error detection setup.

A preliminary measurement of the NMOS drain current was also performed. The drain current measurements were compared to schematic simulations of a NMOS transistor with the same dimensions as the transistor implemented on the test chip. Figure 6.4 shows the simulation and measurements of the NMOS drain current as a function of gate voltage.

The measurements of the NMOS drain current revealed a deviation from the simulation results around and below a gate voltage of 250 mV. In the gate voltage range between 0 V to 250 mV, the measured current was lower than the drain current observed in the simulation results. The reasons for this trend are unknown, and therefore need more thorough examination. Moreover, the deviation occurrence takes place in a region of operation which is of high interest to this experiment, namely the subthreshold region. In order to determine the TID induced leakage effects on the threshold voltage and the $I_{ON}/I_{OFF}$ ratio of a linear transistor, the reasons for the deviation in the current measurements need to be identified and corrected.
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6.2.2 Experimental radiation testing of the DUT

The initial plan was to perform radiation tests at the Cyclotron Laboratory at the Department of Physics, University of Oslo, however due to scheduling and maintenance issues this was unfortunately not possible to achieve in the time scope of this thesis [66]. Therefore, a simplified radiation test was set up at SAFE - Centre for Accelerator Based Research and Energy Physics at the University of Oslo.

The simplified test procedure involved the use of a Caesium 137 (Cs-137) gamma emitting radiation source with energies up to 0.662 MeV. The DUT was irradiated by placing two radiation sources on top of the test chip. The package on the testchip was a QFN64 package with the possibility of delidding. However, in order to minimize the risk of damaging the chip during delidding, the lid was left intact on the test chip. This also contributed to a longer distance between the radiation source and the silicon die, which has an impact on the radiation dose applied to the circuits on the test chip due to the radial distribution effect. Figure 6.5 shows the test setup at SAFE.

The DUT PCB and radiation sources were placed in a lead shielded area, so that people working in close proximity were not exposed to necessary radiation. All peripheral equipment was placed outside the range of the radiation.

The irradiation of the DUT lasted for 13 hours and included all test parameters (see Table 6.1) but the NMOS transistor I/V sweep. The NMOS transistor characterization was excluded due to technical difficulties encountered at the time of radiation testing. Figure 6.6 shows the measurement results of the STD SAR, which is based on the unhardened implementation. The SAR architecture is biased in the worst case supply voltage condition, being 340 mV. No errors were observed during radiation testing of 1000 run sequences.

The current consumption of the SAR architectures, $I_{DD}$, was also measured during irradiation of the DUT. There were no deviations observed when compared to pre radiation current consump-
Figure 6.5 Radiation testing setup at SAFE

Figure 6.6 Error detection of the STD SAR architecture with 340 mV supply voltage, during irradiation.
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Discussion

The memory elements and level shifters discussed in the papers included in this thesis are all aimed for reliable low power applications. The level shifters show high reliability in terms of process-mismatch and temperature variations, while displaying low power- and energy consumption. The memory elements implemented using minority-3 gates and inverters have symmetric and regular physical implementation, which is very important for subthreshold operation due to the exponential current dependencies in that specific operating region. Yield and defect tolerance of the minority-3 gates have already been evaluated and confirmed in [67], which makes the use of minority-3 gates relevant for applications requiring radiation tolerance. The minority-3 gate in combination with inverters is sufficient to implement any basic Boolean function (NAND, OR, AND ...). Therefore, a larger system utilizing dynamic voltage scaling and multiple voltage domains can be implemented using only minority-3 gates, inverters and level shifters only. By applying circuit- and architectural level SET and SEU mitigation techniques, in conjunction with redundancy techniques, such systems may become relevant for harsh radiation environments, even outside the Earth’s atmosphere.

The radiation testing using a non-focused radiation source proved to be insufficient to determine the radiation tolerance of an electronic device. A focused beam test in the form of a pulsed laser or a particle accelerator is required for proper SEU characterization of the DUT [2]. The proton beam configuration at the Cyclotron lab in Oslo may be much better suited for SEU characterization since the radiation would be focused on a small area on the chip. Energetic protons interaction with the semiconductor material are enough to cause both ionizing leakage effects as well as SEUs due to nuclear interaction with p-type silicon.

Although it was verified that the proposed test methodology is sufficient for SEU characterization of the DUT, the test setup can still be regarded to be in an infant state. There is however a lot of potential for further implementation and development of new functionality on the test setup. Latch-up detection can be implemented in software while utilizing the tools already in use in the test setup. As technology scales down even further, multiple bit upsets become important issue due to less separation between transistors in high density designs. Therefore, it would be desirable to expand the test software to enable for multiple bit upset detection with a certain spatial resolution. Such an approach would provide better understanding of how particle strikes effect high density designs and how they interact with the specific process used in this thesis.

The pulse injection simulations are the only simulations that were performed solely on the schematic level. All other necessary simulations were performed based on extracted netlist from the layout. Monte carlo simulations were used to verify the circuit reliability and temperature dependence. For more precise SET and SEU evaluation of different circuit and architectural topologies, pulse injection may be performed on extracted netlists, followed by monte carlo simulations.
Thereby the impact of process- mismatch- and temperature variations on SET and SEU performance can be evaluated.

All fabricated designs that are covered in this thesis are made up by using linear transistors. Even though linear transistors are more susceptible to TID induced leakage current than for example ELTs, the utilization of linear transistors contributes to quick realization of circuits while maintaining total dose hardness. However, the use of linear transistors with low supply voltage may be problematic due to the TID induced leakage and thereby the reduction of $I_{ON}/I_{OFF}$ ratio. For circuits operating with low supply voltages, ELT transistors may be completely necessary in order to preserve correct operational behavior of a circuit. Therefore, incorporation of ELTs in customized cell libraries may become relevant if the linear devices show insufficient operational behaviour at low supply voltages.
Chapter 8

Conclusion

In this thesis, design and analysis of several digital building blocks have been presented within the field of subthreshold digital circuit design. Simulation results have shown, to the authors knowledge, the lowest power- and energy consumption of subthreshold to above threshold level shifters in 90 nm and 65 nm process. Furthermore, a D latch and a D flip flop based on minority-3 gates have been presented. The memory elements demonstrate robust operational behaviour across process- and mismatch variations, and their functionality is confirmed with chip measurements in the 90 nm general purpose process from ST Microelectronics.

Radiation induced effects in commercially fabricated ICs have been evaluated. A test chip has been fabricated in the 90 nm low power process from TSMC with the goal of evaluating different SET and SEU mitigation techniques. A SEU characterization test setup has been proposed and was used in experimental radiation tests at SAFE. There were no radiation induced errors observed during radiation testing while irradiating the test chip with a Caesium 137 gamma emitting radiation source.

For further research, a SEU characterization of the test chip should be conducted with a focused radiation beam in order to determine the radiation tolerance of the different SEU mitigation techniques discussed in this thesis. Such an experiment may determine potential radiation environments that are suited for each of the SET and SEU mitigation techniques, given that they are implemented in the TSMC 90 nm process used in this thesis. After the radiation characterization has been conducted, work on building a radiation tolerant digital cell library can be initiated. Such a customized cell library would open a lot of possibilities for design of larger systems using a hardware description language and place and route tools. Multiple voltage domains may be implemented for optimization of power consumption and reliability.
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Appendix A

VHDL code for template-based soft error characterization

```vhdl
library IEEE;
use IEEE.std_logic_1164.all;
use ieee.numeric_std.all;

entity X_OR is
  generic (n : NATURAL := 256);
  port (
    reset : in std_logic;
    clk : in std_logic;
    tmpdata1 : in std_logic_vector(n-1 downto 0);
    tmpdata2 : in std_logic_vector(n-1 downto 0);
    tmpdata3 : in std_logic_vector(n-1 downto 0);
    tmpdata4 : in std_logic_vector(n-1 downto 0);
    data_out1 : in std_logic_vector(n-1 downto 0);
    data_out2 : in std_logic_vector(n-1 downto 0);
    data_out3 : in std_logic_vector(n-1 downto 0);
    data_out4 : in std_logic_vector(n-1 downto 0);
    data_ready : in std_logic;
    active : out std_logic;
    error : out std_logic ---RS232 output
  );
end X_OR;

architecture behave of X_OR is
  signal cnt : integer range 0 to 256;
  signal errcnt : integer range 0 to 1025;
  signal shift_cnt : integer range 1 to 6;
  signal abort_hit : std_logic;
  signal slowclk : std_logic;
  signal slowcount : integer range 0 to 5500;
  signal sender_buff : std_logic_vector(10 downto 0); ---RS232 data out
  signal RS232_cnt : integer range 0 to 10;
  signal RS232_ready : std_logic;
  signal write_cnt : integer range 0 to 11;
  signal error_detected : std_logic;
begin
  sender_buff(10) <= '1';
  sender_buff(9) <= '1';
```
sender_buff(0) <= '0';
active <= abort_hit;

process (areset, clk)
begin-- setting up RS232 baud rate
if areset = '1' then
  slowclk <= '0';
slowcount <= 0;
elif rising_edge(clk) then
  if data_ready = '1' then
    slowcount <= slowcount + 1;
    if slowcount = 4970 then
      slowclk <= not slowclk;
slowcount <= 0;
  end if;
end if;
end process;

process (areset, slowclk)

variable reg1 : std_logic_vector(7 downto 0);-- Shiftregister for data--packs on RS232
begin
if areset = '1' then
  cnt <= 0;
  errorcnt <= 0;
  shift_cnt <= 1;
  abort_hit <= '0';
  error_detected <= '0';
  RS232_ready <= '1';
  RS232_cnt <= 0;
  write_cnt <= 0;
elif rising_edge(slowclk) and abort_hit = '0' then
  if RS232_ready = '1' then -- writing to buffer
    error <= '1';
    reg1 := error_detected & reg1(7 downto 1);-- shiftregister for erordata
    RS232_cnt <= RS232_cnt + 1;--8 bits to shiftregister
    if RS232_cnt = 7 then --8 bits to rs232 register
      RS232_ready <= '0';-- ready for sending
      RS232_cnt <= 0;
    end if;
    sender_buff(8 downto 1) <= reg1;-- Loading register to sender register
  end if;
  if data_ready = '1' then
    cnt <= cnt + 1;
    errorcnt <= errorcnt + 1;-- Index for read-in of error values
    error_detected <= '0'; -- = 0 as far as no error is detected
    if errorcnt < 1024 then

if cnt = 255 then
    shift_cnt <= shift_cnt + 1;—Leser et annet registerset
    cnt <= 0;
else
    error_cnt <= 0;
end if;

if shift_cnt > 4 then
    shift_cnt <= 1;
end if;

if shift_cnt = 1 then
    if tmpdata1(cnt) /= data_out1(cnt) then —XOR for first register
        error_detected <= '1';
    end if;
elsif shift_cnt = 2 then
    if tmpdata2(cnt) /= data_out2(cnt) then —second...
        error_detected <= '1';
    end if;
elsif shift_cnt = 3 then
    if tmpdata3(cnt) /= data_out3(cnt) then
        error_detected <= '1';
    end if;
elsif shift_cnt = 4 then
    if tmpdata4(cnt) /= data_out4(cnt) then
        error_detected <= '1';
    end if;
end if;

if RS232_ready = '0' then—RS232 registeret writing
    write_cnt <= write_cnt + 1;
    error <= sender_buff(write_cnt);
    if write_cnt = 10 then—10 bits are sent
        write_cnt <= 0;
        RS232_ready <= '1';
    end if;
end if;
end process;
end architecture;
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Matlab code for error detection

```matlab
function Error_detection(x,y5,timer,VDD)

% Error_detection receives error data that has been processed by a FPGA.
% The FPGA needs to be connected via a serial port. The FPGA processes the
% error data based on a expected input and compares (XOR) the input data
% with a data expectancy template. The script accepts several OPERATION
% MODES that determine what input (architecture) is to be observed and what
% stimuli (template) is imposed on the UUT (TSMC Chip)

8
% OPERATION MODES: '1' => TMR, template1
10 % '2' => STD, template1
12 % '3' => DMR, template1
14 % '4' => TMR, template2
16 % '5' => STD, template2
18 % '6' => DMR, template2 ...

20 % The plots show:
22 % Error occurrences => SET and SEU, not distinguished.
24 % Accumulated errors => Sum of Error occurrences over all executed data
26 % streams
28 % Serial port info: BaudRate = 4800, 8bit, stopbit = 1.
30 % Syntax: Error_detection(x,y5);
32 % Arguments:
34 % x number of data streams
36 % y5 is an ASCII string that determines OPERATION MODE
38 % timer is time between data streams, in seconds
40 % Example: Error_detection(10,'2',60) => 10 runs, template2, one
42 % run every minute
44 % (Plots displayed continuously)
46
48 % Created: Amir Hasanbegovic, 2010 April 10
50 % Last Modified: Amir Hasanbegovic, 2010 April 26
52 %
54 %
56 % String inits
58 string = 'oooops'; % Plot Names
```
if strcmp(y5,'1') == 1
    string = 'TMR, template1';
else if strcmp(y5,'2') == 1
    string = 'STD, template1';
else if strcmp(y5,'3') == 1
    string = 'DMR, template1';
else if strcmp(y5,'4') == 1
    string = 'TMR, template2';
else if strcmp(y5,'5') == 1
    string = 'STD, template2';
else if strcmp(y5,'6') == 1
    string = 'DMR, template2';
else if strcmp(y5,'A') == 1
    string = 'TMR, template1';
else if strcmp(y5,'B') == 1
    string = 'TMR, template2';
else if strcmp(y5,'C') == 1
    string = 'STD, template1';
else if strcmp(y5,'D') == 1
    string = 'STD, template2';
else if strcmp(y5,'E') == 1
    string = 'TMR, template1';
else if strcmp(y5,'F') == 1
    string = 'TMR, template2';
end

% Initiate dataset
binTemp = 0;
accumulated_error = 0;
SET = 0;
SEU = 0;
SER = 0;
seq_nr = 0;
seqPlot = 0;

% Create a serial port object.
obj1 = instrfind('Type', 'serial', 'Port', 'COM3', 'Tag', '');

% Create the serial port object if it does not exist
% otherwise use the object that was found.
if isempty(obj1)
    obj1 = serial('COM3');
else
    fclose(obj1);
    obj1 = obj1(1);
end

% Configure instrument object, obj1.
set(obj1, 'BaudRate', 4800);
%set(obj1, 'Timeout', 3);
%set(obj1, 'TimerPeriod', 2.0);
%set(obj1, 'OutputBufferSize', 10000);
%set(obj1, 'InputBufferSize', 10000);
set(obj1, 'Readasyncmode', 'continuous');

% —— set(obj1, 'Parity', 'space');
% Open connection to instrument object, obj1.
\texttt{fopen(obj1);} 
\texttt{flushinput(obj1);} 
\texttt{flushoutput(obj1);} 
for \texttt{i}=1:x 
\texttt{%get(obj1);} 
\texttt{% Communicating with instrument object, obj1.}% 
\texttt{\% Increase sequence number} 
\texttt{seq_nr=seq_nr+1;} 
\texttt{seqplot=[seqplot seq_nr];} 
\texttt{flushinput(obj1);} 
\texttt{flushoutput(obj1);} 
\texttt{pause(timer);} 
\texttt{fwrite(obj1,y5,'uint8','async')} 
\texttt{readData = fread(obj1,128,'uint8');} 
\texttt{data = [readData];} 
\texttt{% Converting to binary representation (8 bit precision)}% 
\texttt{temp=0;} 
\texttt{y=uint8(data);} 
\texttt{for \texttt{i}=1:length(y)} 
\texttt{x1=int2bin8(y(i));} 
\texttt{binTemp=vertcat(binTemp,x1);} 
\texttt{temp=vertcat(temp,x1);} 
\texttt{% Accumulated error (in a single data stream)} 
\texttt{accumulated_error=vertcat(accumulated_error,sum(binTemp));} 
end 
\texttt{% SET Evaluation – to get total SEU, multiply SEU with number of \% runs (SEU*seqplot)} 
\texttt{SEU=[SEU SEU_eval(temp)];} 
\texttt{% SET Evaluation – to get total SET, multiply SET with runs (SET*x)} 
\texttt{% IF a SEU is detected 61 SET are subtracted from the SET detection} 
\texttt{SET=[SET_SET_eval(temp)-(SEU(length(SEU))*61)];} 
\texttt{% Removal of delay induced "SETs" at low supply voltages} 
\texttt{if strcmp(y5,'E')==1} 
\texttt{if temp(456)==1} 
\texttt{SET(length(SET))=SET(length(SET))-2;} 
\texttt{end} 
\texttt{if temp(585)==1} 
\texttt{SET(length(SET))=SET(length(SET))-2;} 
\texttt{end} 
\texttt{if temp(200)==1} 
\texttt{SET(length(SET))=SET(length(SET))-2;} 
\texttt{end}
if temp(649) == 1
    SET(length(SE)) = SET(length(SE)) - 2;
end
if temp(840) == 1
    SET(length(SE)) = SET(length(SE)) - 2;
end
if temp(839) == 1
    SET(length(SE)) = SET(length(SE)) - 2;
end
end

if strcmp(y5, 'F') == 1
    if temp(200) == 1
        SET(length(SE)) = SET(length(SE)) - 2;
    end
    if temp(378) == 1
        SET(length(SE)) = SET(length(SE)) - 2;
    end
    if temp(393) == 1
        SET(length(SE)) = SET(length(SE)) - 2;
    end
    if temp(585) == 1
        SET(length(SE)) = SET(length(SE)) - 2;
    end
    if temp(840) == 1
        SET(length(SE)) = SET(length(SE)) - 2;
    end
    if temp(841) == 1
        SET(length(SE)) = SET(length(SE)) - 2;
    end
end

if strcmp(y5, 'B') == 1
    if temp(201) == 1
        SET(length(SE)) = SET(length(SE)) - 2;
    end
end

if strcmp(y5, 'C') == 1
    if temp(201) == 1
        SET(length(SE)) = SET(length(SE)) - 2;
    end
    if temp(393) == 1
        SET(length(SE)) = SET(length(SE)) - 2;
    end
    if temp(456) == 1
        SET(length(SE)) = SET(length(SE)) - 2;
    end
    if temp(585) == 1
        SET(length(SE)) = SET(length(SE)) - 2;
    end
    if temp(649) == 1
        SET(length(SE)) = SET(length(SE)) - 2;
    end
    if temp(841) == 1
        SET(length(SE)) = SET(length(SE)) - 2;
    end
end
if strcmp(y5, 'D') ==1
    if temp(265) ==1
        SET(length(SET)) = SET(length(SET)) - 2;
    end
    if temp(393) ==1
        SET(length(SET)) = SET(length(SET)) - 2;
    end
    if temp(585) ==1
        SET(length(SET)) = SET(length(SET)) - 2;
    end
    if temp(841) ==1
        SET(length(SET)) = SET(length(SET)) - 2;
    end
end

% Draw output
subplot(2,2,1);
y1 = plot(binTemp);
title('Raw data form FPGA');
ylabel('Uncorrelated events');
xlabel('FPGA sample');

% Good for survey during the experiment
subplot(2,2,2);
y2 = plot(accumulated_error);
title(sprintf('Accumulated errors, VDD = %d \rightarrow \text{SETUP: } \%s, VDD, string'));
ylabel('Upsets');
xlabel('RS232 package (FPGA sample/8 bit)');

subplot(2,2,3);
y2 = plot(seqplot,SET);
title(sprintf('Single event transients, VDD = %d \rightarrow \text{SETUP: } \%s, VDD, string'));
ylabel('SET');
xlabel('Run Sequence');

subplot(2,2,4);
y2 = plot(seqplot,SEU);
title(sprintf('Single event upsets, VDD = %d \rightarrow \text{SETUP: } \%s, VDD, string'));
ylabel('SEU');
xlabel('Run Sequence');

store = sprintf('VDD = %d \rightarrow \text{SETUP: } \%s, VDD, string');
%drawnow update
save accumulated_error;
save binTemp;
save SEU;
save SET;
end

% Disconnect from instrument object, obj1.
fclose(obj1);

Code/Error_detection.m
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PCB Layout

Figure C.1 PCB layout
Appendix D

ST Microelectronics chip (90 nm general purpose process)

**Figure D.1** ST Microelectronics chip with level shifter and a D flip flop based minority-3 gates and inverters
Appendix E

TSMC chip (90 nm low power process)

Figure E.1 TSMC chip for radiation testing