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Abstract
Whilst silicon solar cells currently are approaching their maximum theoretical conversion efficiency, work is ongoing on many fronts to enhance their efficiency by means outside the classical framework. The efficiency of silicon solar cells in the UV-range of the sunlight is still particularly poor. One approach to enhance the response in the UV-range, is using down-conversion, also known as quantum cutting. In such manner, the energy of a highly energetic photon can be converted into two or more photons with less, but more appropriate energy for silicon based solar cells and increase the overall efficiency. Down-conversion systems are most often based on pairs of lanthanides, for example the very efficient Pr³⁺ / Yb³⁺ which is used here. While they can emit photons that suit silicon solar cells very well, they absorb UV-light poorly and require sensitization by a heavy absorber. However, such sensitizing open for loss of emitted photons through quenching and adds to the overall complexity. This is the foundation of the current thesis where we have tried to balance all these aspects in addition to nanoscale engineering to enhance the overall performance.

Sensitization without quenching is challenging in general and Pr³⁺ is particularly sensitive towards many hosts due to its many energy levels easing various quenching mechanisms. CaMoO₄ is launched as a promising host material for Pr³⁺/Yb³⁺, as it absorbs well in the desired region, but is not known to lead to interivalence charge transfer (IVCT) known for other d₀ hosts. We have chosen atomic layer deposition (ALD) as the synthesis technique due to its abilities for conformal thin films, spatial control of where the lanthanide dopants are embedded in the host matrix and since it is a one-step approach, further doping is not required. Spatial control of the embedded dopants is essential as the required energy transfer for down-conversion is efficient only on the sub-nanometer scale.

The natural approach for developing complex oxides such as CaMoO₄: Pr³⁺, Yb³⁺, by ALD is to combine the binary processes and tune for the optimal composition. However, a compatible ALD process for MoO₃ was lacking, as available processes either had special requirements or did not work at required temperatures, and had to be developed (Paper I). MoCl₄O has proven to be a suitable Mo-source, in combination with O₃ and H₂O for deposition of complex oxides (Paper II), however, does not behave as a conventional ALD process when attempted as a binary oxide. For such a case, the process is area-selective and of numerous attempted substrates, MoO₃ only deposits on soda-lime glass and LiF.

We were thus prepared for all types of outcomes when MoCl₄O was combined with Ca(thd)₂ to deposit CaMoO₄. A path for deposition of CaMoO₄ was found with the aid of statistics – in the form of Design of Experiments (DoE) (Paper II). DoE methodologies are developed to maximize the amount of information from a given number of experiments, and is a useful tool when optimizing new processes, particularly when several parameters need tuning. Our study aims to serve as a guide on how to use DoE when developing complex ALD processes.
Finally, the complexity was increased by embedding Pr$^{3+}$ and Yb$^{3+}$ in the CaMoO$_4$ matrix (Paper III). Both the concentration of Pr$^{3+}$ and Yb$^{3+}$ and annealing parameters were found to highly affect the luminescence properties. We also have observed signs of direct energy transfer from CaMoO$_4$ to Yb$^{3+}$.

This work reached the goal of making CaMoO$_4$: Pr$^{3+}$, Yb$^{3+}$ by ALD and studying its optical properties. Optimizing and implementing this coating on an actual silicon solar cell, remains a topic of further studies.
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1. Introduction

As I am writing this, Australia is on fire with over a trillion animals dead and thousands of people homeless already, Greta Thunberg has just been picked as the “Person of the Year” by Time magazine in 2019 for her school strikes for climate and my kids cannot play in the snow as January 2020 is unseasonably warm. The grey, dark Norwegian winter is staring at me from outside the window and I stare back, happy that I have at least tried to give a tiny, little contribution towards making the world a greener place. When I was writing these first sentences of my thesis, I did not know that the largest crisis in 2020 would not be the climate, but rather a virus. With every crisis comes opportunities, and we now have the chance and time to reconsider how we organize our energy economy, and a one-time shot to turn the tides. Even though our energy consumption and thus greenhouse gas emissions temporarily are lower, we cannot go back to our usual ways. This work addresses one of many solutions for more green energy.

Here in Norway where fish is abundant outside the oil-rich coastline and the combination of heavy topography and plenty of precipitation makes us rich in hydropower (Figure 1.1), it is hard to image that 850 million people worldwide are short on available energy[1]. This energy shortage cannot be met by increased usage of fossil fuels, as it leads to more greenhouse gas emissions. Finding more efficient green energy sources is thus a must. There are already plenty of renewable green options out there, including hydropower, biomass, geothermal power, wind power, wave/ tide power and last, but not least, solar power[2]. The International Energy Agency (IEA) forecasted in their last annual energy outlook that wind and solar power will be the most important green energy sources, and that electricity from photovoltaic solar cells will be the largest source of energy already in 2035[1]. For this to be the case, it is necessary that the photovoltaic cells increase in efficiency.

Figure 1.1. Photography of Storfossen in Geiranger, Norway, steep and moist as so much of the country. Photo by Diego Delso.
The most common photovoltaic cells today are the silicon solar cells. In fact, silicon oxide is the most abundant oxide on Earth[3], which is a very good starting point for a technology with large growth ambitions. Silicon, as other semiconductors, has a band gap ($E_g$), i.e. an energy range without any allowed energy level for the electron (energy levels are heavily discussed in Chapter 2). When sunlight with more energy than the band gap becomes absorbed by the solar cell, the electron gets excited from the valance band, $E_v$, to the conduction band, $E_c$, leaving behind a hole in the valance band (Figure 1.2). This excited electron is alone not sufficient to create a current, the electron-hole pair needs to be separated in space to prevent immediate recombination. This is where the p/n-junction comes into play. Silicon solar cells are typically homojunction cells (e.g. cells with the same material on both sides of the junction), where the properties are controlled by the type and level of doping. n-doping introduces local negative charge, and vice versa for p-doping. To induce n-type doping, the dopant has to be a donor, e.g. have more valence electrons than the host. For tetravalent silicon, this should be a dopant with five valance electrons, such as phosphorous. To p-dope silicon, trivalent boron can be used.

![Electric field diagram](image)

**Figure 1.2.** Schematic drawing of the p/n-junction of a (silicon) solar cell. $E_F$ is the Fermi-level and $qV_d$ is the amount of energy the bands are bent across the depletion region.

When a p-doped and n-doped region are combined, a depletion region is created. As the name suggests, the depletion region is depleted of carriers. The difference in local charges on each side of the junction creates an electric field across the depletion region. Thus, the bands are bent. When an electron is excited, the electron will be pulled towards the n-doped region and the hole will be pulled towards the p-type region. A current will now run through a wire if we connect it on each side of the solar cell. For
a more comprehensive introduction to photovoltaic cells, the reader is referred to the book by J. Nelson[4].

Massive research on silicon solar cells has provided significant advances in recent years, and we are in fact closing into the theoretical efficiency limit, the Shockley–Queisser limit[5], which is around 32% efficiency for silicon solar cells. The Shockley–Queisser limit is applicable to single junction solar cells, takes radiative recombination into account as the only loss mechanisms and uses the standards AM 1.5 spectrum for the incoming sunlight. The blue lines in Figure 1.3 denotes advances for silicon solar cells with a current efficiency world record of 27.6%. This also implies that in order to drastically improve solar cells, we have to reach beyond the conventional framework where the Shockley-Queisser limit rules.
Figure 1.3. NREL’s research-cell efficiency chart of 2019. The blue lines denote conventional silicon solar cells[6].
The fundamentally most limiting factor for solar cells, is the relationship between the energy of the incoming electron and the band gap. The solar cell cannot utilize energy from sub-bandgap photons. Moreover, any excess energy beyond the band gap energy from photons with more energy than the band gap, will also be lost as heat, so-called thermalization losses (see chapter 2.3 – Radiative and non-radiative decay). Thermalization losses heat up the cells – making it even less efficient. The mismatch between incoming photon energy and band gap can be altered in two ways, either by tuning the band gap or by tuning the sunlight itself[7, 8]. There is a lot of current research on the first approach, for example on various types of tandem solar cells enabling the utilization of several band gaps simultaneously[9-16]. My work, however, is concerned with altering the sunlight itself. That can be done in two main ways[17], (i) up-conversion (UC) where the energy of several sub-bandgap photons is combined to a photon with sufficient energy to excite an electron across the band gap or (ii) down-conversion (DC), also called quantum cutting, where the energy of a photon with more than twice the energy to excite an electron across the band gap is split into two suitable photons. Down-conversion decrease thermalization losses.

The potential of either approaches are visualized in Figure 1.4, where the green fraction is the amount of the spectral irradiation that is efficiently utilized by silicon solar cells. The blue hatched areas correspond to energy that could be available if an efficient down-converter or up-converter was put onto the solar cells, being 149 W/m² or 164 W/m², respectively.

Figure 1.4. Spectral irradiance (AM 1.5) versus wavelength of incoming light, highlighting available energy for direct efficient use by silicon solar cells and available fractions for down-conversion and up-conversion[18].
The majority of down-conversion or up-conversion material systems consists of a host matrix doped with lanthanides. The well shielded partly filled f-orbital of the lanthanides gives rise to narrow, specific emissions – making them highly suitable for applications where tuning specific emission energies is key. The narrow absorption also mean that the lanthanides in general have a low absorption cross-section and thus weak absorption. A down-conversion system that does not absorb the light it is meant to convert, will have a negligible effect, and measures must therefore be taken to ensure sufficient absorption. Strategies to ensure strong absorption include usage of a highly absorbing host-matrix. This, and further strategies are discussed in subchapter 2.5.1 – Sensitization.

1.1 Aim of study
The overall aim of this work has been to make down-converting thin film coatings for silicon solar cells. The relative positions of the lanthanide dopants in the host matrix on a sub-nanometer scale strongly affect the efficiency of the down-conversion process. Moreover, a high local concentration of lanthanide dopants may lead to undesired quenching. To ensure the necessary required control to tune the interatomic distances of the dopants, atomic layer deposition (ALD) has been the synthesis method of choice. The layer-by-layer approach of ALD enables distribution of the lanthanide dopants in the matrix and can also place different lanthanide dopants in close proximity of each other. ALD is already heavily utilized for deposition of ultrathin back passivation layers within the solar industry[19, 20], meaning that important infrastructure is currently established on an industrial scale.

This work has focused on using CaMoO₄ as a host material[21]. There are already several studies both on the optical properties and synthesis of CaMoO₄[22-30], but few where CaMoO₄ is made as a thin film or where measures are taken to control the interatomic distances of the dopants.

In order to make complex oxides by ALD, the binary processes are usually combined. For deposition of CaMoO₄, this was challenging, as the available processes for deposition of molybdenum oxide were limited at the start of this project and not compatible with existing processes for CaO, without using customized heating equipment for the Mo-precursor. The first step to synthesize CaMoO₄ was therefore to develop a new ALD process for MoOₓ. This process for MoOₓ was then combined with a process for CaO to deposit CaMoO₄. Lastly, the CaMoO₄ films was co-doped with Pr³⁺/Yb³⁺ to make a down-converting film.
2. Optical properties and luminescence

To aid the discussion on the optical properties of the materials studied in this work, a general introduction to optical properties and luminescence, and down-conversion in particular, is presented in this chapter. First, a brief presentation of the most important interactions between light and matter is given. The chapter then proceeds to describe atomic energy states and their nomenclature, decay paths for excited states, energy transfer mechanisms and up- and down-conversion. The chapter ends by reviewing current down-conversion systems and discuss how these can be realized.

2.1 Interactions between light and matter

Matter is in classical Physics and Chemistry defined as any substance that has mass and takes up volume[31]. Matter can interact with electromagnetic radiation, the manifestation of the electromagnetic force, in various ways. This work is concerned with interactions between matter and wavelengths of electromagnetic radiation within the solar spectrum, which is about 220-2400 nm[32]. The part of the electromagnetic spectrum that is visible to the human eye, is shown in Figure 2.1. The three main interactions between light and matter are refraction, reflection and electronic transitions. Light can also simply be transmitted through the matter. This is why you can look through your window from your corona-quarantine, the visible light from outside is transmitted through it. This work is concerned with electronic transitions, in the form of absorption of light and then down-conversion, but we will start this chapter by a brief description of refraction and reflection.

![Image of the human visible spectrum](image)

*Figure 2.1. The human visible spectrum, a part of the electromagnetic spectrum. Adapted from [33].*

Refraction is the change of direction of a wave when it passes from one medium to the other, and was first described by Willebrord Snell from Leiden in the 17th century[34]. Around 1660 the French Pierre de Fermat rewrote Snell’s law into its current format we all know from our High School Physics classes, correctly assuming that light travels slower in media than in vacuum[35];

\[
n_1 \sin \theta_1 = n_2 \sin \theta_2 \tag{2.1} \]

where \(n_1\) and \(n_2\) are the refractive indices of medium the light is travelling to and from, respectively, \(\theta_1\) is the angle of incidence and \(\theta_2\) is the angle of refraction. The refractive index is thus a description of how fast a light wave travels through the medium, where a high refractive index indicates that the light travels slowly. We now know that eq. 2.1 is a simplification, as it says nothing about the wavelength of the light, which the refractive index indeed is related to. We will return to this dependency later in the text, but first the relationship between refraction and reflection will be explored.
The relationship between refraction and reflection was also described by a Frenchman, namely Augustin Fresnel, but also the Scottish David Brewster contributed significantly [36]. For incident light that is travelling normal to an interphase, for example between air and glass, the reflectance, $R$, is given by:

$$R = \frac{n_1 - n_2}{n_1 + n_2}$$  \hspace{1cm} \text{Eq. 2.2}

From eq. 2.2 it becomes apparent that a large difference in refractive indices between two media in an interphase, will lead to a larger proportion of the light being reflected. The refractive index of silicon is around 3.45 and is huge in contrast to 1 for air, and an uncoated silicon solar cell will experience that around 30% of the incident light is reflected[37]. Designing anti-reflective coatings is therefore of outmost importance to increase the efficiency of solar cells.

Even though the refractive index describes how the incident light is slowed when it enters a medium, it does not describe how the beam is weakened when it propagates through the medium. This is described by the attenuation coefficient, $k$, which is also dependent on the wavelength of the light beam. The attenuation coefficient is related to the absorption, $\alpha(\lambda)$ of the material, a key property to control for an efficient down-converter[38];

$$\alpha(\lambda) = \frac{4\pi}{\lambda} k(\lambda)$$  \hspace{1cm} \text{Eq. 2.3}

In order to further scrutinize how matter can absorb light, light has to be considered as a particle. The photoelectric effect, that metals will emit photoelectrons if they are illuminated by sufficiently energetic light, suggests that light has some particle properties. This was built upon by Louis de Broglie in 1924 when he proposed the de Broglie relation, claiming that any particle travelling with the linear momentum, $p = m v$, should have an associated wavelength, $\lambda$;

$$\lambda = \frac{h}{p}$$  \hspace{1cm} \text{Eq. 2.4}

where $h$ is Planck’s constant. We now call the «light particles» photons, and when light is absorbed by a material, the material actually absorbs the photon. This absorption is an electronic transition of the material and leads to an excited state of electrons in the absorber. The atomic energy states that govern what absorbance is possible and likely, are discussed further in subchapter 2.2.

### 2.2 Atomic energy states

If the atoms were not able to exist in several energy states, absorption would not have been possible. An understanding of these states is therefore an important aspect when studying absorbing solids.
2.2.1 Term symbols

The energy level of an atom is called a term, and the notation used to describe terms is called term symbols[39]. Term symbols occur in every scientific paper about luminescence and are therefore described in detail here. The term symbol is written as $^{2S+1}L_J^*$. Typically, they are used to describe energy transitions that result in luminescence. For example, in the current work we discuss the energy transitions concerning the $^{3}P_0$ level of Pr$^{3+}$.

The derivation of the term symbol is called Russell-Saunders (RS) coupling[40]. The first step of this derivation is that the spin angular momenta of each electron are combined. Then these momenta of the electrons are coupled to give an overall total angular momentum, $L$. It is written in upper-case roman letters, with the same letter as the atomic orbital:

\[
\begin{array}{cccc}
L & 0 & 1 & 2 & 3 \\
S & P & D & F \\
\end{array}
\]

$^{3}P_0$ therefore describes the energy levels of electrons in the P orbital, with $L = 1$. In general, $L$ arises from the orbital angular momentum numbers, $l_1$ and $l_2$, which in turn describe the shape of the orbital. $L$ is derived using the Clebsch-Gordan series (Eq. 2.5) and is always a positive integer[41];

\[
L = l_1 + l_2, \quad l_1 + l_2 - 1, \quad \ldots, \quad |l_1 - l_2| \quad \text{Eq. 2.5}
\]

A high $L$ means that the valance electrons are orbiting in the same direction, whilst a lower $L$ point to the opposite conclusion. The next part of the term symbol comes from the spin angular momentum quantum number, $S$, but the multiplicity, $2S+1$, is what occurs in the term symbol. A high multiplicity means that many electrons are spinning in the same direction. $S$ is derived from individual spin angular momentum numbers, $s_1$ and $s_2$, using the Clebsch-Gordan series. In our example of $^{3}P_0$, $S$ is 1, making the multiplicity, $2S+1 = 3$. When the multiplicity is 3, we may call the term a triplet.

The total angular momentum number, $J$, is in turn derived from $L$ and $S$, also using the Clebsch-Gordan series. $J$ describes the coupling between the spins of the electrons and their orbit, also called spin-orbit coupling. A large $J$ means that many electrons have spins in the same direction as their orbit. Each value of $J$ is called the level of a term. Using the Clebsch-Gordan series to derive the possible $J$-levels for $^{3}P$ ($L = 1$ and $S = 1$), gives us $J = 1+1, 1+1-1$ or $1-1$. This means that in addition to $^{3}P_0$, $^{3}P_1$ and $^{3}P_2$ are possible levels. Figure 2.2 summarizes this section.

$^*$ $L$ is the total angular momentum number, $S$ is the spin angular momentum number and $J$ is the total angular momentum number derived from $L$ and $S$. 
2.2.2 Stark sublevels
For each level, there are 2J + 1 states. These states are called Stark sublevels and are normally degenerate, i.e. they have the same energy. The Stark sublevels were discovered by Johannes Stark in 1913, as he observed splitting of spectral lines in electric fields[42]. Stark was awarded the Nobel Prize in Physics in 1919 for this discovery. The Stark sublevels are affected by crystal field splitting. This is illustrated for Eu$^{3+}$ with a [Xe]$4f^6$ configuration in Figure 2.3. Take notice that these J-levels will be the same regardless of the host material, but that the transition rates between the levels and the crystal field splitting will differ.

![Diagram of Eu$^{3+}$](image)

Figure 2.3. Energy levels of Eu$^{3+}$ with a [Xe]$4f^6$ configuration, adapted and modified from [43].

2.2.3 Selection rules
A selection rule is a description about what electronic spectroscopic transitions, i.e. electrons changing from one state to another, are allowed or not. The selection rules are also sometimes referred to as transition rules, and stem from quantum mechanical formalism[39]. Even though many transitions are
labelled forbidden, that only means that the probability for these transitions is low\(^{\dagger}\). There are also selection rules for other types of quantum mechanical transitions, such as between vibrational states, which are utilized when Fourier transformed infrared (FTIR) spectroscopy\(^{[44]}\) or Raman spectroscopy\(^{[45]}\) are performed, or for magnetic-dipole transitions seen when performing nuclear magnetic resonance (NMR) spectroscopy\(^{[46]}\).

The first important selection rule for electron spectroscopic transitions, is the Laporte selection rule. The Laporte selection rule is related to inversion symmetry and applies only to centrosymmetric structures, and states that transitions are only allowed between molecular orbitals with different parities\(^{[47]}\). Parity can be labelled as either gerade (even in German) which means it is symmetric under inversion, and similarly ungerade (odd in German) if it is not symmetric under inversion. The parity of the symmetry point group can be looked up in standard character tables. All s and d orbitals are gerade, whereas p and f orbitals are ungerade. From the Laporte rule it also follows that s-s, p-p, d-d and f-f transitions all are forbidden, whilst for example d\(\rightarrow\)f transitions are allowed. The Laporte rule is also applicable to complexes. Since octahedral complexes have an inversion center, these will be affected by the Laporte rule making transitions between orbitals with the same parity forbidden, but tetrahedral complexes will not be affected by the Laporte rule. Distortion of these octahedra lifts the Laporte rule and make for example f-f transitions, important for lanthanides, allowed. The fact that the Laporte rule can be lifted for distorted octahedral structures and fully lifted for tetragonally coordinated complexes, underlines the importance of the chosen host matrix.

A practical example of the difference between octahedral and tetrahedral complexes, is seen when CoCl\(_2\) is dissolved in water, with or without addition of HCl. Dissolving CoCl\(_2\) purely in water yields [\(\text{Co(H}_2\text{O)}_6\)]\(^{2+}\), which has a pale pink color and is octahedrally coordinated. However, when HCl is also added, [\(\text{CoCl}_4\)]\(^{2-}\) forms and the solution gets a deep blue color, similar to what is seen for the cobalt blue pigment used for centuries in glass staining, painting Chinese pottery and even on the façade of the Blue Mosque in Mazar-e-Sharif, Afghanistan (Figure 2.4).

\(^{\dagger}\)Theoretically the probability is zero, but that is in a perfectly symmetric, static, ideal world with no thermal vibrations, which we know is not the case in the real world.
Even though it was just stated that d-d and f-f transitions are Laporte forbidden, they still occur to a large extent. Several conditions can lift the transition restrictions that the Laporte rule sets. Firstly, vibronic coupling can temporarily make transitions allowed. The Jahn-Teller effect has a similar influence[48]. Mixing of states may also allow Laporte forbidden transitions.

The other electronic spectroscopic selection rule, is the spin selection rule, sometimes called the Wigner rule, stating that the overall spin cannot change during a spectroscopic transition, $\Delta S = 0$. An illustration of the spin selection rule is seen below in Figure 2.5. Spin-orbit coupling, which is particularly important for heavier atoms such as the lanthanides, may lift the spin selection rule.

Charge transfer (CT) transitions are both Laporte and spin allowed. CT transitions are thus strong, and are also seen in CaMoO$_4$ between Mo and O as a metal-to-ligand charge transfer, explaining CaMoO$_4$’s strong absorption[49, 50].
2.2.4 Dieke diagram
The Dieke diagram is named after its inventor, G.H.Dieke. The original as first published is shown in Figure 2.6, and is a visualization of the various energy levels of the lanthanides[51]. The y-axis of the Dieke diagram is an energy axis. It is a useful tool for planning systems utilizing lanthanide transitions, where the relative energy levels between the lanthanides is important.

![Dieke diagram as first visualized by Dieke.](image)

2.3 Radiative and non-radiative decay
When an atom absorbs light and adapts an excited state, this excited state will relax to a lower energy state. Broadly speaking, this can happen in two ways, either by radiative or non-radiative decay. If an atom relaxes by radiative decay, e.g. by emitting a photon, the material is luminescent. The average time an atom is excited before it relaxes by radiating a photon, is called the radiative lifetime[52]. The rate of the emission can be described by Fermi’s Golden Rule, from which it becomes apparent that the transition rates are higher if the coupling between the initial and final states are strong. It is also dependent on the electronic densities of the surroundings, which in turn depends of the refractive index.
There are also other types of luminescence other than photoluminescence as described here, such as electroluminescence where the atoms are excited due to electric fields[53], mechanoluminescence which may occur when a material is subject to mechanical action[54] or chemiluminescence when light is emitted during a chemical reaction[55]. Devices utilizing luminescence include light emitting diodes (LEDs)[56, 57] and electroluminescent displays[58-60].

If a material relaxes by non-radiative decay, it relaxes by producing lattice vibrations, or phonons. The number of emitted photons versus the number of absorbed photons, is termed the quantum efficiency (QE). A QE of 100 % indicates that for every incoming absorbed photon, one photon is re-emitted. Take notice that the energies of the photons are not taken into account here, and some of the energy of the incoming photon is usually relaxed as lattice vibrations. This shift in energy between the absorbed and emitted light is called a Stokes shift and happens because of the parabola offset of the configurational coordinate, Q, between the ground and excited states (Figure 2.7). In certain cases, an anti-Stokes shift may also occur, where the emitted light has higher energy than the absorbed light.

![Figure 2.7. Configurational coordinate diagram showing the parabolic offset between the ground and excited states. Vertical transitions are radiative (absorption or emission of photons) whereas horizontal transitions are non-radiative (lattice vibrations). Adapted and modified from ref. [61].](image)

The configurational coordinate describes the distance between the electron and core. The electron may only have energies at the parabolas shown. Vertical transitions are radiative, i.e. involve a photon, whereas horizontal transitions are lattice vibrations. If the lattice vibrations are large, that is at higher temperatures, the probability of non-radiative decay is larger. At larger Q values, after the crossover, radiative decay is not possible. According to the Frank-Condon principle, the electronic transitions take

---

Note that these parabolas are approximations of the bands and that the actual shape of the band may diverge from a parabola, especially far away from the local minima.
place much faster than what the massive nuclei can respond and the configurational coordinates thus remain constant during an electronic absorption and re-emission.

2.3.1 Judd-Ofelt theory
Judd-Ofelt theory, developed in 1962, describes the spectroscopic intensities of transitions of 4f electrons (e.g. the lanthanides) in both solids and solutions, and was in fact the first theory to properly describe the sharp spectra of the lanthanides[62, 63]. The theory is non-relativistic and assumes a static, free-ionic system. Static refers to that although the impact of the surrounding ligands on the central atom is taken into account, the central atom’s effect on the surroundings is neglected[64]. With the computer power of today, Judd-Ofelt theory can be readily used to estimate spectra for the f ↔ f transitions. This information may in turn be utilized when planning new optical conversion systems. Note that Pr³⁺ is not as well described by Judd-Ofelt theory as the other lanthanides, with sometimes large deviations between calculations and observed spectra. It is explained by a small energy difference between the 4f⁸ and 4f⁷⁵d levels[65, 66].

2.4 Energy transfer
The energy of the absorbed light by localized states may travel within the absorbing material. These processes are called energy transfer. Energy transfer is essential for down-conversion systems, which is the main objective to synthesize in this thesis. There are two important energy transfer mechanisms for luminescent materials, Förster resonance energy transfer (FRET)[67] and Dexter energy transfer, also called collisional energy transfer[68] (Figure 2.8). As the name suggests, collisional energy transfer happens when molecules collide. More specifically, the wave functions of the involved orbitals must overlap. As lanthanides have well-shielded f-orbitals, this is unlikely to happen, and will not be considered further. FRET is caused by a long-range dipole-dipole coupling and is a non-radiative process. FRET is moreover dependent on the spectral overlap between the emission spectrum of the donating species and the absorption spectrum of the absorbing species. For practical purposes, it is also vital that transition rate is proportional to 1/R⁶, where R is the distance between the species. Thus, FRET can only occur up to a few nm and mostly between neighboring species. Synthesis approaches that enable precision of where the lanthanide dopants are in the host matrix, are therefore very important.
2.4.1 Concentration quenching

Another important aspect with energy transfer, is that very efficient energy transfer may lead to quenching of the excited state, through phenomena called concentration quenching[69]. For higher concentrations of excited dopants, such as lanthanide ions, there is a higher chance that a neighboring species is of the same type. In these cases, the energy may transfer by FRET, between many equal lanthanides ions until it is transferred to a defect, such as grain boundary or a surface, where the excited state relaxes non-radiatively (Figure 2.9). Concentration quenching also includes quenching through cross-relaxation possible for Pr$^{3+}$ among others.

When designing efficient optical systems with excited lanthanides, it is thus very important to consider the doping concentrations. A too low doping concentration makes it unlikely for the light absorbed by the host to migrate to a lanthanide ion, and also for a lanthanide to transfer energy to another lanthanide, but a higher doping level increase the chance for concentration quenching. Concentration quenching also highlights that defects play a role in quenching, and that well crystalline samples often are preferred. For example, for Eu$^{3+}$-doped Gd$_2$O$_3$ the maximum photoluminescence is found when 3 % Eu$^{3+}$ is
used[70]. Both decreasing and increasing the doping level, reduces the luminescence for this system. Since the Eu$^{3+}$ is inserted at a site without inversion symmetry, the Laporte forbidden $^5D_0 \rightarrow ^7F_2$ transition is also seen here. The same effect is seen for CaMoO$_4$:Pr$^{3+}$ in Paper III, where using 1 % Pr$^{3+}$ yields the most luminescent samples.

### 2.5 Up- and down-conversion

Up- and down-converting materials either splice or cut the energy of the incoming photons. In an up-conversion (UC) system the energy of two or more incoming photons is merged, before emission of a more energetic photon[71]. For down-conversion (DC), the opposite process takes place and the down-converting material is thus often referred to as a quantum cutter. A third type of spectral converters are down-shifting materials, where the energy of the emitted photon is lower than of the incoming photon, similar as for down-conversion[72, 73]. However, for down-shifting only one photon is emitted per incoming photon.

In this work, the aim has been to make a down-converting thin film. Down-conversion can occur using only one type of lanthanide ion that stepwise relaxes by emission of photons. For down-conversion with only one type of lanthanide to happen, the lanthanide has to be able to exhibit cascade emission[74]. Since this has not been realized for relevant energies to enhance performance of silicon solar cells, this process will not be considered further, although it is very efficient.

The other processes for down-conversion involve a lanthanide pair, termed a donor and an acceptor. The two processes are cross-relaxation and co-operative energy transfer (CET, Figure 2.10). Since cross-relaxation is a first order process and CET is a second order process, cross-relaxation will dominate if it is possible. This also makes sense when considering the surroundings of the donor in the host matrix. For CET to occur, two acceptors need to be in close enough proximity for FRET to be efficient, whilst only one acceptor is required for cross-relaxation. When down-conversion is used to enhance the performance of silicon solar cells, ytterbium is almost exclusively the acceptor responsible for the emission from the down-converter, since the $^2F_{5/2} \rightarrow ^2F_{7/2}$ transition of Yb$^{3+}$ has a well matching energy for the band gap of silicon solar cells. Moreover, as we can see from the Dieke diagram in section 2.2.4, this is the only possible transition for Yb$^{3+}$. 


Figure 2.10. Visualization of the two common down-conversion mechanisms involving a lanthanide pair. Red energy levels refer to the donor, whereas green levels refer to the acceptor. Full arrows pointing upwards indicate absorption, whereas full arrows pointing downwards indicate relaxation by emission of a photon. Dotted arrows indicate energy transfer. The numbers refer to the order of the processes.

As donor, many of the lanthanides have been used. There are moreover examples of direct transfer from the host material to Yb\(^{3+}\), which has been claimed to lead to down-conversion\cite{75}. This claim has also been made for Yb\(^{3+}\) in CaMoO\(_4\), but the articles lack evidence thereof, only showing that energy transfer is indeed taking place\cite{76, 77}. Since the donor must be able to exhibit cascade emission for cross relaxation to take place, this is usually achieved with either the Er\(^{3+}/\) Yb\(^{3+}\)\cite{78, 79} or Pr\(^{3+}/\)Yb\(^{3+}\)\cite{80} lanthanide pairs. The examples of CET are more plentiful and include Tb\(^{3+}\)\cite{23, 81-86}, Nd\(^{3+}\)\cite{87}, Tm\(^{3+}\)\cite{88, 89}, Eu\(^{2+}\)\cite{90}, Mn\(^{2+}\)\cite{91} and Ho\(^{3+}\)\cite{92} as donors, all with Yb\(^{3+}\) as acceptor. Of these pairs, Tb\(^{3+}/\) Yb\(^{3+}\) is particularly extensively studied. Further note that it has been showed by Monte Carlo simulations that Ce\(^{3+}/\) Yb\(^{3+}\) is not able to exhibit CET\cite{93}, only down-shifting, despite several reports of it\cite{94, 95}. In ref. [96] De la Mora et al. give a comprehensive overview of available material systems for down-converters.

2.5.1 Sensitization

Another vital aspect when designing optical conversion systems, is to ensure that the material absorbs enough of the light it should convert. It does not actually matter much if each incoming and absorbed photon yields two emitted photons – if most of the incoming light is not absorbed at all. Strategies to achieve strong absorption in the desired wavelength region, are termed sensitization. Typically, this has been through the use of an absorbing host matrix – host-sensitization. Many materials have been studied for this, often d\(_0\)-oxides such as CaMoO\(_4\) used in the current work or various vanadates\cite{97-99}. An important parameter of the chosen host matrix in addition to the band gap/absorbing energy range and absorption strength, is its maximum phonon energies. If these are high, there is an increased probability of non-radiative decay and thus quenching of the desired excited states.
In addition to using an absorbing host, sensitization can also be achieved by co-doping with a strongly absorbing species – such as Bi$^{3+}[100, 101]$, Ce$^{3+}[95]$ or Eu$^{2+}[90]$. More recently, organic dyes have been reported in sensitization of down-converters and not only for the solar cells themselves, in so-called dye-sensitized systems. Reported used dyes to enhance down-conversion so far include UV-blue absorbing Coumarin[102], fluorescein isothiocyanate[103] and a dicyanostilbene derivative[104]. This field is still in its infancy, as it requires advanced synthesis, combining several material classes in a controlled manner. All the investigated systems so far have been on the form of nanoparticles with dyes anchored onto them, but these kinds of systems could potentially be realized through the usage of ALD (Chapter 3). When using ALD, both organics and inorganics may be incorporated in a layer-by-layer manner, also providing the desired positional control of the dyes[105]. Moreover, concentration quenching for the dye itself may also occur. For wet-chemical syntheses, this can be solved through dilution. Regardless if a wet chemical or vacuum-based method is used, strategies for dilution is in essence about reduction of the number of available seats for the dye to adhere or reduction of the number of available dye molecules. Solving this by using ALD, or other vacuum-based techniques, is so far more exotic, but simultaneous pulsing of the absorbing dye and another low-phonon energy organic precursor, could be possible. We also know that larger ALD-precursors often do not pack closely on the surface due to steric hindrance and this effect could be exploited to dilute the dyes. A drawback when using dyes, is that the dyes may easily quench the excited lanthanides, as the phonon energies for vibrations between C and H are high, and thus exact distance control between the dye and lanthanide is crucial.

2.5.2 The Pr$^{3+}$/Yb$^{3+}$ down-conversion pair
In the current work, the Pr$^{3+}$/Yb$^{3+}$ down-conversion pair has been investigated (Figure 2.11). It is chosen since it is the most well-studied pair exhibiting down-conversion through cross relaxation, as this is a first order and thus more likely process than CET. Moreover, this down-conversion process is very efficient[106]. From the fact that Pr$^{3+}$ may exhibit cascade emission, it also follows that it has many energy levels. This will in turn increase the probability of non-radiative relaxation. From this it follows that sensitization of Pr$^{3+}$ by organic dyes without making it even easier for the excited state to quench, is difficult.

Pr$^{3+}$ is prone to metal-to-metal transfer quenching, also known as intervalence charge transfer (IVCT). This may occur when Pr$^{3+}$ is embedded into a d$_0$ host, such as titanates, niobiates and vanadates[107-111]. It efficiently quenches the $^3P_0$ level required for use in a down-converter for silicon solar cells. Luckily, CaWO$_4$/CaMoO$_4$ show promise as hosts for Pr$^{3+}$ with low loss due to quenching through the IVCT state[112, 113]. The Pr$^{3+}$/Yb$^{3+}$ down-conversion pair has already been realized in Gd$_3$(Al, Ga)$_5$O$_{12}$[114], LiYF$_4$[106] and YF$_3$[80]. There are moreover a few reports on using organic dyes to sensitize the Pr$^{3+}$/Yb$^{3+}$ couple, most successfully done with Coumarin on the surface of NaYF$_4$: Pr$^{3+}$, Yb$^{3+}$ nanoparticles[102].
Figure 2.11. Energy level diagram, also known as Jablonski diagram [115] of down-conversion through cross-relaxation with Pr$^{3+}$ as donor and Yb$^{3+}$ as acceptor. Adapted and modified from ref. [114].
3. Atomic layer deposition

This chapter will give a brief account of the history and basic theory of atomic layer deposition (ALD), which is the synthesis method used to make the materials in this work. As this work encounters both area-selective ALD (AS-ALD), oriented growth and develops a new multicomponent ALD-process, these topics are also included and emphasized here.

3.1 History and basic theory

The first reports of ALD came from two independent sources during the Cold War who had no access to each other’s work[59]. It was both reported from Soviet researchers in the 1960-70s[116] and patented by Finnish T. Suntola and J. Antson in 1974[117]. The first application for thin films deposited by ALD was as electroluminescent displays based on ZnS:Mn, were uniform coating over larger areas was required[118]. These were later doped with various lanthanides, such as Tb$^{3+}$[119] and Pr$^{3+}$[120] for color variations. ALD is classified as a subgroup of chemical vapor deposition (CVD) technique as it is based on chemical reactions, in opposition to physical vapor deposition (PVD) techniques. ALD has a supreme thickness control in comparison to other deposition techniques due to its cyclic, sequential nature. When ALD is performed, the reactant molecules (or precursor as we usually call it) are pulsed sequentially into the reaction chamber containing the substrates, with a flushing (purge) with an inert gas (typically N$_2$ or Ar) in between the pulses. The precursor molecules are chemisorbed on the surface of the substrate and saturate. For many precursors, exposure in the magnitude of a second is sufficient to saturate the surface. Purging removes the excess precursor. When the next precursor is pulsed, it reacts with the first precursor already present on the surface. To make a layered structure, it is preferable that the precursor has at least two reactive sites. The process is repeated a number of times to produce the desired film thickness. The process is visualized for the trimethylaluminium and water process to deposit Al$_2$O$_3$ in Figure 4.1. Besides an initial nucleation delay on the surface, the deposited film thickness should ideally be linear with the number of cycles, making it straightforward to control film thickness with nanometer precision. Typical deposition temperatures for an ALD-process range between 150 °C to 450 °C, giving a low thermal budget. A disadvantage is that ALD-processes generally are quite slow. The rate of an ALD-process is denoted by the growth rate per cycle (GPC), often given in pm/cycle, Å/cycle or nm/cycle. The GPC is completely process dependent, but often falls into the range of 5 to 300 pm per cycle[121].
Prerequisites for a chemical to be useful as an ALD-precursor is that it should not react with itself and that it is volatile and thermally stable. Moreover, the precursor must (obviously) react with the other precursor to obtain the desired product. ALD-precursors used in this current work include gases such as O$_3$, liquids such as H$_2$O, solid powders that require heating as Ca(thd)$_2$ and solids that can be kept at room temperature as MoCl$_4$.

Many ALD-processes exhibit a so-called “ALD-window”. An ALD-window is a temperature range where the GPC remain relatively constant as a function of deposition temperature. At deposition temperatures below the ALD-window, the GPC may be reduced due to slow kinetics or higher due to condensation of the precursors. Similarly, higher temperatures than the ALD-window may lead to increased growth due to decomposition or decreased growth due to desorption of the surface species[123].

ALD is already used in a range of applications, the first was for deposition of ZnS phosphors for electroluminescent displays[60]. Other applications include deposition of Al$_2$O$_3$ as surface passivation layers on c-Si solar cells[124], Pt catalyst on solid oxide fuel cells[125] and HfO$_2$ for gate dielectrics[126].
3.1.1 Experimental setup
The ALD experiments in this work have all been conducted using a F-120 ALD reactor from ASM Microchemistry, a conventional thermal ALD reactor (Figure 4.2). The F-120 reactors are excellent research tools, as they can have up to six precursors used at a time kept at different temperatures. In Paper III of this work, the F-120 was really pushed to the limit, when six precursors were used simultaneously. The reactor has a temperature gradient towards the reaction zones, and choosing an appropriate gradient is vital to have appropriate sublimation temperatures for the various precursors.

![Figure 4.2 The F-120 ALD reactor in which all of the thin films in this thesis are deposited.](image)

3.1.2 Post-deposition treatment
In many cases, thin films deposited by ALD require post-deposition treatment to attain the desired properties, often a crystallographic phase required for specific applications. A more exotic example found in our group, was the need to anneal UiO-66 metal-organic frameworks (MOFs) with acetic acid vapor after deposition in order to induce the desired crystallographic phase[127]. In the current work, simple post-deposition annealing in air has been performed. This has been done using rapid thermal processing (RTP), a tool commonly used in our group[128, 129]. RTP uses lamps to heat the samples and was originally developed to anneal silicon wafers in the semiconductor industry, as it has a much more limited thermal budget than traditional furnaces[130]. In addition, RTP annealing is considered reproducible. How much the sample is actually heated will depend on how the sample absorbs the light emitted from the lamps heating it. Since the instrument is set up for silicon wafers, which is also the substrates mainly used in this work, this is not considered as a limitation for the current application. Here, a MTI - UL Standard Compact RTP with halogen lamps has been used.

3.2 Substrate dependency
3.2.1 Area-selective atomic layer deposition
The idea to actively use the differences in nucleation of the thin films on various substrates as means to selectively deposit on a growth surface and not on the non-growth surface by atomic layer deposition,
has been around for about 15 years[131]. For CVD it was proposed already in 1993[132]. Lately, the concept has gained more momentum, as the resolution limit for lithography for semiconductor devices is approaching and edge-placement errors are starting to dominate, despite extreme ultraviolet lithography (EUV)[133] soon being available in high-volume manufacturing. This has led to a search for good bottom-up approaches that can both deposit conformally with sub-nanometer precision and only deposit on the selected growth surfaces to avoid additional later etching steps[134]. Area-selective atomic layer deposition (AS-ALD) seems to be the most promising approach to achieve this so far. In contrast to traditional lithography methods that rely on physical properties, AS-ALD uses chemical information about composition and surface termination that by nature is on an atomic scale already.

Generally, AS-ALD systems can be categorized as either inherent, activated or passivated. For inherent systems, no extra measures are taken to promote the selectivity. An example of an inherently selective system is MoSi\textsubscript{x} that deposits selectively on silicon, but not on silicon nitride or silicon oxide[135]. Activated systems include usage of plasma[136], electron beam[137], catalysts[138] or other measures to promote deposition on only the growth surface, such as simply choosing the right substrate containing activation ions diffusing into the structure, which was the case for the MoCl\textsubscript{4}O + (H\textsubscript{2}O + O\textsubscript{3}) process described in Paper I. The most widely used method to obtain AS-ALD is to use a passivation strategy. Usually a blocking layer is employed. Lithography is then performed on the blocking layer to obtain the desired pattern with growth and non-growth areas. The blocking layers are often self-assembly monolayers (SAMs)[139, 140]. One challenge with using SAMs is that they may not be compatible with energetic co-reactants like ozone[141]. The last approach to AS-ALD is to include etching steps in the process to etch back all the undesired material deposited on the non-growth surface. This will also etch the material on the growth surface, but since the film is thicker here, some material will still be left in the desired area[142, 143].

A figure of merit to quantify how good an AS-ALD process is, is the selectivity, S. The selectivity, S, is defined as the amount (or rate) of one product relative to the total amount (or rate) of all products formed[144]. It can be calculated from experimental data, using common characterization techniques such as spectroscopic ellipsometry or imaging techniques, like scanning electron microscopy. The selectivity of a process will vary with the number of cycles used.

G. Parsons showed last year (2019) how AS-ALD processes can be modelled using the Johnson-Mehl-Avrami-Kolmogorov model, often just referred to as the Avrami-model[144, 145]. The Avrami-model describes isothermal nucleation and phase change as a function of time. It is originally made for 3D-systems, but G. Parsons shows that it is applicable for modelling 2D thin film growth also. The model uses the number of nucleation sites on the starting surface, $\bar{N}$, the nucleation generation rate, $N_0\dot{$\nu$}$, the characteristic number of cycles for nucleation incubation, $\nu_d$, and the growth rate, $\dot{G}$, as its input parameters. In contrast to O. Nilsen’s previous model of island growth, which is based on geometrical
principles, the Avrami model assumes that the nucleation sites are points with no size and are randomly distributed across the surface[146]. The model enables quantitative comparison of AS-ALD results in between processes. Figure 3.4 shows two cases of nucleation and film growth modelled by the Avrami-model; case \( a \) with nucleation sites present on the starting surface, but no generation of new sites, and case \( b \) with no nucleation sites present from the start, but nucleation sites being generated throughout the process. In an ideal AS-ALD-world, the growth surface should have many nucleation sites from the start and new sites should be easily generated immediately. The opposite should be the case for the non-growth surface.

\[
a. \ \hat{N} > 0 \ ; \ \hat{N} = 0 \\
\begin{array}{ccc}
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\[
b. \ \hat{N} = 0 \ ; \ \hat{N} > 0 \\
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Figure 4.3. Nucleation as a function of time for two cases of (AS-)ALD. A shows the case where there are nucleation sites present on the starting surface, but no new sites are generated. B is the opposite case with no nucleation sites being present from the beginning, but new sites being generated. For an AS-ALD system to exhibit good selectivity over time, both the number of available sites from the start and the generation of new sites should be low. Adapted from ref.[144].

3.2.2 Epitaxial and oriented growth

Although ALD was first known as atomic layer epitaxy (ALE), this did not refer to actual epitaxial growth (crystalline thin films with a lattice match between the substrate and the deposited film that grows in a specific crystallographic direction), but rather to the fact that the atomic layers were arranged upon the surface. However, it has later been shown that ALD can be used to obtain epitaxial grown thin films. The ability to grow thin film crystals was an early motivation for development of the field as a whole[147]. An example of epitaxial growth by ALD is deposition of spinel type-structured (cubic) \( \text{Co}_3\text{O}_4 \) on \( \text{SrTiO}_3 \), \( \text{MgO} \) and \( \alpha-\text{Al}_2\text{O}_3 \) where the growth direction of \( \text{Co}_3\text{O}_4 \) depends on the lattice match with the substrate[148]. Crystalline thin films grown by ALD may also be oriented even though they are not epitaxial. Oriented films means that the crystallites in the films do not grow in random
crystallographic directions, and that the preferred growth directions do not necessarily match with the lattice of the substrate. An example of an oriented system is found in Paper II of this work, where CaMoO$_4$ grows oriented on Si(100).

3.3 Development of multicomponent ALD-processes

This section presents multicomponent ALD-processes, meaning ALD-processes that contain several cations. In ref.[149] Mackus et al review several strategies to obtain doped, ternary or quaternary compounds by ALD. The most common strategy to do this, which is also done in this work, is to use super-cycles, or “cycles within cycles”. A traditional binary ALD-process follow an A-B-A-B-.. sequence, such as TiCl$_4$ + H$_2$O + TiCl$_4$ + H$_2$O for deposition of TiO$_2$[150]. In this current work, the deposition sequence used to deposit CaMoO$_4$ contained 17 cation pulses in each super-cycle, in order to attain the appropriate stoichiometry, as visualized in Figure 4.4.

Figure 4.4. Illustration of one supercycle to deposit CaMoO$_4$ with 29 pulsed % Mo versus total number of cation cycles.

Even more complicated pulsing sequences are also found in this work in Paper III, when doping CaMoO$_4$ with Pr/Yb. The longest super-cycle contained 272 cation pulses. Choosing an appropriate deposition temperature may also be challenging when developing multicomponent ALD-processes, as it is not given that the multicomponent ALD-process have the same ALD-window as its binary constituents. This may go both ways, the ALD-window may be both larger or smaller. Sensitivity towards deposition temperature can be explained by the varying packing density of the adsorbing precursors on the surface with temperature. Different precursors will have different temperature ranges
were they are arranged in a beneficial manner for further growth. This is for example thoroughly investigated for the La$_{1-x}$Ca$_x$MnO$_3$ system[151].

3.3.1 Design of Experiments (DoE)
When developing new, complex ALD-processes, this work has utilized a Design of Experiments (DoE) framework. This type of statistical methodology has traditionally had limited use within the ALD-community, although a few reports prior to this work do exist[152, 153]. Typically, even complicated ALD-processes that require many factors (e.g. precursor and deposition temperatures, pulsing and purging times, pulsing ratios) to be tuned simultaneously, have been developed using one-factor at a time (OFAT) methods. When we, as a scientific community, use OFAT-methods, we tend to claim that we have more control as we only tune one factor at a time and keep the other factors constant. This mindset for efficient and thorough research has significant shortcomings[154]. Firstly, if several factors need tuning, many experiments are required, which may be a bottleneck if access to equipment is limited. Moreover, it neglects interaction effects. For example, when depositing YbVO$_4$, both the pulsed percentage of Yb(thd)$_3$ vs VO(thd)$_2$ and also the total number of cycles have effects on the growth rate, but which factor has the largest effect and if there is any interaction effect in between them, is not investigated in ref.[98]. Another thing we tend to forget when using the OFAT method, is the effect of errors that arise over time, such as slowly clogging tubes or developments in leak. If we at the same time gradually increase the deposition temperature of the process, it is easy to believe that the effect stems from the temperature. Although the skilled experimentalist should know that experiments must be randomized, this is in our experience often not done in practice.

The way to circumvent the limitations of the OFAT method when optimizing ALD processes, is clever usage of DoE. DoE is the application of statistics to set up your experiment to maximize the information that can be retrieved for a given number of experiments. In practice, it means altering several factors at a time for each experiment. The order of the experiments is predetermined and randomized. The concept was first proposed by Sir Ronald Fisher back in the 1930s[155]. Even though Sir Ronald Fisher was a bio-statistician who’s original inspiration was the field of eugenics (that some human races are superior to others and therefore should be selected over others[156]), he is still viewed as the single most important statistician of the last century[157]. In 1946, Plackett and Burman worked further on the concept and published The Design of Optimum Multifactorial Experiments[158], an experimental design we now call the Plackett-Burman designs. This is still widely used, also when developing new synthesis routes[159-161]. Plackett-Burman designs, in addition to factorial designs, are excellent to screen for identifying which factors are active for processes with many factors. However, they omit interaction effects, meaning that they do not probe how, for example, increasing the annealing time and temperature simultaneously would affect a crystallization process.

Sir Ronald Fisher’s son-in-law, George Box, was also a central figure in the further development of DoE. In 1951 he, together with Wilson, coined the term response surface methodology (RSM)[162].
When RSM is used, it is postulated that the response can be modelled with polynomials to fit a response surface. The two main types of RSM methods used today are central composite design (CCD) and Box-Behnken designs. In more present time, Draper has been the most dominant statistician publishing about RSM, and his work in ref. [163] written together with Box is a good source for more information on the topic.

DoE as a field has mostly been towards optimizing already established processes, often processes where only one product could be formed, such as studying how various fertilizers and watering affect the yield of a crop. The picture for using DoE in material science is more complex, as the margins between a successful and failed experiment is often small. More experimental outliers should be anticipated and accepted here, than for a simpler and more well-behaved system.

This thesis has used a face-centered CCD design in order to develop a process to deposit luminescent CaMoO$_4$. To describe the CCD design used here, some basic DoE terms must be introduced first. These include input variables, which are the variables being tuned and response variables which are the variables being measured. For an ALD-process, an input variable may for example be the deposition temperature and a response variable may be the growth rate per cycle. Moreover, the input variables are usually coded between -1 and 1, in order to ease the comparison in between them. For example, if the deposition temperature is between 340 °C and 400 °C, 340 °C is coded as -1, 370 °C is coded as 0 and 400 °C is coded as 1. 

CCD experimental designs consist of three types of points/ runs, as visualized in Figure 4.5;

1. **Factorial points.** These are located at -1 and 1 for all the input variables being tuned and consist of all the combinations of these boundary values.
2. **Center points.** The center of the experiment is located at 0 for all the input variables. This run is typically repeated to also obtain a measure of the variance. It is a good practice to design the experiment so the center point is where the optimum is assumed to be. If this assumption holds, it will give good resolution of data around the optimum.
3. **Star/ axial points.** The star points are a distance $\alpha$ from the center along one of the axes. This means that for one of the input variables, the center value is retained for these points. For the face centered design utilized here, $\alpha$ is 1, means that for the star points in these types of experiment, one variable has the center value and the rest are at -1 or 1. If $\alpha$ is more than 1, the star points will correspond to runs where the maximum or minimum values for the input variables are used.
Figure 4.5. Visualization of the experimental points for a face centered central composite design setup. The directions, x1, x2 and x3 represent the various levels of the three input variables. Taken from Paper II.

In the CCD experiment done in this work, deposition temperature, pulsed percentage of the molybdenum precursor versus the calcium precursor, anneal time and anneal temperatures were used as the input variables, whereas the composition as measured by energy dispersive spectroscopy (EDS), the crystallinity measured by X-ray diffraction (XRD) and the photoluminescence (PL) signal were the response variables.

For further Pr$^{3+}$-doping of CaMoO$_4$ a simple three level, two factorial full-factorial design was used to investigate how the annealing time and temperature affected the Pr$^{3+}$ luminescence. The levels for the annealing time were 30, 45 and 60 min. and the levels for the annealing temperature were 600, 700 and 800 °C. Since this was a full-factorial experiment, all the combinations of annealing time and temperature were tried, giving a total of nine different sets of annealing parameters.
4. CaMoO$_4$
Since this thesis revolves around CaMoO$_4$ as a host for down converters, this chapter is dedicated to describe CaMoO$_4$’s optical properties, how CaMoO$_4$ can be doped and how these doped and undoped structures have been synthesized previously.

4.1 CaMoO$_4$ and its optical properties
CaMoO$_4$ is known under the common name Powellite. It was first reported by W.H. Melville in 1891 where it was found as a by-product in copper and silver mines in Western Idaho[164]. It has a light yellow appearance, as can be seen in Figure 4.1, and is within the Scheelite family. Scheelites have the tetragonal space group I4$_1$/a O2 (88), and are on the form ABO$_4$, where A is a divalent metal, often an alkaline earth metal, and B is Mo or W. Other Mo-Scheelites include SrMoO$_4$, BaMoO$_4$ and PbMoO$_4$. As the ionic radii of the A-atom increase from Ca – Sr – Ba – Pb, so does the parabola offset and thus also the possibility of non-radiative electron relaxation[165]. Therefore, this work has focused on CaMoO$_4$, and not on the other Scheelites. They are also easily doped, which will be the topic in subchapter 4.1.1. Visualizations of the unit cell of CaMoO$_4$ are shown in Figure 4.2. From these visualizations it becomes apparent that the molybdenum atoms are tetrahedally co-ordinated and that there are six of these tetrahedra and six calcium atoms in each unit cell.

Figure 4.1. Powellite crystal found in Jalgaon, Maharashtra, India. Photo by Rob Lavinsky.
The luminescence of CaMoO$_4$ was described by J.A. Groenink et al. in 1979, and consists of a green and orange contribution[166]. Whilst the origin of the green emission at 540 nm is clear and attributed to tilting of the [MoO$_4$]$^{2-}$-tetrahedra and identified as self-trapped exciton emission, the origin of the emission at 605 nm remains to be discussed[167]. It is, though, suggested to stem from tilting of [MoO$_4$]$^{2-}$-tetrahedra and thus from intrinsic oxygen vacancies. Long time annealing in an O$_2$-atmosphere has shown to eliminate the visible coloration due to removal of defects in the structure in the form of intrinsic oxygen vacancies and oxidation of Mo$^{5+}$ to Mo$^{6+}$, assuming the presence of Mo$^{5+}$ as defects in CaMoO$_4$ [28, 167]. In the more recent years, it has also been suggested that increased disorder in various Scheelites at room temperature leads to increased luminescence[27, 168]. This increased luminescence is thought to stem from a situation where units of [MoO$_4$]$^{2-}$-tetrahedra and [MoO$_3$]$^{1-}$ are both present in a partly disordered fashion, with the alkaline earth metal being intercalated. This is a pointer to why less crystalline CaMoO$_4$ samples may be more luminescent than more crystalline ones.
4.1.1 Doped CaMoO$_4$
A benefit with using CaMoO$_4$ as a host lattice for luminescent devices, is that it can be doped with lanthanides and at same time retain its crystal structure. The lanthanides are known to occupy the A-sites[169]. This means that a trivalent ion substitutes a divalent ion, requiring charge compensation. This can be achieved through co-doping with an alkaline metal, through vacancies in the A-site or reduction of Mo$^{6+}$. Ordering is found for both A-site vacancies, for the dopants or both simultaneously, usually as incommensurately modulated structures[170-173]. Lanthanide doping may also decrease site symmetry of the A-site. It is found from examining the Stark splitting for the $^5D_0 \rightarrow ^7F_J$ transition for Eu$^{3+}$ in CaMoO$_4$ by photoluminescence, that the site symmetry when for Eu$^{3+}$ at the A-site is C$_{2v}$, and not S$_4$ as the usual A-site in pure CaMoO$_4$[174]. It is also recently suggested that the superspace approach is most suitable to model incommensurate Scheelites[175].

The intervalance charge transfer (IVCT) states of Scheelites are also high as compared to other possible hosts for luminescent devices such as titanates, niobates and vanadates[107-111, 113], leaving them less prone to for example quenching the $^3P_0$ level in Pr$^{3+}$, required for usage as spectral converters.

CaMoO$_4$ has previously been doped with all the lanthanides[22, 23, 25, 176-184] (except the radioactive Pm and Lu, which can also be considered as a d-metal even though IUPAC disagrees), either single-doped or co-doped, for a variety of possible applications, such as solar up- or down-converters[21, 183, 185], optical temperature sensors[186], lasers[187], light emitting diodes (LEDs)[30], microwave dielectrics[188] or photocatalysts[189].

4.2 Synthesis of CaMoO$_4$
CaMoO$_4$ has previously been synthesized in a number of ways, in addition to occurring naturally. Several studies report a simple solid state method[190, 191]. The combustion method[50, 192], the citric acid sol-gel method[26, 190], co-precipitation[193], a sonochemical route[194], Czochralski pulling[195] and flux growth[113] have also been used. The chosen approaches usually require a post-annealing step to obtain well-crystalline samples, such as the Czochralski pulled ones, which were annealed at 1000 ºC. However, there are exceptions to this, like crystalline CaMoO$_4$ nanoparticles that have been synthesized by a molten salt method at 270 ºC without post annealing[196], samples made by the sonochemical route at around 50 ºC[194] or by microemulsions[197].

The literature is hugely diverging when it comes to both the optimal annealing parameters for how to obtain well crystalline CaMoO$_4$ samples and also how to obtain the most luminescent samples. For example, CaMoO$_4$ made by a microwave assisted citrate complex method shows more luminescence when annealed at 600 ºC than when annealed at 400 ºC for 3 h[29]. At the same time, the particle size and crystallinity both increase. On the other hand, a study of Eu$^{3+}$ doped CaMoO$_4$ shows limited influence of the annealing temperature on the crystallinity[190]. The divergence in existing literature is
the main reason why the annealing parameters are explored thoroughly in Paper II for pure CaMoO₄ and in Paper III for CaMoO₄: Pr³⁺, Yb³⁺.

Even though CaMoO₄ has been synthesized in numerous ways previously, no present synthesis methods facilitate making conformal thin films required for usage in PV-systems nor are capable of controlling the placement of the dopants when CaMoO₄ is used as a host structure for spectral converters. The principle of tuning the relative position of the dopants in the host has been used for CaMoO₄ core-shell particles hitherto[176, 198-200], but not for CaMoO₄ thin films. ALD is able to circumvent these limitations, as it produces conformal thin films and can control where the dopants are in the growth direction of the film. This will in turn affect the amount of concentration quenching as we can actively distribute in space the dopant in the CaMoO₄ host, but also the FRET between Pr³⁺ and Yb³⁺, which is indeed very distance dependent. The relationship between position and amount of Pr³⁺ and Yb³⁺ and PL properties is investigated in Paper III.
5. Characterization techniques

In this work a range of characterization techniques have been used, most of which are routine type techniques within the materials science community. Emphasis is therefore put on limitations, requirements and special considerations for the various techniques with respect to the thin films studied here, and the readers will be referred to other literature for more in-depth information on the techniques.

5.1 Photoluminescence
Since the photoluminescent properties have been the most important ones for both the doped and undoped CaMoO₄ samples, photoluminescence (PL) measurements, also termed emission spectroscopy, have been key here. When PL measurements are performed, light with a fixed wavelength is shone upon a sample and the light emitted from the photoluminescent sample is then detected. PL gives information about the various radiative transitions of the sample. Inversely, we often use the technique to verify the presence of the lanthanide dopants, as the positions of these peaks are well known. A key parameter when performing PL measurements, is the excitation wavelength. This is often not tunable, but depends on the experimental setup. In the current work, both a 280 nm diode, a 325 nm HeCd-laser and a 405 nm diode have been used. The energy of the excitation source will in turn affect which radiative decay processes are triggered. The reader is referred to refs. [201, 202] for further information on PL.

5.2 Spectroscopic ellipsometry
In this work, spectroscopic ellipsometry (SE) was used as the routine tool to measure the thickness and refractive indices (reported at λ = 632.8 nm). In order to describe how SE works, we have to – again – shift how we look upon light. Light can also be described as an oscillating electric field with an amplitude, frequency and phase. If the light oscillates in more than one plane, which is usually the case, the light is unpolarized. Polarized light oscillates in one plane. When SE is performed, a polarized light beam is reflected of a thin film on a substrate. This polarized light beam has two components, the s-component (from German “senkrecht” meaning perpendicular) oscillating perpendicular to the plane of incidence, but parallel to the sample surface, and the p-component oscillating parallel to the plane of incidence. When this light is reflected from the surface and interface(s) of the sample, the amplitudes of the s- and p-components will change. Instead of being linear, the light will now oscillate in an elliptical fashion – thus the name of the technique. The amplitude ratio on reflection, Ψ, and the phase shift, Δ, are measured by the ellipsometer, and related to the amplitudes after reflection, Rs and Rp, in the following manner:

\[
\frac{R_s}{R_p} = \tan \Psi e^{i\Delta}
\]

Ψ and Δ are related to the optical constants of the sample, such as the refractive index, and to the film thickness. However, in order to obtain useful data for the thin film scientist from ellipsometry, the data has to be modelled. The theoretical basis for modelling and thus retrieving information from Ψ and Δ is
found in the Fresnel equations, elaborated in ref.[203]. Especially $\Delta$ is sensitive towards the film thickness. The simplest conventional method to model ellipsometry data is to use Cauchy functions, but that assumes transparent films. Since this work aimed at making absorbing films, this was not a suitable model. Therefore, a Tauc-Lorentz model including the band gap of the material has been used. Moreover, several of the films deposited in this study have been very rough. This is taken into account by the modelling when a roughness parameter is included. The film is then assumed to consist of two layers, a dense in the bottom and one with half the optical density on top.

In the current work, a J.A. Woollam alpha-SE ellipsometer with an incident angle of 70° was used. The associated CompleteEASE software was used for data modelling and analysis.

5.3 X-ray diffraction
X-ray diffraction (XRD) has been used to investigate if crystalline phases were present in the samples, and also to identify these. XRD investigates how incoming X-rays are scattered by a sample. If the atoms are arranged in a period manner, the scattered X-rays will have constructive interference for certain incoming wavelengths, as described in Bragg’s law below[204]:

$$n\lambda = 2d \sin \theta$$

where $n$ is a positive integer, $\lambda$ is the wavelength of the incoming X-rays, $d$ is the separation distance between the crystal planes and $\theta$ is the angle between the incoming X-rays and the sample. There are many different XRD configurations, but typically the incoming angle, $\theta$, is varied, and the resulting observed X-ray intensities are plotted versus $2\theta$. This type of configuration is often referred to as $\theta$-$2\theta$ or powder XRD[205].

The specific crystal structure and its symmetry gives rise to a distinct set of crystal planes that diffract the incoming x-ray beam and thus also its own diffraction patterns. These standard patterns are found in various databases, and can be used to identify the present crystalline phases. In this work the Crystallography Open Database (COD) is used[206]. A Bruker AKS D8 Discover diffractometer using Cu Ka radiation and equipped with a Ge(111) monochromator and a LynxEye detector has been used in this work. For more information on XRD, the reader is referred to ref.[207].

5.3.1 Pawley refinements and oriented growth
When developing a synthesis route for CaMoO$_4$, quantification of many XRD diffractograms was required to use this data in further statistical analysis. This raised several challenges. Firstly, there were peaks of undesired phases (calcite and aragonite) in near proximity of some CaMoO$_4$ peaks. This means that simply adding the area under the curves for certain peaks or reading out their maximum levels, may point to the complete opposite conclusion about which crystal phases are present than what is actually the case. Refining the diffractograms for accurate quantifications was therefore necessary. The most common method to refine data from conventional powder XRD measurements, is performing Rietveld refinements[208], using a least squares approach. This method does, however, assume that the measured
pattern indeed stems from a material where the crystallites have random orientations, e.g. is a powder. This assumption does not hold for the CaMoO$_4$ thin films deposited in study. As we can see from Figure 5.1, the peak ratios between the various samples differ – and we can thus assume that the crystallites do have some orientation and that this orientation differs between the samples.

![XRD diffractograms](image)

*Figure 5.1. XRD diffractograms of three CaMoO$_4$ samples deposited in the same ALD-run at 350 °C using 29 pulsed % Mo, and annealed at 612.5 °C for 15 minutes. The peak ratios between especially the (101) and (103) reflexes differ between the samples, indicating that the orientations of the crystallites differ as well. This difference in diffractograms despite being deposited under the same conditions, underlines the need to perform Pawley refinements to evaluate the crystallinity.*

To accommodate the different orientations between the samples, the diffractograms were refined using Pawley refinements[209]. This method has the peak intensities as a free, fitted parameter, and thus take the various orientations into account. To quantify the data for the further central-composite design, the intensities obtained from the refined structure factors for the (101), (112), (103) and (004) peaks were added. These intensities, in addition to the crystallite sizes, were obtained using the Topas 5 software. Please note there was no established method to quantify powder XRD data for further statistical DoE analysis at the start of this work.

### 5.4 Scanning electron microscopy

When performing scanning electron microscopy (SEM) an electron beam is scanned across the surface of the sample. The electrons can interact with the surface in various ways. In the topmost part of the sample, there may be inelastic interactions between the atoms of the sample and the electron beam. The electrons stemming from this type of interactions are termed secondary electrons (SE). Since this interaction does not penetrate deep into the sample, SE images carry information about the topography of the samples. Another type of electrons that can be detected by the SEM, is back-scattered electrons (BSE). These originate from elastic events between the incoming electron beam and the sample. The
probability of these events is highly related to the atomic number of the sample. Since heavier elements scatter more than lighter elements, they will appear brighter in the micrographs. In the current work a HITACHI TM3000 SEM with a working distance of approximately 9 mm and an acceleration voltage of 15 kV has been used. This SEM is only configured for detecting BSE, and for performing energy-dispersive spectrometry (EDS). SEM has in the current work been used as a routine tool to check the homogeneity of the samples and to obtain a measure of the composition by EDS (see subchapter 5.4.1).

5.4.1 Energy-dispersive spectroscopy
EDS is an “ad-on” to the SEM, and is used to get information of the chemical composition and may also be used to create elemental maps. It is also often referred to as energy-dispersive X-ray spectroscopy (EDX), and is sometimes also abbreviated as EDXS or XEDS. When EDS is performed, the X-rays emitted from the sample after interacting with the electron beam are analyzed. As the x-rays are element specific, EDS can give an overview of which elements are present and also where they are located. This has given valuable information of the homogeneity of the CaMoO₄ thin films in this work. It was also useful to visualize the patterning of the area-selective deposition process found for the MoCl₄O + (H₂O + O₃) process. In Figure 5.2 a square “hole” is made in a LiF film on top of a Si(100) substrate. The MoCl₄O + (H₂O + O₃) process grows selectively on LiF and not on Si(100), and this patterning was made to illustrate this on a single substrate. EDS point scans were used to calculate the selectivity of the MoCl₄O + (H₂O + O₃) process (see chapter 6.2). A drawback about EDS is that it is not very accurate, and is unable to find trace elements or dopants of low concentration, such as Pr or Yb in the CaMoO₄:Pr, Yb films made in this work. A Quantax70 Energy Dispersive X-ray Spectrometer connected with the HITACHI TM3000 SEM was used for EDS in the current work. Acquisition times ranged from 1 to 5 minutes. The reader is referred to ref.[210] for more information on both SEM and EDS.

Figure 5.2. BSE micrograph (A) and EDS elemental maps (B, molybdenum, C, fluorine, D, silicon, E, combined EDS map) of a MoOₓ thin film deposited on a patterned LiF film on a Si(100) substrate. The LiF film in the square pattern is removed by lithography.
5.5 Optical spectroscopy
Optical spectroscopy, also known as absorption spectroscopy or UV-Vis-NIR spectroscopy referring to the used wavelengths, can be used to measure the transmission or reflectivity of a material, and thus also calculate the absorption. In this work, optical spectroscopy has been used to measure the transmission of CaMoO₄ deposited on silica. The instrument used here was a Shimadzu UV-3600 spectrometer, with a photomultiplier tube able to detect from 180-900 nm. More information about optical spectroscopy of inorganic materials is found in ref. [211]. In order to estimate the band gap of the materials, UV-VIS transmission spectra have also been used to construct Tauc-plots[212].

5.6 Atomic force microscopy
Since its invention in 1986 by Binnig, Gerber and Quate[213], atomic force microscopy (AFM) has emerged as a prominent tool to investigate the topography on the nanoscale. When AFM is performed, a sharp tip rasters across the investigated surface. The tip is mounted onto a flexible cantilever. When the tip experiences forces from the surface as they approach very close, the cantilever will deflect. This deflection is measured by a laser pointing on top of the cantilever and reflected onto a photodiode detector. A great advantage of AFM versus other methods to investigate surface topography, such as SEM, is that it can be used in air and also for non-conducting samples. Some configurations can even measure samples in liquids. The instrument used in this investigation is a Park Instruments XE-70 in contact mode with a CONTSCR tip. The micrographs were analyzed with the Gwyddion freeware to retrieve RMS roughnesses. For further information about AFM, the reader is referred to ref. [214].

5.7 X-ray fluorescence
When performing X-ray fluorescence (XRF), a core electron is excited by an incident X-ray beam. When the excited electron is relaxed, X-rays are emitted, a process called fluorescence. The X-rays energies are element specific, and XRF is thus used for compositional analysis. XRF is very sensitive and can detect content down to 1-10 ppm for well optimized instruments. XRF is not as sensitive for thin film samples, but sensitivities down to 1 % are expected. In this work a Panalytical Axios Max Minerals XRF with Omnian and Stratos softwares was used to obtain information on the Ca:Mo ratio and also possible Cl contamination from the MoCl₅O precursor. Unfortunately, the instrument is not configured with standard samples for accurate measurements of most of lanthanide ions, including Pr and Yb of interest in the current work. The instrument requires sample sizes of around 3x3 cm², limiting the possible number of examined samples from a single ALD run. A thorough introduction to XRF is given in ref. [215].

5.8 X-ray photoelectron spectroscopy
When X-ray photoelectron spectroscopy (XPS) is performed, an incident X-ray beam is also used to excite core electrons so much that they are ejected from the atom. These ejected atoms are measured in terms of number and energy. XPS data is presented as the binding energy versus intensity. This binding energy is found by;
\[ E_{\text{binding}} = E_{\text{photon}} - (E_{\text{kinetic}} + \Phi) \]

where \( \Phi \) is the work function, \( E_{\text{binding}} \) is the binding energy, \( E_{\text{photon}} \) is the energy of the incoming X-ray beam and \( E_{\text{kinetic}} \) is the measured energy of the ejected electrons. As the interaction volume is shallow, this is a surface sensitive technique, limited to approximately the topmost 10 nm of the sample. Depth profiling is possible using Argon sputtering. In addition to giving compositional information, XPS also reveals information about the oxidation and binding state. In the current work a Thermo Scientific Theta Probe instrument equipped with an Al K\( \alpha \) source was used. The C1s peak from adventitious carbon at 284.8 eV was used for calibration. The review in ref. [216] gives more information about XPS.

5.9 Four-point-probe measurements

Four-point-probe measurements is a method to characterize the resistivity of the film. It utilizes, as the name suggests, four small probes on top of the thin film. The four probes are in line, and as a current is sent through the outermost probes, the voltage is measured between the two probes in the middle. Assuming that the film is very thin and using Ohm’s law, the specific resistivity of the film can be calculated. More information about four-point-probe measurements can be found in ref. [217].

5.10 Precursor tester

To evaluate new ALD-precursors, our home-built precursor tester has been used (Figure 5.3). In the precursor tester the precursors can be evaluated with similar conditions as in the ALD-reactor. The precursor is loaded on a heating unit and analyzed under vacuum. The precursor is heated in a controlled manner while logging the temperature. Meanwhile, the precursor is monitored with time-lapse photography and a quartz crystal microbalance (QCM) unit nearby, to look for signs of sublimation. Data obtained from the precursor tester is used to determine the sublimation temperature of the precursor when used as an actual ALD-precursor on a later stage. Moreover, may the time-photographs show signs of undesired processes, such as decomposition or polymerization of the precursor. QCM was first described by Sauerbrey[218], and exploits how the resonance frequency of the piezoelectric quartz crystal changes with small variations in the mass. Any increase in mass will here come from the sublimating precursor.
Figure 5.3. The home-built precursor tester used in the current study, equipped with a heating unit and a QCM crystal. The camera was not mounted when this photo was taken.
6. Results and discussion

This section presents and discusses the most important results of this thesis. The three papers are all interconnected and work towards the common goal of making down-converting CaMoO$_4$: Pr$^{3+}$, Yb$^{3+}$ thin films by ALD. As means for describing the work and its findings, the text will focus on the path towards the goal and emphasize the scientific decision making and research design behind the results. I believe this will provide a more honest and rewarding reading for the PhD students to follow.

6.1 MoCl$_4$O as an ALD-precursor

The first step towards depositing CaMoO$_4$: Pr$^{3+}$, Yb$^{3+}$ was to establish an overview of readily available precursors, their sublimation temperatures and their reported ALD-windows (Table 6.1) Already at the initial stages of this work, our group had extensive experience in deposition of both MoO$_3$[219], CaO/ CaCO$_3$[220] and various lanthanide oxides[221]. Moreover, we were experienced in combining these processes, and others, to deposit complex oxides [97, 151, 222-224]. We therefore thought that settling on which precursors to be used should be trivial. Studying the processes listed in Table 6.1, led us to believe that deposition of CaMoO$_4$:Pr$^{3+}$, Yb$^{3+}$ would be possible at around 300 °C or slightly less, using Ca(thd)$_2$, Mo(N$_6$Bu)$_2$(NMe$_2$)$_2$, Pr(thd)$_3$ and Yb(thd)$_3$.

Initially, unsuccessful attempts on using Mo(N$_6$Bu)$_2$(NMe$_2$)$_2$ to deposit MoO$_3$ were made. This precursor had also previously been tried by other colleagues without obtaining film growth, but we were armed with new hope. At the given time, we had no convenient setup for using precursors such as Mo(N$_6$Bu)$_2$(NMe$_2$)$_2$ that both required inert handling and heating. The precursor was placed externally, with heating coils surrounding the gas line towards the reactor. Uneven heating may be the reason why this did not work. Nevertheless, we decided that developing a process for MoO$_3$ that could withstand deposition temperatures around 300 °C without decomposition, was required for the further progress for this project.

Table 6.1. ALD-processes for Ca, Mo, Pr and Yb oxides already established when the current work started. Thd = 2,2,6,6-tetramethyl-3,5-heptanedione, iPr = isopropyl, Cp = cyclopentadienyl, Et = ethyl, Ben = benzene, Me = methyl, Bu = butyl. AMD = tetrakis (N,N'-dimethylacetamidinate).

<table>
<thead>
<tr>
<th>Precursor</th>
<th>Co-reactant</th>
<th>Sublimation temperature (°C)</th>
<th>ALD-window of binary oxide (°C)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ca(thd)$_2$O$_3$</td>
<td>O$_3$</td>
<td>195</td>
<td>200-450</td>
<td>[220]</td>
</tr>
<tr>
<td>Ca(Pr$_3$C$_p$)$_2$</td>
<td>H$_2$O</td>
<td>100</td>
<td>205-300</td>
<td>[225]</td>
</tr>
</tbody>
</table>
The first step for developing a new MoO₃ process, was to study available precursors that could be easily bought and testing these. In addition to MoCl₄O, (C₇H₈)Mo(CO)₃ (Cycloheptatrienemolybdenum tricarbonyl) was also purchased, both from Sigma-Aldrich. Both precursors were tested with the precursor tester described in chapter 5.10. (C₇H₈)Mo(CO)₃ showed signs of sublimation already at 100 °C with a mass reduction at the QCM crystal, and as therefore not investigated further. The results for MoCl₄O, however, looked promising. Signs of sublimation were seen at 60 °C and the precursor seemed to withstand temperatures up to the tested maximum of 300 °C without decomposing, which is the major issue for many of the established processes for MoO₃. MoCl₄O was therefore tested together with H₂O and O₃ at 300 °C. Co-pulsing of H₂O and O₃ was chosen as this yields the highest growth rates also when using Mo(CO)₆ as the molybdenum source[219]. Since MoCl₄O sublimed at so low temperatures in vacuo, it was kept at room temperature externally at the reactor, and introduced into the reactor using extra N₂ carrier gas. The fact that the precursor can be kept externally ease the inert handling significantly. The

<table>
<thead>
<tr>
<th>Precursor</th>
<th>Temperature (°C)</th>
<th>Growth Rate (nm/min)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mo(CO)₆</td>
<td>120</td>
<td>150</td>
<td>[219]</td>
</tr>
<tr>
<td>Mo(EtBen)₂</td>
<td>120</td>
<td>150</td>
<td>[226]</td>
</tr>
<tr>
<td>Mo(NMe₂)₄</td>
<td>Not given</td>
<td>60-120</td>
<td>[227]</td>
</tr>
<tr>
<td>Mo(N'Bu)₂(NMe₂)₂</td>
<td>50</td>
<td>200-275</td>
<td>[228]</td>
</tr>
<tr>
<td>Mo(SiMe₃Cp)(CO)₂(η³-2-MeAllyl), (initial grafting required)</td>
<td>90</td>
<td>250-300</td>
<td>[229]</td>
</tr>
<tr>
<td>MoO₂(thd)₂</td>
<td>135</td>
<td>240-260</td>
<td>[230]</td>
</tr>
<tr>
<td>MoO₂(PrAMD)₂</td>
<td>120</td>
<td>175</td>
<td>[231]</td>
</tr>
<tr>
<td>Pr(PrAMD)₃</td>
<td>125</td>
<td>200-315</td>
<td>[232]</td>
</tr>
<tr>
<td>Pr(EtCp)₃</td>
<td>130</td>
<td>130-250</td>
<td>[233]</td>
</tr>
<tr>
<td>Pr(PrCp)₃/(Pr₂AMD)</td>
<td>125</td>
<td>200-300</td>
<td>[234]</td>
</tr>
<tr>
<td>Pr[N(SiMe₃)₂]₃</td>
<td>140</td>
<td>200-400</td>
<td>[235]</td>
</tr>
<tr>
<td>Pr(thd)₃</td>
<td>155</td>
<td>300</td>
<td>[221]</td>
</tr>
<tr>
<td>Yb(thd)₃</td>
<td>125</td>
<td>300-350</td>
<td>[236]</td>
</tr>
<tr>
<td>Yb(MeCp)₃</td>
<td>Not given</td>
<td>Not given</td>
<td>[237]</td>
</tr>
</tbody>
</table>

**Figure 6.1.** First test of MoCl₄O + (H₂O + O₃), showing obvious signs of film growth at the glass plate. Taken from Paper I.
initial results where both encouraging and confusing simultaneously – we could obviously see film on
the glass plate (Figure 6.1.1), but not measure any film at the silicon substrates. This indicated substrate
selective growth, which is the topic of Chapter 6.2.

In addition to experimentation in the lab with MoCl₄O as an ALD-precursor, thermodynamical
modelling was performed. Eq. (1) shows the proposed reaction between MoCl₄O and H₂O. The physical
experiments also used ozone during deposition. Ozone is a difficult compound to treat
thermodynamically since it is metastable and thus perturbs the calculations. Our approach is to consider
ozone as a species that mainly activates the substrate, and not as a species taking part in the reaction with
MoCl₄O. O₃ is therefore not considered in the reaction below.

\[
\text{MoCl}_4\text{O(g)} + 2\text{H}_2\text{O(g)} \rightarrow \text{MoO}_3\text{(s)} + 4\text{HCl(g)} \quad (1)
\]

The calculated equilibrium constant, \( K \), of this reaction is \( 2.3 \times 10^8 \), \( 8.4 \times 10^7 \) and \( 3.7 \times 10^7 \) at 200 °C, 250
°C and 300 °C, respectively. This means that the reaction indeed is highly favorable, but becomes
slightly less favorable with increased temperatures.

Application of oxychlorides as ALD-precursors have been very limited so far. WCl₄O was slightly
investigated in our group previously, but only limited growth was seen[238]. This may be due to the
same substrate selectivity as seen for MoCl₄O, and its growth should hence be revisited. In-situ
generated NbOCl₃[239] and TaOCl₃[240] have been suggested as precursors for deposition of their
binary oxides in combination with H₂O. These oxychlorides have however, not been used directly. We
hope that our example of using MoCl₄O will open up for more investigations into oxychlorides as ALD-
precursors.

6.2 Area-selective growth of MoOₓ

When we first realized that MoCl₄O + (H₂O + O₃) had growth rates that depended on the type of
substrate, our next move was to map the growth on various substrates. We started to reflect on the
difference between glass and Si(100) with a native oxide layer, which were the two inaugural surfaces
tried. In addition to silica, conventional soda-lime glass consists of around 15 % sodium oxide. A natural
extension was then to investigate our other available sodium containing substrate, a Na₂CO₃ thin film
on Si(100). In addition, we added substrates consisting of films with lithium, also an alkali metal. We
also added substrates containing Ca, in the form of CaCO₃ on Si(100), since we already had plans of
using MoCl₄O in a system with Ca to deposit CaMoO₄. The results of these investigations are listed in
Table 6.2.1, and show that the MoCl₄O + (H₂O + O₃) system grows on glass and LiF and not at all on
the other substrates at 300 °C.
Table 6.2. Thicknesses of films before and after deposition of MoO$_x$ as measured with spectroscopic ellipsometry at 300 °C, using 1000 cycles. Besides the glass, Si(100) and silica substrates, the substrates were ALD-films deposited in-house. Taken from Paper I.

<table>
<thead>
<tr>
<th>Substrate</th>
<th>Film thickness before deposition (nm)</th>
<th>Film thickness after deposition (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glass</td>
<td>-</td>
<td>72.3</td>
</tr>
<tr>
<td>LiF[241]</td>
<td>45.5</td>
<td>114.2</td>
</tr>
<tr>
<td>Si(100)</td>
<td>2.3</td>
<td>3.0</td>
</tr>
<tr>
<td>CaCO$_3$[220]</td>
<td>52.2</td>
<td>54.0</td>
</tr>
<tr>
<td>Na$_2$CO$_3$[242]</td>
<td>73.4</td>
<td>72.1</td>
</tr>
<tr>
<td>Li$_3$PO$_3$[243]</td>
<td>88.6</td>
<td>90.1</td>
</tr>
<tr>
<td>Silica</td>
<td>-</td>
<td>Not able to measure any film</td>
</tr>
</tbody>
</table>

We were surprised to see that our process grew on LiF in addition to glass, particularly since the films did not grow on Li$_3$PO$_3$ and we had no reason to believe that Li$^+$ is more mobile in LiF than in Li$_3$PO$_3$. One difference between LiF and CaCO$_3$, Na$_2$CO$_3$ and Li$_3$PO$_3$, is that it is probably not terminated by a carbonate. We hoped growth of MoO$_x$ on LiF could enable studying the process with a quartz crystal microbalance (QCM) – the tool we normally use to in-situ examine pulsing and purging parameters and verify that we indeed have ALD-growth. Using QCM requires the process to grow on gold crystals placed in the ALD-chamber. Numerous attempts were made using LiF as seeding layers on the QCM crystals for further growth and characterization of the MoCl$_4$O + (H$_2$O + O$_3$) process without success. A reason may be that QCM with ozone-depending processes are inherently difficult as the heat released during the ozone pulses leads to thermal fluctuations that may dominate the desired signal. For these attempted investigations, the LiF pulses could be identified in the QCM data, but the MoO$_x$-sections were dominated by noise. The deposition temperature was lowered to 225 °C from the first attempted 300 °C, but this did not aid the results either.

Figure 6.2. SEM micrograph (part a, top) of MoO$_x$ deposited on glass at 250 °C and AFM micrograph (part b, bottom) of MoO$_x$ deposited on glass at 300 °C, both using 1000 cycles. Taken from Paper I.
Since QCM could not be used, pulsing and purging parameters were found using simple trial and error, and the shortest parameters yielding even films along the precursor flow direction, were chosen.

Measuring the film thicknesses of these films with spectroscopic ellipsometry was difficult and spot dependent and Figure 6.2 gives a hint to why. As can be seen from Figure 6.2, part B, the film contains pin-holes and is less dense in the top of this micrograph than in the bottom. Micrographs were taken on samples deposited between 200 and 350 °C, and all looked similar.

The process was investigated between 200 and 350 °C and the growth rates are shown in Figure 6.3. At 300 and 350 °C, using 5000 ALD cycles in addition to 1000 ALD cycles was also attempted, and these results surprisingly show that the growth per cycle (GPC) is not constant, which it should be for a well-behaved ALD-process. These investigations also show that the growth below 275 °C is limited – probably due to poor kinetics, and perhaps challenges in nucleation.

Since the GPC is not constant and decrease for thicker films, we started to believe that the growth may be aided by diffusion from the substrate. This will in turn explain the substrate selectivity – some substrates contain something that aid growth and other substrates do not.

To investigate the contents of the films deposited on glass, XPS was employed. The results of these investigations are shown in Figure 6.4, and reveal that the MoO₃ thin films contain a significant amount of sodium when deposited on glass. The detailed scans around the 3d₃/₂ and 3d₅/₂ peaks for Mo, show that the valence of Mo is likely 6+, consistent with MoO₃. Survey scans of films deposited on LiF similarly reveal lithium in the films. We know from Fick’s second law that diffusion lengths scales with the square root of the time. Therefore, the purging times were increased to allow the system to diffuse from before the next pulse. Increase the purging times indeed led to an increase in the GPC, supporting growth limited by diffusion of either sodium or lithium from the substrate.
Figure 6.4. XPS of a thin film deposited on glass at 300 °C using 1000 ALD cycles of the MoCl₄O + (H₂O + O) process. The figure to the left shows a survey scan, whereas the figure to the right shows scans around the 3d₃/₂ and 3d₅/₂ peaks of Mo used to identify the valence of Mo. Reference scans are from ref. [244]. Taken from Paper I.

Subsequently, conventional XRD was performed on the thin films, in order to reveal the presence of possible crystalline phases (Figure 6.5). Again, this system surprised us, as the XRD investigations revealed presence of the Magnéli phase Mo₉O₂₆ when deposited at 250 °C[245] and MoO₂ when deposited at 300 °C, and none of the known crystalline MoO₃ phases. We have not found other reports of Mo₉O₂₆ as thin films, and there seem to be limited consensus in the literature on how these phases can be synthesized reproducibly. Since the XPS data indicate that Mo is mostly 6+ when deposited at 300 °C, we assume the film is in the form of an amorphous MoO₃ matrix containing some MoO₂ crystallites that dominate the diffractogram.
When investigating area-selective ALD processes, the selectivity should also be quantified[144]. We chose to characterize the selectivity between glass and Si(100) with a native oxide layer, based on EDS measurements. Mo is heavy and small amounts should be detectable by EDS. As described in subchapter 3.2.1 – area-selective atomic layer deposition, the selectivity, $S$, is defined as the amount (or rate) of one product relative to the total amount (or rate) of all products formed. When depositing thin films on a substrate, the amount of a product formed is in proportion to the measured fraction covered by nuclei, which in turn is in proportion to the deposited film volume. Therefore, the measured amount of Mo vs (Mo+ Si) can be used as a measure of the amount of deposited film. In our case, the investigations of selectivity are for 1000 cycles. The selectivity for area-selective processes is dependent on time, aka the number of cycles. For longer times, the chance of growth on the non-desired growth area increases. After the initial nucleation, the undesired growth will speed up and the growth rate is soon similar to the growth rate for the desired growth area. The selectivity is usually lost after much fewer cycles than used in the current study[144], such as after 50 or 200 cycles at most, which is also the reason why area-selective processes are often combined with atomic layer etching[142, 143]. The results of our selectivity investigation are shown in Figure 6.6, and reveal that no film could be measured at the Si(100) surface when the film was deposited at 300 °C or below.
For an AS-ALD process to be truly useful, the selectivity still has to hold on a patterned substrate. Lithography was therefore employed to pattern a LiF film. In order to satisfy our childishness, we chose to attempt using the UiO logo as pattern. This was challenging, since one step of the lithography process requires dissolving the photoresist in water – and LiF also readily dissolves in water. The obtained feature sizes are thus quite large, but nevertheless illustrate how MoCl₄O can be used to selectively deposit MoOₓ (Figure 6.7).

![Graph](image1)

**Figure 6.6.** Selectivity of MoCl₄O + (H₂O + Oₓ) estimated by EDS on glass vs Si(100) as function of temperature, using 1000 ALD cycles.

![SEM micrograph](image2)

**Figure 6.7.** SEM micrograph of MoOₓ deposited on a patterned LiF thin film. The pattern resembles the UiO logo.
6.3 Deposition of CaMoO₄
Having established a process for molybdenum containing compounds, the next step was to combine it with Ca(thd)₂ + O₃ in an effort to deposit CaMoO₄ on Si(100). Considering that the molybdenum process did not grow well on CaCO₃, we were open for all types of outcomes when combined with the Ca(thd)₂ + O₃ process. Some initial experiments were performed, listed below:
(i) A pulsed ratio of 1:1 between Mo and Ca gave a huge surplus of molybdenum (around 80 mol% Mo vs Mo+Ca), and showed no signs of CaMoO₄ in the diffractograms.
(ii) Increasing the pulsing ratio to 1:2 or 1:3 of Mo:Ca increased the content of calcium to a small surplus and showed signs of CaMoO₄ in the diffractograms.
(iii) Annealing the films obtained in (ii) at 1000 °C for one hour gave rise to unwanted molybdenum silicate phases.

From (i) and (ii) it follows that the relationship between pulsed and obtained composition in the final product is far from linear for this system. Fortunately, (ii) gave hope that the deposition of CaMoO₄ could be possible using MoCl₅O and Ca(thd)₂ as metal precursors, but the pulsed ratio, deposition temperature and possible post-annealing required optimization. In order to maximize the amount of information from a limited number of experiments, DoE was used.

6.3.1 Optimization through central composite design
A significant part of the job when performing a DoE experiment, is to design the experiment itself. First and foremost, we have to decide if a screening or optimization will be performed. This is not as straightforward as it sounds. The major argument for a screening design, is that the process was unexplored prior to this work. From a statistician’s point of view screening and optimization differs in how the number and level of input variables are chosen, where screening experiments in general study many input variables, but at a limited number of levels (e.g. two, for example annealing at 600 or 800 °C) and optimizations study fewer input variables, but at more levels. The resolution of optimizations is thus higher. We prioritized high resolution and only four input variables for the current work, and hence the toolbox for optimization. A face-centered CCD was chosen over a Box-Behnken design, prioritizing a larger data-density in the central part of the experimental region. A fairly narrow range of pulsed compositions was chosen, but a larger range of deposition temperatures and annealing parameters. The experimental ranges are given in Table 6.3.
Table 6.3. Input variables with ranges used in CCD experiment to optimize deposition of CaMoO$_4$. Taken from Paper II.

<table>
<thead>
<tr>
<th>Input variable</th>
<th>Minimum (coded -1)</th>
<th>Maximum (coded 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deposition temperature (°C)</td>
<td>300</td>
<td>400</td>
</tr>
<tr>
<td>Pulsed % of Mo</td>
<td>25</td>
<td>33</td>
</tr>
<tr>
<td>Anneal temperature (°C)</td>
<td>425</td>
<td>800</td>
</tr>
<tr>
<td>Anneal time (min)</td>
<td>0</td>
<td>30</td>
</tr>
</tbody>
</table>

Characterization of the composition, crystallinity and photoluminescence was chosen as quantifiable results. EDS was used to investigate the composition, although less accurate than for example XRF, but more convenient for many samples as it also accepts smaller sample sizes in contrast to XRF. The PL data was quantified by integrating the area under the curves. In a similar manner, the XRD data was quantified performed using Pawley refinements, as described in sub-chapter 5.3.1.

Figure 6.8 shows Pareto charts of what effects the various input variables (factors) have on the measured responses. Effects larger than the red dotted line are considered statistically significant for a confidence level of 95 % (95 % is a typical confidence level for DoE types of experiments). As can be seen from Figure 6.8, only the composition shows significant effects, where the deposition temperature and the secondary effect between deposition temperature and pulsed % Mo are significant. Looking into the raw data, it can be seen that certain depositions only yield CaCO$_3$, for example several at 400 °C. This yields a large deviation on the measured composition and thus show the importance of deposition temperature as an input factor with respect to the composition. Terms containing the deposition temperature are also most important factors for the crystallinity.
Figure 6.8. Pareto charts showing the direct and secondary standardized effects of the input variables on the three responses. This is a typical way of displaying data from DoE experiments\cite{248}. The red dotted line at 2.086 denotes if the effects are indeed statistically significant or not. Taken from Paper II.

Although Figure 6.8 provides the significance of the different factors, it does not provide insight into the optimal values of the variables. This is typically visualized in main effect plots (Figure 6.9)\cite{249-251}. The PL intensity is at maximum for a deposition temperature of 350 °C. The XRD signal decreases somewhat with deposition temperature. This is best explained when viewing the details of the raw data. The main effect plots are based on averages of several samples. A number of the samples deposited at 400 °C contained only CaCO$_3$ and were thus failed experiments. This is also seen for the measured composition, as the average Ca-content at 400 °C is very high. For the pulsed % Mo, the middle value, aka the center point, which correspond to 29 pulsed % Mo, is best in terms of composition, crystallinity and luminescence. Figure 6.9 moreover shed light on the annealing parameters. Surprisingly, the annealing temperature does not seem to be very important – despite ranging from 400 to 800 °C. For the crystallinity and the composition, the annealing time also has a limited effect. The annealing time is more important for the luminescence, where no annealing at all is in fact better than annealing for 15 minutes. This suggests an ongoing crystal reorganization in the films, and that annealing for 15 minutes is not sufficient to complete this process. The most luminescent samples are obtained when annealing for 30 minutes. This made us decide to attempt longer annealing times when optimizing the annealing step for the CaMoO$_4$: Pr$^{3+}$ system.
Looking further into the raw data behind the Figures 6.8-9, we see that the single most luminescent sample actually deposited was made at 350 °C, using 29 pulsed % Mo and annealing at 800 °C for 15 minutes. The experimental design used here did unfortunately not include a sample deposited at 350 °C, using 29 pulsed % Mo and annealing at 800 °C for 30 minutes, showing that DoE can suggest optimal conditions outside the investigated range. All samples using these deposition parameters (at 350 °C and 29 pulsed % Mo) were crystalline and luminescent and had compositions close to the desired. We therefore concluded that these ALD parameters were the most suitable, while the annealing parameters required further optimization.

6.3.2 CaMoO₄ growth characteristics
Figure 6.10a shows the growth per cycle (GPC) as a function of deposition temperature and pulsed composition. The GPC for 25 or 33 pulsed % Mo follows the same dependency of deposition
temperature, with only a minor variation with temperatures, whereas the 29% pulse Mo increases notably with temperature. Such high sensitivity of GPC with pulsed composition is rare and points at a significant composition. To conclude, 29% pulsed Mo yields the highest content of the desired CaMoO$_4$ phase, also with a higher growth rate than the competing processes for CaCO$_3$ and CaMoO$_3$. For both 25 and 33 pulsed % Mo signs of aragonite and calcite are found in the diffractograms.

Figure 6.10b shows XRD data for samples deposited at 300, 350 and 400 °C, all using 29% pulsed Mo. The sample deposited at 400 °C contains only CaMoO$_4$, but not very crystalline. Depositions at 350 °C yielded a mixture of CaMoO$_4$, CaMoO$_3$ and calcite, and peaks from all these phases were also obtained when 300 °C was used. Do note that the peak ratios, also from the same phase, vary – indicative of different kinds of oriented growth.

Figure 6.10. Growth per cycle (GPC) as a function of deposition temperature and pulsed composition (a, left) and diffractograms as a function of temperature for samples deposited using 29 pulsed % Mo (b, right). Unmarked indexed XRD peaks refer to the desired CaMoO$_4$ phase, whereas ‘ and * refer to CaMoO$_3$ and calcite, respectively.

Further characterization was performed on samples from the center point of the experimental design. Several of these samples were measured with a variety of techniques, but as they were all very similar, representative data is shown in Figure 6.11. The BSE-SEM micrograph is almost featureless, indicating that a single phased product is obtained. The AFM micrograph does, however, reveal some topography, with a RMS of 16 nm for a 114 nm thick sample. Pawley refinements unveiled crystallite sizes of 30 - 40 nm. In contrast to the diffractograms of the as deposited thin films (Figure 6.10b), the diffractogram for the annealed sample in Figure 6.11d only shows peaks of the desired CaMoO$_4$ phase.

The UV-VIS transmission data should be viewed in the light of an application as a host for solar down converters. The silicon solar cell will efficiently utilize light with wavelengths up to around 1100 nm. Down-converters should absorb in regions with half of this wavelength or less, and be transparent for longer wavelengths[73]. Figure 6.11c shows that the obtained films are mostly transparent for
wavelengths longer than 350 nm, while absorbing strongly around 275 nm. Despite this, we have been able to measure luminescence with a 405 nm laser as the excitation source, meaning that some light is indeed absorbed also here.

Figure 6.11. BSE-SEM micrograph (part a, top left), AFM micrograph (part b, top right) and CaMoO₄-indexed XRD diffractogram (part d, middle right) of a CaMoO₄ thin film deposited, annealed at 612.5 °C for 15 min., corresponding to the center point of the experimental design. UV-VIS transmission spectrum of a CaMoO₄ thin film on silica (part c, middle left) and PL emission spectrum of CaMoO₄ annealed at 800 °C for 60 min. All samples were deposited at 350 °C using 29 % pulsed Mo.
6.4 Deposition of CaMoO$_4$: Pr$^{3+}$, Yb$^{3+}$

The obtained process for deposition of CaMoO$_4$, was expanded to include the Pr$^{3+}$ and Yb$^{3+}$-dopants. A highly luminescent, crystalline film, dominated by Pr$^{3+}$ luminescence over emissions stemming from the host, was coveted prior to co-doping with Yb$^{3+}$, as we believed that the energy transfer would be from the host to Pr$^{3+}$ to Yb$^{3+}$. The process needed to be optimized in terms of annealing conditions and design of doping levels. Pr$^{3+}$ is prone to concentration quenching, so high doping levels are usually ill-favored. ALD does have an advantage over other synthesis methods here, since the position of the dopants can be controlled in the growth direction of the film. In the current work the Pr(thd)$_3$ pulses are spread out as much as possible to minimize concentration quenching. As the investigations on CaMoO$_4$ were not completely conclusive with respect to the optimal annealing conditions, we investigated annealing in the range 600 to 800 °C for 30 to 60 minutes annealing time with a three-level two-factorial full factorial design. The design was replicated for five different doping levels of Pr$^{3+}$.

6.4.1 Optimizing deposition of CaMoO$_4$: Pr$^{3+}$

CaMoO$_4$ films doped with 0.5 – 1 – 2 – 4 – 8 % Pr$^{3+}$ were made. Due to occurrence of some gradients, only samples situated centrally in the ALD chamber, where even film was obtained, were annealed and characterized.

From Figure 6.12 it becomes apparent that using 1 % Pr and annealing at 800 °C for 1 hour yields the most intense Pr$^{3+}$-luminescence, as seen by the high intensities at 490 and 610 nm compared to the background from the host. Some luminescence from the host with the broad peak around 525 nm is also seen for most of the spectra. It should be noted that observing Pr$^{3+}$ luminescence for doping levels as high as 8 % Pr$^{3+}$ is unusual, and may be possible due to the nature of the ALD growth, where Pr(thd)$_3$ is pulsed as individual layers. Assuming that the Pr$^{3+}$ ions are distributed equidistant in the growth direction of the film, there is around 16 nm between each Pr$^{3+}$-containing layer when 1 % Pr(thd)$_3$ is used. For the samples with 8 % Pr$^{3+}$, this distance is around 2 nm, short enough for concentration quenching through FRET to be likely. For all cases, the Pr$^{3+}$ will though be separated in plane by the size of the thd-ligands and how these pack on the surface.
Figure 6.12. PL spectra of CaMoO$_4$: x% Pr$^{3+}$, annealed at 600, 700 or 800 °C for 30, 45 or 60 min. A 280 nm diode was used as an excitation source and the spectra were recorded with a USB2000+ modular spectrometer. Part a, b, c, d and e show PL spectra for CaMoO$_4$:0.5% Pr$^{3+}$, CaMoO$_4$:1% Pr$^{3+}$, CaMoO$_4$:2% Pr$^{3+}$, CaMoO$_4$:4% Pr$^{3+}$ and CaMoO$_4$:8% Pr$^{3+}$, respectively. Taken from Paper III.
For the CaMoO$_4$: 1% Pr$^{3+}$ samples, the integrated intensities (excluding the host emission) below the peak at 605 nm (from 587 to 635 nm) was further examined in hope of gaining understanding of the importance of the annealing parameters. The integrated intensities were plotted against annealing time and temperature, to attain a contour plot, another typical method to portray DoE-data[250, 251]. From Figure 6.13 it can be deducted that the annealing temperature is more significant for the integrated PL intensity than the annealing time.

The full set of annealed CaMoO$_4$: x% Pr$^{3+}$ samples were also investigated by XRD, CaMoO$_4$: 0.5% Pr$^{3+}$ shown in Figure 6.14a. Only two crystalline phases were found; the desired CaMoO$_4$-phase for the majority of the samples and monoclinic Pr$_5$O$_9$ in a single sample (for CaMoO$_4$: 4% Pr$^{3+}$ annealed at 800 °C for 45 min, see Supplementary Material for Paper III). The highly doped samples (8% Pr$^{3+}$) were the least crystalline. Note that these samples also showed the lowest host luminescence. The peak positions with respect to doping level are compared in Figure 6.14b. This comparison show that the CaMoO$_4$ structure is able to dissolve around 2% Pr$^{3+}$, but not more. Excess Pr may be present as an oxide, but in too small quantities to detect by this XRD investigation.

Figure 6.13. Contour plot of integrated intensities of the Pr$^{3+}$ PL peak at 605 nm versus annealing time and annealing temperature. The host luminescence is subtracted as a background using a built-in function in Origin. The integrated range was from 587 to 635 nm. The PL measurements were performed with a 280 nm diode as excitation source and the spectra were recorded with a USB2000+ modular spectrometer. The raw data is found in Figure 6.12b. Taken from Paper III.
After establishing that using 1 % Pr$^{3+}$ and annealing at 800 °C for 60 minutes yielded the most luminescent samples, CaMoO$_4$ doped with both Pr$^{3+}$ and Yb$^{3+}$ was deposited and annealed under the same conditions as the most luminescent CaMoO$_4$: 1 % Pr$^{3+}$ sample. The number of Yb(thd)$_3$ pulses versus the total number of Ca(thd)$_2$ + Pr(thd)$_3$ + Yb(thd)$_3$ pulses was varied from 1 – 2 – 4 – 8 %. The amount of Pr(thd)$_3$ was retained at 1 %. The Yb(thd)$_3$ pulses were spaced out as much as possible in the matrix to minimize the effect of concentration quenching. For the lowest doping level, 1 %, the distance between the Pr(thd)$_3$ and Yb(thd)$_3$ pulse was varied, from neighboring pulses to the maximum spacing, around 8 nm assuming equidistant lanthanide-doped layers. Although not being very well crystalline, the diffractograms in Figure 6.15 show presence of CaMoO$_4$ for all the co-doped samples and no other peaks are seen.
Figure 6.15. XRD diffractograms of CaMoO₄: Pr³⁺, Yb³⁺ samples. The diffractograms denoted with “x% Yb³⁺” are all co-doped with 1% Pr³⁺. Near and far indicate whether the Yb(thd)₃ ALD pulse is close to or far away from the Pr(thd)₃ ALD pulse. The indexed peak positions correspond to the desired CaMoO₄ phase. The intense peak around 33° in all plots is the (200) reflex from the silicon substrate. Taken from Paper III.

Figures 6.16a,b show that using 8 % Yb³⁺ yields the most Yb³⁺ luminescence, as seen from the peak at 978 nm. Comparing the position of the host emission to the un-doped sample (Figure 6.11e) shows that the position of the host emission is not changed upon doping. The 1 – 4 % Yb³⁺ co-doped samples all have around the same intensity for the Yb³⁺ luminescence around 978 nm Mono-doped samples are shown in part c. There are clearly stronger Pr³⁺ peaks when no Yb³⁺ is added in the matrix, indicating transfer from Pr³⁺ to Yb³⁺, but the intensity of the Pr³⁺ peaks appear independent of Yb³⁺ concentration if Yb³⁺ is present. However, we also observe direct transfer from the host to Yb³⁺, as seen from the Yb³⁺ luminescence in Figure 6.16c at 978 nm when no Pr³⁺ is present. This is a possibility not previously considered in the literature. The direct transfer from the host to Yb³⁺ will be competing with the possible down-conversion process through cross-relaxation also involving Pr³⁺.

Figure 6.16d shows PL spectra for CaMoO₄: 1% Pr³⁺, 1% Yb³⁺, at different relative positions between the dopants. It shows that increasing the distance between Pr³⁺ and Yb³⁺ indeed decreases the PL intensity of the Yb³⁺ peak, pointing towards FRET between the ions being less effective at long distances, a proof of Pr³⁺ to Yb³⁺ transition. It also shows less host luminescence when Yb³⁺ and Pr³⁺ are close. If this is due to a less crystalline material when the dopant ions are far apart, is difficult to judge from the XRD data (Figure 6.15). The peak around 490 nm corresponding to emission from the ³P₀ level of Pr³⁺ is visible when Yb³⁺ and Pr³⁺ are embedded far apart, but not when they are close. The ³P₀ level is crucial for down-conversion between Pr³⁺ and Yb³⁺, since energy is transferred from there
to Yb$^{3+}$. The presence of a peak around 490 nm when Pr$^{3+}$ and Yb$^{3+}$ are far apart, is indicative of a less efficient FRET between Pr$^{3+}$ and Yb$^{3+}$ when the distance between them increases. Note that the intensity of the Pr$^{3+}$ peaks appear constant regardless of distance between Pr$^{3+}$ and Yb$^{3+}$.

Figure 6.16. PL spectra of CaMoO$_4$ doped with either Yb$^{3+}$, Pr$^{3+}$ or both. All samples are annealed at 800 °C for 60 min. A 325 nm HeCd laser was used as an excitation source, and the spectra were recorded with a USB4000+ spectrometer. The spectra denoted with “x% Yb$^{3+}$” are all co-doped with 1% Pr$^{3+}$. Near and far indicate whether the Yb(thd)$_3$ ALD pulse is close to or far away from the Pr(thd)$_3$ ALD pulse. Part a shows PL spectra for four selected co-doped samples with varying Yb$^{3+}$-content. Part b shows the same data as part a, but only in a desired region, in order to highlight the varying intensity of the Yb$^{3+}$ emission around 980 nm. Part c shows PL spectra for mono-doped CaMoO$_4$ samples. Please note the different y-scale in this graph. Part d show PL spectra for two co-doped CaMoO$_4$: 1 % Pr$^{3+}$, 1 % Yb$^{3+}$ samples, but with different relative positions of Pr$^{3+}$ and Yb$^{3+}$ in the matrix. Taken from Paper III.

6.5 Reflections

More than once through this work, in particular during lonely lab-hours when the ALD-reactor had to be dismantled, I have asked myself the question “why on Earth am I doing this?” (Un)fortunately, we do not have to look far to regain motivation. Yesterday, a stormy September night, we had to secure our outside belongings from yet another storm, while earlier this week it was so dry that the forest nearby spontaneously caught fire. The climate is changing right in front of us. Finding greener alternatives for energy is paramount to combat a change to the worse.

With the urgency of the ongoing climate change, an intuitive reaction is that the scientific fields working on paths out of our current crisis, should really speed up. Rushing science is not good, whether it is on
better lithium ion-batteries or a vaccine for COVID-19, as it increases the probabilities of overlooking important results or creating errors. However, there are strategies for researching more thoroughly also with a reduction in the number of experiments. It all comes down to experimental planning. In this work, DoE from the statistical toolbox, has been used to research faster and better. Personally, the contrast between the number of experiments required to produce fruitful results between preparing Paper I and Paper II & III, is stark. For me, using DoE, has forced more thorough experimental planning on an early stage and slashed the number of required experiments.

In addition to providing the actual results on the development of the CaMoO$_4$ process, Paper II aimed at being a tutorial for other ALD-scientists developing complex systems where many factors require simultaneous tuning. Todays’ usage of statistical tools in material science is in my point of view far too limited, and as ALD-systems increase in complexity we should familiarize ourselves with more systematic methods of process optimization. In the ALD-field it has up to now been almost completely absent[152, 153], even though we often statistically analyze our results. The current COVID19-situation with the overhanging threat of lab-lockdowns, further emphasize the importance of thorough experimental planning. A major hope for this work, is that especially chapter 3.3.1 on Design of Experiments should be widely read. There is currently some movement in the field, and DoE has recently been successfully combined with machine learning[252]. DoE-inspired machine learning has also been used alone[253-255]. I believe these types of studies will be more plentiful in the not so far future, as especially artificial intelligence is a hot research topic. A possible outcome of the combination of DoE and machine learning may be more sophisticated experimental designs taking complex material systems with many possible outcomes into account.

A reason into why it is easy to get lost when researching new ALD-processes and using methods to plan experiments is wise, is also the thing I adore most about ALD, namely the close-to endless possible combinations to produce novel materials. I highly prize how easy it is to combine different material classes and how many precursors we have available. For the ALD-scientist, the periodic table is like a playground, and the question is turning more into what materials it makes sense to make. In this work, exploring CaMoO$_4$ as an absorbing host for down-conversion coatings for silicon solar cells, is sensible, as it absorbs in the desired region and was thought compatible with the Pr$^{3+}$/Yb$^{3+}$ down-conversion pair. I anticipate that more of the future ALD-research will be on “what should we make” rather than “how can we make it”, as the latter becomes easier through developments like the establishment of the MoCl$_4$O + (H$_2$O + O$_3$) process (Paper I). Finding meaningful materials to deposit do require a higher level of expertise in other fields than just ALD itself.

I believe that exploiting ALD to attain complex materials or utilizing the possibility of positional control of dopants is just in its infancy, although our group has demonstrated several works utilizing this type of control recently[105, 256]. An intrinsic challenge when attempting to control the dopant
concentration of structures made by ALD, is that the dopant concentration in planes corresponding to the dopant pulse may be too high and similarly too low far away from the dopant pulse, for the desired application. One strategy to counter this is post-deposition annealing and/ or using higher deposition temperatures, both increasing the mobility of the ions in the film. A more sophisticated approach is the use of an inhibitor pulse prior to the dopant pulse, allowing a smaller fraction of the dopant precursor molecules to adsorb and thus a lower in-plane concentration of dopants. Ethanol has for example been used as an inhibitor prior to the trimethylaluminium (TMA)-pulse to reduce growth of Al₂O₃ from TMA and O₃[257]. Although this was not for a doped structure, it illustrates the possibility of using inhibitors to reduce the growth rate in a controlled manner.

In relation to this it should be re-mentioned that despite it not being utilized in the current work, organic building blocks may also be used in ALD. Organic-inorganic hybrid ALD is maturing as a field and many organic precursors are available. This can allow for using a dye-sensitization strategy for down-converting systems made by ALD, not relying on an absorbing host such as CaMoO₄. In general, strongly absorbing materials are important when the materials are as ultrathin films, so it can be assumed that incoming light indeed is absorbed. Organic dyes are often strongly absorbing. For example is the most intense luminescence observed in our laboratory from benzendicaroxylate-Tb organic-inorganic hybrids.

A last reflection upon this work, is on if it was all worth it. On a personal note, the answer is an overwhelming yes, as pursuing a phd is an once in a lifetime-learning experience. In particular, dealing with involuntarily home-schooling, two preschoolers to occupy whilst writing up papers and performing the final required experiments with a partially closed lab, has been the kind of once in a lifetime-experience I never wish to repeat, but has taken my skills in time-management and ability to persevere, to a whole new level. On a strictly scientific note, I am filled with more uncertainty if it was worth it, as we are still far from having a prototype silicon solar cell with a down-conversion coating ready for mass production. My hope is that my colleagues will continue to study the doped CaMoO₄ films when performing in-device testing on actual silicon solar cells, and that the samples produced for Paper III will be taken along when travel to collaborators with more advanced optical test equipment is allowed. I also think this work has substantially added to the consciousness on experimental planning in our group, and I know that DoE methods are currently being used in other projects at NAFUMA. To conclude, valuable knowledge has come out of this work, but there is still plenty of remaining work to attain a functional device.
7. Concluding remarks
The overall aim of this work has been to develop a process for deposition of down-converting CaMoO$_4$ doped with Pr$^{3+}$, Yb$^{3+}$ by ALD. Although deposition of the material itself was achieved, the development has still opened for several other research directions, and there are also possibilities for further characterization of the obtained samples. The available characterization methods could not determine whether the samples indeed were down-converting or not.

The initial process developed in this work, was the area-selective MoCl$_4$O + (O$_3$ + H$_2$O) process. This was the first reported area-selective process for MoO$_x$ and usage of MoCl$_4$O as an ALD-precursor, and moreover one of only a few reported oxychlorides used to deposit oxides[239, 240]. Bergum et al. had previously described usage of WCl$_4$O in combination with H$_2$O to deposit WO$_3$, but the process seemed to stop after a few cycles according to their QCM data[238]. The current work opens for more investigations of WCl$_4$O as an ALD-precursor as well, as this may also lead to area-selective deposition of WO$_3$ on selected surfaces when it is combined with H$_2$O and O$_3$. Area-selective deposition of WO$_3$ may be beneficial for fabrication of proposed devices such as sensors[258], as a photo-catalyst or in the emerging application as antimicrobial surfaces[259].

The possible role of MoCl$_4$O as a Mo-source for deposition of other complex Mo-oxides must also be emphasized. Although it should be kept inert, MoCl$_4$O is easily handled as it does not require heating above room temperature. Moreover, it may be utilized from at least 200 to 400 °C, which is the full investigated span here, meaning that it can potentially be combined with many other ALD precursors, in addition to Ca(thd)$_2$, Pr(thd)$_3$ and Yb(thd)$_3$ tried here. Possible future complex Mo-oxides where MoCl$_4$O may be used, include investigated catalysts such as Mo-V-Te-Nb-O[260, 261] or A$_2$Mo$_3$O$_8$ (A = Co, Mn and Zn) as an anode material for lithium ion batteries[262]. There are also other possible functional scheelites that could be deposited in addition to CaMoO$_4$, such as SrMoO$_4$ or BaMoO$_4$[193]. Studying what chemistries MoCl$_4$O would be compatible with and not, can possibly shed more light on the reasons behind its substrate selectivity. How suitable MoCl$_4$O is to deposit other complex oxides cannot be determined without actually trying.

The ALD-process to deposit CaMoO$_4$ was well-optimized using DoE in this work. The development revealed a system highly sensitive towards the pulsed composition. A major drawback with this sensitivity concerning using this process on an industrial scale, is that it requires supreme control of the gas flows in the reaction chamber. The larger the substrates and thus reaction chamber, the more difficult it is to attain this level of control. The sensitivity alongside with the selectivity of the binary system, are challenging to fully explain. The ternary system is also sensitive towards deposition temperature, together pointing towards packing density and distribution of beneficial configurations of the precursors on the surfaces being important factors[146].
In this work, DoE was also used to optimize the annealing conditions for CaMoO$_4$:Pr$^{3+}$. Previous studies on CaMoO$_4$:Pr$^{3+}$ have lacked a systematic approach to study both the doping levels and annealing conditions[21, 112, 176, 263, 264]. We here show that the latter also have an influence on the luminescence and therefore should not be neglected. As using CaMoO$_4$: 1 % Pr$^{3+}$ and annealing at 800 °C for 60 min. gave the most Pr$^{3+}$-luminescence, this was used as a foundation for further doping with Yb$^{3+}$. The ratio of the Pr$^{3+}$/ Yb$^{3+}$ emissions scaled with their relative concentrations. As a control, CaMoO$_4$: 4 % Yb$^{3+}$ was also investigated. To our surprise, this sample showed the most Yb$^{3+}$-luminescence of them all, meaning that direct transfer from the host to Yb$^{3+}$ is indeed taking place. In the existing literature on CaMoO$_4$-based materials as optical converters, there seems to be an assumption that this does not take place, without it actually being investigated[21, 265]. A major contribution from our work is that this possibility must also be considered. In practice, this implies that concentration quenching may not be the only reason for avoiding very high doping levels of Yb$^{3+}$ in CaMoO$_4$, since more Yb$^{3+}$ in the host also will increase the chance of direct transfer from CaMoO$_4$ to Yb$^{3+}$. A theoretical possibility is that there is CET between CaMoO$_4$ and Yb$^{3+}$, in which case the donating species, such as Pr$^{3+}$ here, is redundant. Possible CET between CaMoO$_4$ and Yb$^{3+}$ can be investigated by quantum efficiency measurements, i.e. by using an integration sphere. Quantum efficiency investigations should also be conducted on the CaMoO$_4$: Pr$^{3+}$, Yb$^{3+}$ samples when this infrastructure becomes available again.

Another take-home message from this work, is that the positional control that ALD has of how the dopants are placed in matrix actually has an effect on the optical properties. ALD is a unique thin film technique with respect to this – and we do see more Yb$^{3+}$ luminescence in samples were Yb$^{3+}$ is embedded in close proximity of Pr$^{3+}$. This difference in PL intensity is there despite a quite harsh post-deposition annealing step, which could allow larger re-arrangements of the ions in the matrix in addition to crystallization. Moreover does the spreading of the Pr(thd)$_3$ pulses seem to prevent concentration quenching, as we observe that even samples with 8 % pulsed Pr(thd)$_3$ still show Pr$^{3+}$ luminescence.

The work conducted is this thesis is summarized in Figure 7.1. All-in-all the goal of depositing CaMoO$_4$: Pr$^{3+}$, Yb$^{3+}$ was achieved, also with an interesting side-path investigating the area-selective growth of MoO$_x$. The obtained samples can be further characterized and scaling this process up will be challenging as supreme flow-control is required. This should not discourage more investigations on the topic – it rather underlines the importance of it.
Figure 7.1. Graphical abstract of thesis, starting with MoCl₄O as an ALD-precursor and area-selective growth of MoOₓ, evolving towards deposition of possibly down-converting CaMoO₄: Pr³⁺, Yb⁺⁺.
8. References


SPHERICAL HARMONICS, in Quantum Theory of Angular Momentum. p. 130.


51. Dieke, G.H., H.M. Crosswhite, and H. Crosswhite, Spectra and energy levels of rare earth ions in crystals. 1968.


106. van Wijngaarden, J.T., S. Scheidelaar, T.J.H. Vlugt, M.F. Reid, and A. Meijerink, Energy transfer mechanism for downconversion in the ($\text{Pr}$)$^{3+}$/[enschemathm{Yb}]$^{3+}$/[enschemathm{Ce}]$^{3+}$/[enschemathm{S}]$^{3+}$/[enschemathm{Y}]$^{3+}$ coupled. Physical Review B, 2010. 81(15): p. 155112.


75.


174. Jiang, P., W. Gao, R. Cong, and T. Yang, *Structural investigation of the A-site vacancy in scheelites and the luminescence behavior of two continuous solid solutions A 1–1.5 x Eu x□
0.5 x WO 4 and A 0.64−0.5 y Eu 0.24 Li y □ 0.12−0.5 y WO 4 (A = Ca, Sr; □ = vacancy). Dalton Transactions, 2015. 44(13): p. 6175.


200. Ansari, A.A. and M. Alam, Optical and structural studies of CaMoO4: Sm, CaMoO4: Sm@ CaMoO4 and CaMoO4: Sm@ CaMoO4@SiO2 core–shell nanoparticles. Journal of Luminescence, 2015. 157: p. 257.


Paper I

Area-selective atomic layer deposition of molybdenum oxide

Area-selective atomic layer deposition of molybdenum oxide

Julie Nitsche Kvalvik, Jon Borgersen, Per-Anders Hansen, and Ola Nilsen

AFFILIATIONS
1Centre for Materials Science and Nanotechnology, Department of Chemistry, University of Oslo, Postboks 1033, Blindern, 0315 Oslo, Norway
2Centre for Materials Science and Nanotechnology, Department of Physics, University of Oslo, Postboks 1048, Blindern, 0315 Oslo, Norway

Note: This paper is a part of the Special Topic Collection on Area Selective Deposition.
*Electronic mail: ola.nilsen@kjemi.uio.no

ABSTRACT
Area-selective bottom-up synthesis routes of thin films are required to overcome the current limits in lithography, and such growth can be achieved with high quality and nanometer thickness control by area-selective atomic layer deposition (AS-ALD). However, the current range of materials demonstrated deposited by AS-ALD is limited, and no processes for molybdenum oxide have been available so far. In this work, the authors explore the properties of a new ALD precursor, MoClO$_4$, for deposition of molybdenum oxides by ALD. MoClO$_4$ is administered at room temperature during deposition, making it readily available for use. When reacted with a combination of water and oxygen, it leads to an AS-ALD process for deposition of MoO$_3$—the first reported. The process is perfectly selective for growth on glass as compared to Si(100) substrates for deposition temperatures between 200 and 300°C, with a growth rate of 0.72 Å/cycle at 300°C. The process is attempted on a range of substrates proving good growth on soda-lime glass and LiF and no growth on Si(100), silica, Na$_2$CO$_3$, CaCO$_3$, Li$_2$PO$_4$, or Li$_2$SiO$_3$. The findings of this study indicate an activated process by diffusion of sodium or lithium through the film during growth. The obtained films have further been characterized by x-ray photoelectron spectroscopy, scanning electron microscopy, x-ray diffraction, and atomic force microscopy, revealing films with an RSM roughness of 23 nm with the presence of crystalline MoO$_2$ (C$^*$) at 300°C and crystalline MoO$_3$ at 250°C. The rough MoO$_3$ thin films may be applicable for electrocatalysis, gas sensors, or lithium-ion batteries. The findings of this study enable AS-ALD synthesis of molybdenum oxide with excellent selectivity not dependent on intermittent etching cycles during growth.
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I. INTRODUCTION
The semiconductor industry is currently approaching the limits of resolution in lithography—leaving a technology gap that may be filled with precise bottom-up synthesis approaches. One obvious choice to fill this gap is by atomic layer deposition (ALD), or more specifically, area-selective ALD (AS-ALD). ALD, in general, is known to give high-quality films with supreme thickness control and conformity. AS-ALD will ease processing in comparison to conventional ALD, as fewer etching steps are required. Despite the fact that the concept has been around for 15 years, we have not seen a true boom in AS-ALD processes until now. This has yet to reach MoO$_3$, which, however, in which many applications also requiring precise manufacturing, such as catalysis, nanostructured gas sensors, injection layers in inverted organic photovoltaics, antibacterial coatings, electrochromic devices, and batteries, among others. For applications within electrocatalysis, gas sensors, or lithium-ion batteries, porous or rough MoO$_3$ films can be beneficial. A whole range of techniques has already been employed to deposit MoO$_3$ thin films, although without area selectivity. This includes thermal evaporation, RF sputtering, flash evaporation, metalorganic chemical vapor deposition, and ALD, which is the subject of this study.

The range of processes for deposition of MoO$_3$ by ALD is limited, particularly for deposition at higher temperatures as the majority of molybdenum precursors decompose at 180°C or below. Deposition of MoO$_3$ by ALD was first reported in 2010 (Ref. 19) using Mo(CO)$_4$ as the Mo source together with O$_2$ and H$_2$O in the
range of 152–172 °C, after which the precursor decomposes. Si\((\text{CH}_3)_3\)\text{cpMo}(\text{CO})_3(\text{C}_2\text{H}_5)\) is in line manner reported to produce MoO\(_3\) together with O\(_2\) at 250–300 °C.\(^{20}\) This process does, however, require an initial heating of the Si(100) substrate at 350 °C to prevent a nucleation delay of the following MoO\(_3\) deposition. Another recent precursor for deposition of MoO\(_3\) is bis(ethylbenzene)Mo, which together with H\(_2\)O shows ALD growth in the range of 135–150 °C.\(^{21}\) Very recently, MoO\(_3\)(ipPr\(_2\)AMID)_2 (Ref. 22) has been demonstrated as a suitable precursor to form MoO\(_3\) up to its decomposition temperature of 175 °C using O\(_2\) as the oxygen source. (N\(^{5}\)Bu\(_3\))\(_2\)(NMe\(_2\))Mo was introduced as an alternative in 2015 and forms MoO\(_3\) with O\(_2\) in the temperature range of 100–300 °C\(^{22}\) or 50–350 °C using plasma O\(_2\).\(^{24}\) The tungsten counterpart of (N\(^{5}\)Bu\(_3\))\(_2\)(NMe\(_2\))Mo has also been used as an ALD precursor\(^{25}\) to form WO\(_3\) with H\(_2\)O as the co-reactant and in combination with La(thd), to form the proton-conducting ternary oxide La\(_{2}y\text{thd} \_x\text{WO}_3\text{O}_{2x}\). The same work also mentions using WCl\(_4\)O as a W source but was not pursued further as the WCl\(_4\) and H\(_2\)O process seemed to stop after a few cycles and had a limited growth rate. Based on the similar chemistry of Mo and W, we wanted to explore if this would also be the case for MoCl\(_4\) or if it would work as an ALD precursor. This is the topic of this work. With MoCl\(_4\), we are now able to expand the MoO\(_3\) toolbox to include the MoCl\(_4\) + (H\(_2\)O + O\(_2\)) process. However, to our surprise, this system exhibits clear signs of area-selective growth, as initial experiments revealed no film on Si(100) substrates, while glass substrates were clearly coated (Fig. 1).

Area-selective ALD is an emerging field particularly useful in semiconductor processing for electronics where numerous lithography steps are required.\(^{26}\) An overview of the field is given in Ref. 24 and can be summarized as divided into the following approaches: Inherent systems, where no extra measures are taken to make the system area-selective; the use of activators, using catalytic reactions on the surfaces, plasma enhanced areas, etc., such as for deposition of Fe\(_2\)O\(_3\) and NIO by O\(_2\) gas with t-butyl ferrocene/nickelocene on Pt and Ir substrates that dissociate O\(_2\) and not on the inert SiO\(_2\), Al\(_2\)O\(_3\), and Au substrates;\(^{27}\) the use of inhibitors, such as for deposition of SiO\(_2\) on GeO\(_2\), SnO\(_2\), SiO\(_2\), and WO\(_3\), and not on Al\(_2\)O\(_3\), TiO\(_2\), and HfO\(_2\),\(^{28}\) where acetylacetonate cheloselectively inhibits growth by selective adsorption on the latter surfaces. Of these approaches, using inhibitors is by far the most used.

Other examples using inhibitors include the deposition of TiO\(_2\) on gold substrates using self-assembled monolayers (SAMs) as inhibitors,\(^{29}\) Ru on Cu lines using amino-functionalized SAMS as inhibitors,\(^{30}\) and CeO on SiO\(_2\)/MgO using poly-styrene as inhibitors.\(^{31}\) The combination of atomic layer etching (ALE) and ALD is also employed to make thicker films only on the desired substrate. For example, Al\(_2\)O\(_3\) has been deposited selectively on Si and not on octadecylphosphinic acid (OPDA)-SAM inhibited Cu with intermitting acid etch cycles.\(^{32}\)

The figure of merit for quantification of the selectivity of a system is termed selectivity, S, and is in Ref. 24 defined as the amount (or rate) of one product relative to the total amount (or rate) of all products formed. S also varies with the number of ALD cycles used and must therefore be reported together.\(^{33}\) An example of a reported selectivity is 2000:1 for Pt versus SiO\(_2\) substrates for the previously mentioned Fe\(_2\)O\(_3\) system using 300 cycles.\(^{34}\)

In this study, we further explore the effect of different types of substrates on the selectivity of the MoCl\(_4\) + (H\(_2\)O + O\(_2\)) system to shed light on possible mechanisms behind our observations.

II. EXPERIMENT

A. Atomic layer deposition

All depositions were performed in an F-120 Sat reactor (ASM Microchemistry), in the temperature range of 200–350 °C. The purging gas was N\(_2\) at 300 cm\(^3\) min\(^{-1}\) from gas cylinders (Praxair, 99.999%, further purified through a Mykrolos purifier) providing a background pressure of ~4 mbar. The depositions were carried out using MoCl\(_4\) (Sigma-Aldrich, 97%) as the Mo source and distilled H\(_2\)O and O\(_2\) pulsed simultaneously as the O source. O\(_2\) was supplied from an In USA oxygen generator (AC-2505) at 15 wt. % O\(_2\) in O\(_2\), using O\(_2\) from a gas cylinder (Praxair, 99.5%), and both MoCl\(_4\) and H\(_2\)O were kept at room temperature in external containers, and MoCl\(_4\) was assisted by N\(_2\) carrier gas. Standard pulsing times were 3 s for both MoCl\(_4\) and O\(_2\) + H\(_2\)O, followed by 3 s purging after MoCl\(_4\) and 5 s after O\(_2\) + H\(_2\)O, unless otherwise specified. The times were chosen based on experience with similar systems and gave here uniform films and reproducible data. A standard deposition consisted of 1000 cycles at a deposition temperature of 300 °C. The LiF seedling layers were deposited using LiO\(_2\)Bu (Sigma-Aldrich, 97%) and NH\(_4\)F (Sigma-Aldrich, 99.99%) based on an internally developed process.\(^{35}\) The LiO\(_2\)Bu and NH\(_4\)F precursors were kept at 130 and 95 °C, respectively, and pulsed/purged with 5/5 s and 7/3 s, respectively.
A variety of substrates were used, including Si(100) with a native oxide layer, Si(100) with the following ALD-deposited thin films—CaCO₃ [from Ca(OH)₂, CO₂, and O₂ (Ref. 35)], Na₂CO₃ [from Na₂O, H₂O, and CO₂ (Ref. 36)], Li₂PO₄ [from LiO₂, Me₃PO₃, and water, and x-ray photoelectron spectroscopy (XPS) revealing a surface layer of Li₂CO₃], LiF and Li₂SiO₃ [from lithium trimethylsilanolate and H₂O (Ref. 37)]—conventional soda-lime glass containing 15 mol.% Na₂O (Glasswarenfabrik Karl Heckt), and silica. Si(100), glass, and silica substrates were all washed with ethanol and blown dry prior to deposition. The other substrates were left untouched to not alter the films already deposited on them.

**B. Thin film characterization**

The thicknesses of the films were measured using a J. A. Woollam e-SE spectroscopic ellipsometer in the range of 390–900 nm, with the COMPLETEase software and Cauchy models to analyze the data. The models used two layers, one dense in the bottom and one rough on top, and took into consideration that MoO₃ is absorbing. For each sample, three spots were measured. It was spot dependent how easy it was to model the ellipsometry data, probably due to variations of the roughnesses of the films. Scanning electron microscopy (SEM) was performed using a HITACHI TM3000 SEM with a working distance of ~9 mm and an acceleration voltage of 15 kV. A Quantax70 energy dispersive x-ray spectrometer equipped with a silicon drift detector and Cu Kα radiation was used for elemental analysis. The acquisition time for each measurement was 5 min. XPS measurements were carried out using a ThetaProbe instrument from ThermoScientific. The incident x-ray beam was Al Kα (1,487 keV) and 4 keV Ar⁺ was used for sputtering. The Cls peak at 285 eV stemming from carbon contamination was used as internal standard for fitting of the XPS spectra. X-ray diffraction (XRD) was performed to study the crystallinity of the samples, using a Bruker D8 Discover X-ray Diffractometer, with Cu Kα1 radiation and a Ge(111) monochromator in a traditional Bragg-Brentano setup. Atomic force microscopy (AFM) was performed using a Park Systems XE-70 AFM equipped with a PPP-CONTSCR cantilever in the contact mode. The AFM micrographs were processed with the Gwyddion software. Four-probe point inline resistivity measurements were performed using a Keithley 2400 SourceMeter.

**C. Lithography**

The LiF films were patterned using photolithography. A Microposit S1813 positive photoresist was applied using a spin coater, before the sample was baked at 120 °C for 60 s on a hot plate. The pattern was exposed in a Heidelberg pPG501 maskless lithography system and developed in the Microposit MF351 developer diluted with three parts de-ionized (DI) water. Following the development, the sample was rinsed for 1 s in DI water and immediately blown dry in N₂ gas. The exposed LiF was etched by immersing the sample in DI water for 1 min, before the photoresist was stripped by soaking in acetone for 4 min. Unfortunately, 1 min of etching time was found to be excessive, and caused a loss of resolution in the pattern, however, still suitable to prove the possible use within lithography.

**D. Selectivity calculations**

The selectivity is calculated using the relation given in the Introduction, namely, that selectivity is the “the amount (or rate) of one product relative to the total amount (or rate) of all products formed.” This translates to the following equation where S is the selectivity, n is the number of cycles, and Θ is the measured fraction covered by nuclei at growth surface relative to the measured fraction at an adjacent nongrowth surface, Θ₂. The full derivation of this is found in Ref. 27.

\[
S(n) = \frac{\Theta_1 - \Theta_2}{\Theta_1 + \Theta_2}
\]  

The measured fraction covered by nuclei is directly proportional to the deposited film volume. It is therefore possible to get a measure of this by various characterization methods such as spectroscopic ellipsometry, Auger electron spectroscopy, or electron dispersive x-ray spectroscopy (EDS), which is used in this case. Here, the at. % of Mo versus (Si + Mo) is used as Θ for films deposited on both glass and Si(100) substrates.

**E. Thermodynamic calculations**

Thermodynamic calculations were performed using the HSC Chemistry 8 software from Outotec.

**III. RESULTS AND DISCUSSION**

**A. MoO₃ thin film growth**

Using the standard pulsing and purging times, MoO₃ was successfully deposited by atomic layer deposition with similar growth rates on glass (0.72 Å/cycle) and LiF (0.69 Å/cycle) substrates. It was possible to obtain a sufficient dose of MoCl₅O kept at room temperature when extra carrier gas was flushed through the bubbler during pulsing. The films on glass appeared light blue. Based on this, glass was used as the standard substrate for subsequent investigations. A test for chemical vapor deposition growth was performed by pulsing only MoCl₅O and keeping the reaction chamber at 300 °C. This resulted in no detectable film proving that the precursor does not decompose during operation. Initially, shorter pulsing and purging times (1s/1s/2s/3s) than the standard (3s/3s/3s/5s) mentioned in Sec. II. Experiments were tested, but this led to gradients with reduced growth along the flow direction in the reactor chamber. The standard pulsing and purging times were the shortest that also yielded even, reproducible films. No film was obtained using standard pulsing parameters on either Li₂SiO₃ Si(100) with a native oxide layer, CaCO₃, Na₂CO₃, LiF, or silica substrates, as measured with spectroscopic ellipsometry. See the supplementary material for the measured thicknesses before and after deposition.

The growth per cycle of MoO₃ versus deposition temperature as shown on glass substrates is shown in Fig. 2. For 1000 cycles, the growth per cycle rapidly increases when the deposition temperature is increased from 275 to 300 °C, indicating a kinetically limited growth at temperatures below 300 °C. For 5000 cycles, there is a slight increase, although still within the error margin, between 300 and 350 °C.
The linearity with respect to the number of ALD cycles was investigated at 300 °C (Fig. 3) proving an overall reduction in growth per cycle with increased film thicknesses. ALD processes are usually regarded as linear with the number of deposition cycles, unless nucleation or evolution of texture affects the available surface area. The current observation with temperature and thickness dependent growth indicates that the process may be controlled by diffusion of an active component from the substrate itself. This also explains why the growth per cycle increases between 300 and 350 °C for 5000 cycles, as the growth of thicker films is more limited by diffusion, which in turn enhances at higher temperatures. See the supplementary material for attempts on modeling the evolution in film thickness based on diffusion limited principles.

As this system exhibits clear selectivity with respect to the substrate material, further investigations were performed to gain more insight into its origin. A first step was investigating the oxygen source, if both O\(_3\) and H\(_2\)O play an active part in the growth. When changing the oxygen source to only H\(_2\)O or O\(_3\), a clear reduction of the overall growth rate was observed (Table I). A similar dependency is previously reported for when Mo(CO)\(_6\) is used as an Mo source, although at a reduced magnitude. For the Mo(CO)\(_6\) process, the effects of omitting H\(_2\)O were negligible, but a reduction in growth rate of about 75% was observed when omitting O\(_3\).

XRD analysis of the films shows a strong dependency of the crystallinity with deposition temperature (Fig. 4). Films deposited at 250 °C match well with Mo\(_3\)O\(_{25}\) (P 2/C), while the crystallinity is reduced at 275 °C, and at 300 °C, there is only one clear peak present, and this matches well with MoO\(_2\) (C 2/m, tungstonite). Mo\(_3\)O\(_{25}\) is a Magnéli phase with a structure closely related to the

---

**FIG. 2.** Growth per cycle on glass vs deposition temperature of MoO\(_2\) for the MoCl\(_4\)/O\(_2\)/H\(_2\)O system using 1000 (squares) or 5000 (circles) ALD cycles. The uncertainties are estimated from the variance in data obtained for 1000 cycles at 300 °C for three separate experiments.

**FIG. 3.** Growth per cycle of MoO\(_2\) vs number of cycles for the MoCl\(_4\)/O\(_2\)/H\(_2\)O system at 300 °C. The uncertainties are estimated from the variance in data obtained for 1000 cycles at 300 °C for three separate experiments.

**FIG. 4.** XRD diffractograms of molybdenum oxide thin films deposited at varying temperatures using 1000 cycles. Selected reflexes from Mo\(_3\)O\(_{25}\) (P 2/C, with asterisk) (Ref. 42) and MoO\(_2\) (C 2/m, tungstonite, no asterisk) (Ref. 43) are indexed for comparison.

---

**TABLE I.** Growth rate of MoO\(_2\) on glass using MoCl\(_4\) and a selection of oxygen sources at a substrate temperature of 300 °C and 1000 cycles, as measured with spectroscopic ellipsometry.

<table>
<thead>
<tr>
<th>O source</th>
<th>Growth per cycle (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>O(_3) + H(_2)O pulsed simultaneously</td>
<td>0.72</td>
</tr>
<tr>
<td>Only O(_3)</td>
<td>0.12</td>
</tr>
<tr>
<td>Only H(_2)O</td>
<td>0.10</td>
</tr>
</tbody>
</table>
more common layered α-MoO$_3$, which consists of zig-zag layers of distorted MoO$_6$ octahedra. This is similar for MoO$_3$, but this structure also includes crystallographic shear planes as described by Magnéli. The crystallographic shear planes reduce the overall oxidation state for Mo from +6 in α-MoO$_3$ to approximately +5.8 in MoO$_3$ without introducing oxygen vacancies. A previous study from our group, using the Mo(CO)$_5$ + O$_2$ + H$_2$O process, showed that the films were amorphous as deposited at 167°C, but crystallized to the metastable β-MoO$_3$ when annealed at 400°C for 8 min and as α-MoO$_3$ when annealed at 600°C for 8 min. Another very recent study on MoO$_3$ from our group identifies the crystallization process as both time and temperature dependent proving crystallization of β-MoO$_3$ at only 185°C when annealed for an extended amount of time (24 h). The formation of MoO$_3$ is further discussed later in the text.

The microstructure of thin films deposited on glass substrates was investigated with SEM and AFM (Fig. 5). The microstructure was similar for all investigated deposition temperatures (200–350°C), and the micrographs in Fig. 5 are thus representative for all the investigated samples. The topography appears rough and shows some signs of pinholes. The AFM micrograph further shows that some areas are denser with a thickness around 72 nm, but some areas again have taller grains and more pinholes. The occurrence of pinholes reduces slightly with higher deposition temperatures, but the topography remains rough. The RMS roughness is 23 nm as estimated from the AFM micrograph for a film with total thickness of 72 nm. To shed more light on the film quality, a four-point probe line resistivity measurement was performed on a 114 nm thick film deposited at 300°C. The film was insulating at room temperature, i.e., the sheet resistance was above 100 MΩ/sq.

XPS was performed on selected samples to investigate the state of molybdenum and to reveal the presence of any impurities that may be embedded in the growth process. The survey spectrum for a sample deposited at 300°C on glass is shown in Fig. 6. This shows that beside the expected peaks from oxygen and molybdenum, a large amount of sodium is also found in the films. The Cl 2p$_{3/2}$ peak, which is the peak primarily used for analysis of chlorine by XPS, is normally found around 200 eV and is absent in the spectrum below.

Two XPS scans were performed on two different spots of a sample deposited at 300°C to investigate the oxidation state of Mo (Fig. 7). For the Mo 3d$_{5/2}$ peak, the peak positions are at 236.1 and 235.4 eV for the two scans, both within the expected range for the valance +6. The same goes for the Mo 3d$_{3/2}$, where the peak positions are at 232.8 and 232.1 eV. The observed shift for both Mo 3d peaks between the two scans is less than expected if the valance indeed was different in the two spots.

A depth profile was also obtained by XPS on a MoO$_3$ film deposited on glass at 300°C, as shown in Fig. 8. It shows a relatively homogeneous distribution of sodium ions throughout the film, probably due to extended diffusion through the 2-h cooling process after the deposition. It should be kept in mind that the
argon sputtering during depth profiling can also affect the distribution of sodium throughout the film. We do observe an accumulation of sodium at the surface of the film with 6.6% Na at zero etch time.

Experiments with prolonged purging times were performed to investigate how diffusion of sodium ions affect the growth rates of the MoO$_3$ thin film. If the growth is dependent on diffusion of sodium through the film, the growth rate should be affected by the purging times, leading to increased growth for longer purges, as this allows for more time for diffusion controlled processes. The results of such an investigation is shown in Table II and support our hypothesis, although with a higher dependency on the purging times than anticipated from Fick's laws of diffusion.

### B. Area-selective growth

EDS measurements were performed on a number of samples deposited at various temperatures to quantify the selectivity of the process as a function of deposition temperature. Both growth (glass) and non-growth [Si(100)] surfaces were investigated. As no molybdenum could be detected at the Si(100) surface for deposits at 300°C or below, the selectivity is here reported as perfect selectivity, i.e., 1. For the film deposited at 350°C, the selectivity was calculated from the EDS measurements to be 0.85 for glass over Si(100). See the supplementary material for details about this calculation.

To illustrate the selectivity of the system further, a pattern was produced by lithography on a 45 μm thick LiF film made by ALD on Si(100). Thus, both growth and non-growth areas were present on the same substrate. A standard MoO$_3$ deposition was then performed on top of this patterned surface. An SEM micrograph of the resulting sample is shown in Fig. 9 where the brighter areas correspond to deposition of MoO$_3$. We found it challenging to perform good lithography on LiF due to its high solubility in water. Yet, samples with clear patterns were obtained.

To further illustrate the selectivity of the MoCl$_3$/O + (H$_2$O + O$_2$) system, EDS mapping was performed on an MoO$_3$ film deposited on patterned LiF on Si(100) (Fig. 10). Both molybdenum and fluorine are present within the desired pattern in significant amounts. Attempts to quantify the concentration of molybdenum outside this pattern result in only 0.02 at.%, whereas it revolves around 8 at.% in the pattern itself. The reported values must not be considered absolute concentrations since the EDS analysis volume penetrates through the film and into the substrate. However, they do prove a selectivity for MoO$_3$ growth of around 400 times higher growth on the LiF pattern than in the surrounding area, even with imperfect patterning.

### C. Discussion

We have here reported using the oxychloride MoCl$_3$/O for deposition of MoO$_3$ by atomic layer deposition. Equation (2) shows
FIG. 9. SEM micrograph (a, left) illustrating the selectivity of the MoO$_3$ system as deposited on LIF. The pattern is the University of Oslo’s logo (b, right). The LIF film under the lines of the logo shown in (b) was removed with lithography prior to deposition of MoO$_3$. The circle in the micrograph is the area where the EDS measurements in Fig. 10 are taken.

FIG. 10. EDS mapping of molybdenum L$_\alpha$ (a), fluorine K$_\alpha$ as a measure of LIF (b) and silicon K$_\alpha$ (c) in addition to an SEM micrograph of the surrounding area (d) of an MoO$_3$ film deposited at 300 °C on a patterned LIF substrate. The square in subfigure (d) corresponds to the area in which the EDS measurements are performed within.
the proposed reaction between \( \text{H}_2\text{O} \) and \( \text{MoCl}_3\text{O}_4 \),

\[
\text{MoCl}_3\text{O}_4(\text{g}) + 2\text{H}_2\text{O}(\text{g}) \rightarrow \text{MoO}_3(\text{s}) + 4\text{HCl}(\text{g}).
\] (2)

The calculated equilibrium constant, \( K \), of this reaction is 2.3 \( \times \) 10\(^{-3}\), 8.4 \( \times \) 10\(^{-4}\), and 3.7 \( \times \) 10\(^{-5}\) at 200, 250, and 300 °C, respectively. These large values point to a very favorable reaction, which is consistent with our observations. The equilibrium constant decreases one order of magnitude from 200 to 300 °C but still remain at a very high level. Even though \( \text{MoCl}_3\text{O}_4 \) is known to thermally and photocatalytically decompose to \( \text{MoCl}_3 \) and \( \text{Cl}_2 \), already at room temperature, we still observed \( \text{MoCl}_3\text{O}_4 \)'s distinct dark green color also after being connected to the ALD reactor in a glass bubbler with inert gas for weeks during deposition campaigns.\(^{46}\)

A possible reason why \( \text{MoCl}_3\text{O}_4 \) has not previously been explored as an ALD precursor is the failed attempts to use the tungsten analog, \( \text{WCl}_3\text{O}_4 \), to deposit \( \text{WO}_3 \). The previous attempts of using \( \text{WCl}_3\text{O}_4 \) as an ALD precursor showed no growth on \( \text{Si}(100) \), but signs of growth \( \text{WO}_3 \) was found on \( \text{Li}_2\text{O}_3 \) and \( \text{Al}_2\text{O}_3 \), which \( \text{H}_2\text{O} \) was used as the oxygen source. Likewise, we did not observe growth on \( \text{Si}(100) \), and based on our study, we would anticipate similar reaction schemes for \( \text{WCl}_3\text{O}_4 \) as we observe for our \( \text{MoCl}_3\text{O}_4 \), i.e., a selective growth on alkali-containing substrates. A difference between the \( \text{WCl}_3\text{O}_4 \) and our system is that the \( \text{WO}_3 \) films obtained on \( \text{La}_2\text{O}_3 \) and \( \text{Al}_2\text{O}_3 \) contained almost as much chlorine as tungsten. However, this may be connected with that \( \text{O}_3 \) was not used together with water in the prior study. Moreover, a very recent work studying ALE of \( \text{W} \) utilizes \( \text{WCl}_4 \) in combination with \( \text{O}_3 \) or \( \text{O}_3 \) to form volatile \( \text{WCl}_3\text{O}_4\text{WCl}_4 \) in order to etch a \( \text{W} \) surface\(^{45}\) and thus the reversed chemistry. Here, thermodynamic modeling reveals that the formation of gaseous \( \text{WCl}_3\text{O}_4 \) or \( \text{WCl}_3\text{O}_4 \) from \( \text{WCl}_3\text{O}_4 \) is favorable at \( \geq 200 \) °C.

Our study is not the first successful usage of oxochlorides as an ALD precursor. In situ generated \( \text{NbCl}_3\text{O}_4 \) has been reported to deposit \( \text{NbO}_2 \) in combination with water.\(^{47}\) This was revealed as the probable reason why \( \text{NbCl}_3 \) and water yielded \( \text{NbO}_2 \) films with large gradients along the flow direction. \( \text{NbCl}_3\text{O}_4 \) was generated from \( \text{NbCl}_3 \) being pulsed into the chamber and reacting with the already present \( \text{NbCl}_3 \) film, thus etching the film. Based on our current findings, we expect that \( \text{NbCl}_3\text{O}_4 \) would work as a precursor for deposition of \( \text{NbO}_2 \) also when used directly. A similar etching process as observed for \( \text{NbCl}_3 \) on \( \text{NbO}_2 \) has also been seen for \( \text{TaCl}_5 \) on \( \text{TaO}_2 \) but less thoroughly investigated.\(^{47}\)

The XRD investigations show that the type of crystalline phases depends on the deposition temperature, ranging from \( \text{MoO}_3\text{O}_2 \) (P 2\( \bar{1} \)c) at 250 °C to an \( \text{XRDL} \) amorphous phase at 275 °C and \( \text{MoO}_3 \) at 300 °C. The average oxidation state of Mo in \( \text{MoO}_3\text{O}_2 \) is 5.8+ ± 0.1, c.g., almost 6+. XPS studies performed on a sample deposited at 300 °C shows that 6+ is the dominant valence of Mo in that sample also. This is in contrast with XRD peaks of \( \text{MoO}_3 \) for the same sample, where the oxidation state for Mo is 4+. We therefore believe the film mainly consists of an amorphous \( \text{MoO}_3 \) matrix with embedded crystalline \( \text{MoO}_3 \) islands, when deposited at 300 °C. The fact that \( \text{MoO}_3 \) is formed only at high temperatures is consistent with how the equilibrium constant, \( K \), changes as a function of temperature for the reaction in Eq. (3),

\[
\text{MoO}_3(\text{s}) + \text{MoCl}_3\text{O}_4(\text{g}) \rightarrow \text{MoO}_3(\text{s}) + \text{MoCl}_3\text{O}_4(\text{g}) + \text{Cl}_2(\text{g}).
\] (3)

Here, \( K \) is \( 6.6 \times 10^{-3}, 9.1 \times 10^{-4}, \) and \( 7.9 \times 10^{-5} \) at 200, 250, and 300 °C, respectively, proving a two order magnitude change with temperature, suggesting why we observe \( \text{MoO}_3 \) only at high temperatures.

The growth rate of our \( \text{MoCl}_3\text{O}_4 + (\text{H}_2\text{O} + \text{O}_3) \) system showed a sudden increase from 0.13 to 0.71 Å/cycle for 1000 cycles when the deposition temperature was increased from 275 to 300 °C. Such a high thermal sensitivity of the growth rate point at a thermally activated process, such as solid-state diffusion, where exponential dependency of diffusion rate with temperature is expected.

An unusual trait of this ALD process is that the growth rate per cycle is not constant as a function of number of cycles, i.e., on the thickness of the deposited film. The growth rate slows down when the number of cycles is increased and the film becomes thicker. This means that we do not enter a typical steady-state ALD situation where the entire surface is saturated and the material deposits on itself, but rather a situation where a longer distance to the interface of the substrate limits the growth.

Studies of growth rates versus purge lengths and a nonlinear relationship between the thickness of the deposited film and number of ALD cycles suggest that the growth is limited by diffusion of \( \text{Li}^+ / \text{Na}^+ \) ions through the film and that the presence of alkali ions is essential for film growth. The fact that soda-lime glass facilitates growth, but silica does not, also supports this. The XPS depth profile of film deposited on glass does show sodium throughout the entire film, proving that diffusion of sodium has taken place. Since \( \text{Na}_2\text{CO}_3 \), \( \text{Li}_2\text{PO}_3 \), and \( \text{Li}_2\text{SiO}_3 \) coated substrates did not induce film growth, the alkali ion cannot be in any arbitrary matrix. The \( \text{Na}_2\text{CO}_3 \), \( \text{Li}_2\text{PO}_3 \), and \( \text{Li}_2\text{SiO}_3 \) were all expected to be terminated by a thin carbonate layer on its surface. A possible denominator is if these carbonate layers themselves lack the feature to initiate \( \text{MoCl}_3\text{O}_4 + (\text{O}_3 + \text{H}_2\text{O}) \) growth. A more thorough understanding of the growth mechanisms will be a topic for more focused studies.

Also, the SEM micrographs of our thin films deposited on glass and LiF show a grainier appearance and do not cover the surface in an optimal manner when grown on LiF. This suggests that the nucleation may be more favorable on glass than LiF, despite the near equal measured growth rate.

The selectivity of our system is near perfect for glass over Si (100) with a native oxide layer. This is to the best of our knowledge also the first report of selective area atomic layer deposition of any molybdenum containing compound. Moreover, it is indeed extreme that the selectivity retained even for as much as 1000 cycles. It is rare that a system exhibits selectivity over so many cycles, as 250 cycles is typically reported as the maximum number of cycles before extra measures, such as etching steps, are required.\(^{27}\)

Taking the extreme selectivity into account, this work has thoroughly studied the possible \( \text{MoO}_3 \) growth on Si(100). As all data from EDS, SEM, and XPS point to the same conclusion, that \( \text{MoO}_3 \) does not grow on Si(100) using \( \text{MoCl}_3\text{O}_4 + (\text{O}_3 + \text{H}_2\text{O}) \) at temperatures of 300 °C or less, we have confidence in that the system indeed is perfectly selective within this temperature range.
IV. SUMMARY AND CONCLUSIONS

We have reported on the use of the novel precursor MoCl₄O for deposition of various molybdenum oxides with ALD using deposition temperatures between 200 and 350 °C. The highest growth rate was 0.72 Å/cycle when deposited on soda-lime glass at 300 °C. The MoCl₄O + (H₂O + O₂) process is clearly dependent on the chemistry of the substrate. It shows highly area-selective growth when deposited on substrates containing available lithium or sodium, only growing on glass and LiF and not on Li₃PO₄, CaCO₃, Na₂CO₃, Si(100) with a native oxide layer, or silica. Moreover, the system is perfectly selective as measured by EDS for glass over Si (100) with a native oxide layer in the temperature range of 200–300 °C. XPS analysis showed a large presence of sodium in the film deposited on glass and likewise lithium in the film deposited on LiF. This presence of mobile Li⁺/Na⁺ is most likely the key feature of the nucleation and growth and opens for deposition of patterned structures of molybdenum oxides.
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1. Thicknesses before and after MoOₓ deposition at 300 °C

Film thicknesses as measured with spectroscopic ellipsometry before and after a standard deposition at 300 °C are listed in Table I.

Table I. Thicknesses of films before and after deposition of MoOₓ at 300 °C, using 1000 cycles.

<table>
<thead>
<tr>
<th>Substrate</th>
<th>Film thickness before deposition (nm)</th>
<th>Film thickness after deposition (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glass</td>
<td>-</td>
<td>72.3</td>
</tr>
<tr>
<td>LiF</td>
<td>45.5</td>
<td>114.2</td>
</tr>
<tr>
<td>Si(100)</td>
<td>2.3 (native oxide layer)</td>
<td>3.0</td>
</tr>
<tr>
<td>CaCO₃</td>
<td>52.2</td>
<td>54.0</td>
</tr>
<tr>
<td>Na₂CO₃</td>
<td>73.4</td>
<td>72.1</td>
</tr>
<tr>
<td>Li₃PO₃</td>
<td>88.6</td>
<td>90.1</td>
</tr>
<tr>
<td>Silica</td>
<td>-</td>
<td>Not able to measure any film</td>
</tr>
</tbody>
</table>
2. Measured at.% from EDS used for selectivity calculations

The measured amounts of Mo and Si on glass and Si(100) by EDS with the measured fraction covered by nuclei, θ, for films deposited at 350 °C using 1000 cycles, Table II. Both glass substrate and the Si(100) substrates are from the same ALD-run.

<table>
<thead>
<tr>
<th></th>
<th>On glass, surface 1, desired growth area</th>
<th>On Si(100), surface 2, undesired growth area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured amount of Mo by EDS (at. %)</td>
<td>8.5</td>
<td>1.2</td>
</tr>
<tr>
<td>Measured amount of Si by EDS (at. %)</td>
<td>26.7</td>
<td>46.2</td>
</tr>
<tr>
<td>θ</td>
<td>0.317</td>
<td>0.026</td>
</tr>
</tbody>
</table>

Table II. Amounts of Mo and Si measured on desired and undesired growth area used to calculate the selectivity at 350 °C for 1000 cycles.

3. Modelling of thickness vs number of cycles

We have attempted two approaches based on Fick’s laws of diffusion to model the film thickness as function of number of cycles. We assume that the growth is proportional to the amount of activation agent at the surface, here Li or Na. The absolute values of the constants fitted has not been the main objective, but rather the overall shape of the curved.

The first assumes a constant concentration of activation agent at source, here the substrate surface, where the concentration at given distance, x, and time, t, can be expressed by:

\[
n(x, t) = n_0erfc \left( \frac{x}{\sqrt{D}t} \right)
\]

(1)
where \( n \) is the concentration, \( n_0 \) is the concentration at the interface between the glass substrate and the film, \( \text{erfc} \) is the complementary error function, \( x \) is the distance from the glass/film interface i.e. film thickness, \( D \) is the diffusivity constant and \( t \) is the time in number of cycles.

The second approach assumes a finite amount of activation agent at source. The concentration at a given distance, \( x \), and time, \( t \), can be expressed by:

\[
n(x, t) = \frac{N}{\sqrt{4\pi Dt}} e^{-x^2/(4Dt)}
\]  

(2)

where \( N \) is the amount of activation agent at source at \( x=0 \) and the other factors are the same as for Equation 1. Figure 1 shows the modelled values for the thickness as a function of number of cycles using either Equation 1 (blue) or Equation 2 (grey) in comparison to the real measured data (orange dots). Equation 2 provides the best fit, however, the experimental variation is larger than the difference between the two models, and hence no significant conclusion can be drawn.

**Figure 1.** Modelled values for thickness as a function of number of cycles using a constant source approach (blue) and thin film slab approach (grey). The actual measured values are shown in orange.
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ABSTRACT

Atomic layer deposition (ALD) is evolving beyond binary compounds to complex oxides and doped structures, taking advantage of the nanometer precision ALD provides. In practice, the development of complex ALD-processes usually means performing many ALD-runs, as success at first attempt is unlikely. One factor at a time methods, where only one factor is altered and the rest are kept constant, are most often chosen due to their intuitive communication of control. However, they do have several drawbacks, being slow, neglecting secondary effects, and are usually not randomized—meaning that errors that arise over time can easily be overlooked. We here dig into our statistical toolbox and show how design of experiments (DoE) can be used to efficiently develop an ALD-process to deposit crystalline, luminescent CaMoO₄—a proposed material for optoelectronic applications, like light emitting diodes or as a host for solar down-converters. Using DoE enables screening for a wider range of deposition temperatures, pulsed composition, and annealing parameters, by only performing nine ALD-runs in our case. We moreover look into how these parameters affect crystallinity, composition, and the photoluminescence properties and use DoE to show which factors have the greatest effects on these properties. The work also lays out the basic theory of the DoE-field and how to implement DoE in developing ALD-processes, in general, to ease the usage of DoE for the ALD-community.

Published under license by AVS. https://doi.org/10.1116/6.0000327

I. INTRODUCTION

Complex oxides are gaining importance in numerous fields from luminescence, catalysis, and enabling oxide based electronics. However, synthesis of such materials adds a level of complexity. This is particularly true for deposition by atomic layer deposition (ALD), where there is not necessarily a direct correlation between the pulsed and deposited compositions. Also, optimizing the deposition temperature can be challenging. The ideal starting scenario, if the aim is to develop a novel ternary ALD-process, is that their binary processes have overlapping temperature ranges where they exhibit ALD-growth (ALD-windows). This is not a strict criterion, however, as ALD-windows do change when binary systems are used in combination for ternary or even quaternary processes.

Traditionally, new complex ALD processes have been developed using one factor at a time (OFAT) methods. This means that, for example, the deposition temperature has been altered stepwise, while the other parameters, for example, the pulsing ratio between the components, pulsing and purging times, etc., have been kept constant. Thus, OFAT approaches require a large number of experiments, as the various factors are probed sequentially. In addition, interaction effects may be overlooked, such as how the required pulsing times vary with the deposition temperature. Moreover, OFAT processes are not intrinsically randomized and do, therefore, not reveal errors that arise over time, like developing leaks or clogs. The well-trained experimentalist should of course know that the experiments should be randomized, but we often see that this is not the case in practice, particularly for exploratory experiments where the boundaries are not known in advance, such as temperature range, times, etc.

The weaknesses of OFAT methods can be overcome by performing screening and optimizing using a design of experiments (DoE) framework. DoE applies statistics not only when analyzing the measured data but also to set up the experiments themselves. By changing several factors at a time in a pre-determined and
randomized order, a maximum amount of information is retrieved from a given number of experiments. Since the order of the experiments is randomized, the residuals, namely, the difference between the obtained and predicted value, can be plotted as a function of time to reveal errors that arise over time.

The concept of DoE was first proposed in 1935. Today, Plackett-Burman designs are widely used as screening designs for processes with many factors, whereas various response surface methodologies (RSMs) such as central composite designs (CCDs) are used for optimizations. When using RSM, the existence of a response surface modeled with polynomials with at least two variables is postulated. A measured response for an ALD-system could, for example, be the growth per cycle (GPC). The variables used to model the response surface are termed input or predictor variables. The input variables represent the variables that can be changed between the experiments, such as the deposition temperature or pulse length in an ALD-experiment.

Considering what powerful and relatively easy to use tool DoE is, the extent it is being used in materials science today is surprisingly limited. This is probably related to the fact that it requires some additional knowledge of statics beyond the basics. It also comes with the psychological barrier of giving a computer program the power of deciding your experiments. A program that on overall feels a bit like the black box we researchers typically do not like to relate to. However, in reality, it is still researcher’s job to decide on the investigated experimental region and the data density and distribution within it, even when DoE is used. In fact, DoE forces the researcher to plan carefully in advance of performing the experimental series, which reduces the risk of failed experiments and, thus, time and resources.

DoE has been used in the development of electrospinning processes, chemical vapor deposition of carbon nano-tubes, and very recently in a work using synthesis of oleylamine-capped gold nanoparticles as a case study of how DoE can be implemented in nanoparticle synthesis. However, using the DoE methodology is definitely the exception rather than the rule. There are a few examples of DoE being used in the ALD-community. Two factorial central composite designs have been used to map how the film thickness and annealing time of both amorphous TiO	extsubscript{x} (Ref. 14) and ZnO (Ref. 15) affect the optical properties. Moreover, DoE has been used to optimize the sheet resistance of TiN films deposited by plasma enhanced ALD using a full factorial DoE-experiment. The input variables used were the plasma power, the pulse time, and the flows of N	extsubscript{2} and H	extsubscript{2}.

We here show how DoE more specifically a CCD-optimization, can be used to develop an ALD-process for the deposition of the ternary oxide CaMoO	extsubscript{3} and guide how similar ALD-challenges can be overcome by clever usage of DoE. CaMoO	extsubscript{3} shows interesting optical properties similar to other molybdates and tungstates with the tetragonal Scheelite-structure is proposed as a host material for down-conversion thin films for solar cells. CaMoO	extsubscript{3} absorbs UV-light well but is transparent for lower energy photons, while it is easily doped with various lanthanides, making this material a suitable host for down-converting thin films (see the supplementary material) for UV-VIS specter of CaMoO	extsubscript{3}. An important aspect with CaMoO	extsubscript{3} and other Scheelites is that their intercalation charge transfer states (IVCTs) are high as compared to, for example, vanadates, tungstates, or niobates. This is important for the proposed use as a host for down-conversion thin films since it makes it less likely that the host material itself will induce quenching of the excited lanthanides dopants through the IVCT state. However, present synthesis routes do not facilitate making sufficiently high-quality CaMoO	extsubscript{3} thin films, especially for further doping of the host matrix. ALD is an ideal method for such tasks and making CaMoO	extsubscript{3} by ALD should be possible by combining known processes for the deposition of CaO (Ref. 28) and MoO	extsubscript{3}. Another argument for why ALD is particularly useful is that it enables control of where the lanthanide dopants are placed in the host matrix, which, in turn, affect the energy transfer and thus luminescence properties, if indeed used as a down-converter on a later stage.

28 shows that Ca(thd)	extsubscript{2} (thd = 2,2,6,6-tetramethyl-3,5-heptanedione) + O	extsubscript{3} process yields CaO when deposited at 350 °C, but CaCO	extsubscript{3} at 250 °C, also without a CO	extsubscript{2} pulse. In general, β-diketonates, such as Ca(thd)	extsubscript{2}, are well suited as ALD-precurors, especially at higher deposition temperatures or in combination with O	extsubscript{3}. Ca(thd)	extsubscript{2} has also been used to deposit La	extsubscript{1−x}Ca	extsubscript{x}MnO	extsubscript{3}.

The Mo-precursor used, namely, MoCl	extsubscript{3}, is much less investigated as an ALD-precursor. The availability of Mo-precursors that both are able to sustain temperatures above 195 °C [adequate sublimation of Ca(thd)	extsubscript{2}] and work with conventional thermal ALD is very limited. In fact, the only other known option is (NbO)	extsubscript{2}(NMe	extsubscript{2})	extsubscript{3}Mo	extsuperscript{3+} but requires heating and inert handling. MoCl	extsubscript{3} was chosen based on our recent experience with its sufficient vapor pressure at room temperature and use as a precursor to form MoO	extsubscript{3} although in a selective area process.

Here, the pulse ratio between Ca(thd)	extsubscript{2} and MoCl	extsubscript{3}, the deposition temperature, the annealing temperature, and annealing time are used as input variables, and the composition measured by energy-dispersive x-ray spectroscopy (EDS), a Pawley-refined x-ray diffraction (XRD) signal of CaMoO	extsubscript{3}, and photoluminescence (PL) intensity are used as modeled response variables. Through such an analysis, we find that luminescent CaMoO	extsubscript{3} thin films can be deposited by ALD at 350 °C using 29 pulses % of Mo precursor versus Ca precursor and that longer annealing times increase the PL signal. We further comment on how this approach can be transferred to future mapping of complex compounds by ALD.

II. EXPERIMENT

Prior to performing the CCD-experiment, a few initial trials were performed to test if the combination of the binary processes could yield CaMoO	extsubscript{3} and to give hints on the span of the input parameters. In general, to start a DoE set without some initial information is not recommended, especially when optimizations are used, as they require a process that is already somewhat established. DoE is not a quick fix for not knowing your chemistry but a tool to tune your process. The initial trials revealed a few points that helped to provide the starting point for the CCD-series:

(i) Using a pulsing ratio of 1:1 with [MoCl	extsubscript{3} + (H	extsubscript{2}O + O	extsubscript{3})] versus [Ca(thd)	extsubscript{2} + O	extsubscript{3}], hereafter termed 1:1 of Mo:Ca, and depositing at 300 °C gave a huge surplus of molybdenum [about 80% Mo as measured by x-ray fluorescence (XRF)].
(ii) Pulsing 1:1 of Mo:Ca did not give any XRD-peaks of CaMoO₄.
(iii) Annealing at 1000 °C for 1 h gave rise to unwanted Si-Mo phases.
(iv) Although pulsing 1:2 or 1:3 of Mo:Ca gave a small surplus of calcium when deposited at 300 °C, it showed signs of CaMoO₄ in the diffractograms.

The last point in the list above attached weight to the fact that the MoCl₅O + (H₂O + O₂) and Cat(thd)₂ + O₂ processes indeed could be combined to form CaMoO₄.

The thin films were deposited by ALD using a F-120 Sat reactor (ASM Microchemistry). Si(100) wafers with a 2 nm thick native oxide layer were used as substrates. The deposition temperature was an input variable in the experiment and ranged from 300 to 400 °C. We hoped that increasing the deposition temperature to 400 °C would aid crystallization during deposition. N₂ from gas cylinders (Praxair, 99.999%), passing through a Mykrolis purifier, was used as a purging gas with a flow rate of 300 cm³ min⁻¹. A background pressure was maintained at 2.7 mbar. The depositions were carried out using the β-diketonate chelate Cat(thd)₂ (Strem, 97%) as the Ca-source, MoCl₅O (Sigma-Aldrich, 97%) as the Mo-source, O₂ as an O-source after the Cat(thd)₂ pulse, and distilled H₂O and O₂ pulsed simultaneously as the O-source after the MoCl₅O pulse. O₂ was supplied from a In USA ozone generator (AC-2505), which delivers mass 15% O₂ in O₂, using O₂ from a gas cylinder (Praxair, 99.8%). Pulsing and purging times for the various precursors were chosen based on prior experience with deposition of MoO₃ (Ref. 29) and CaCO₃ (Ref. 28) on the same reactor and are given in Table I.

In this work, a face-centered CCD with four input variables (deposition temperature, pulsed % of Mo, annealing time, and annealing temperature) is used. Such a design with three input variables is visualized in Fig. 1. The star points are placed on the surfaces of the interaction cube where each direction represents the level of an input variable. The input variables are coded within this cube to range between −1 and 1, in order to be dimensionless and directly comparable with each other. For example, if the deposition temperature is varied between 200 and 300 °C, −1 is 200 °C, 0 is 250 °C, and 1 is 300 °C. The star points are placed a distance α from the center. The value of α should be chosen with care. It is typically settled after defining the factorial points, which define the range and also the center point. Note that 1 < α generates experiments outside the range of the factorial points. A small α gives a larger data density close to the center point. This is beneficial when convinced that the optimum is near the center. On the other hand, the explored region will be smaller and the data density in the periphery be poor when α is small. A face centered design (α = 1) as utilized here will not generate experiments outside the predefined ranges of the input variables. Moreover, batching is easier for face centered designs. The default value of α is usually √2, however, this may lead to experiments where α carry no physical meaning, like having a negative anneal time. The interested reader is referred to Ref. 32 for further information about CCD, where chapter 12 provides an excellent introduction to response surface methodology (RSM).

The pulsed composition of MoCl₅O + (O₂ + H₂O) relative to the total number of cation cycles was kept between 25% and 33%, as these compositions both showed signs of CaMoO₄ in the diffractograms. It is further referred to as pulsed % Mo. 29 pulsed % Mo was approximated with 5 cycles of MoCl₅O + (O₂ + H₂O) to 12 cycles of Cat(thd)₂ + O₂ with a pulsing sequence of Mo–Ca–Ca–Mo–Ca–Ca–Ca–Mo–Ca–Ca–Mo–Ca–Ca–Ca. The pulsed % Mo was also an input variable and varied according to the CCD setup. Some of the resulting films were annealed for improved crystallization and luminescence of CaMoO₄. The annealing time was either 15 or 30 min, and the annealing temperature was varied between 415 and 800 °C, both being input variables in the CCD setup. We chose 425 °C as the minimum annealing temperature, to span from just above the deposition temperature, and 800 °C as the maximum temperature, since it was significantly below 1000 °C, which led to formation of molybdenum.
TABLE II. Overview of input variables with their ranges used in the experimental design.

<table>
<thead>
<tr>
<th>Input variable</th>
<th>Minimum (coded -1)</th>
<th>Maximum (coded 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deposition temperature (°C)</td>
<td>300</td>
<td>400</td>
</tr>
<tr>
<td>Pulsed % of Mo</td>
<td>25</td>
<td>33</td>
</tr>
<tr>
<td>Anneal temperature (°C)</td>
<td>425</td>
<td>800</td>
</tr>
<tr>
<td>Anneal time (min)</td>
<td>0</td>
<td>30</td>
</tr>
</tbody>
</table>

Silicates in the initial studies. A MTI—UL Standard Compact RTP furnace utilizing halogen lamps was used for annealing. The samples were cooled rapidly after annealing. To save time and resources, the syntheses were performed in batches, as described in Table II of the supplementary material. The setup of the experiments and statistical analysis were done using the MINTAB19 software with a face-centered central composite design. Table II gives an overview of the input variables used in the experimental design and their ranges. The full experimental setup as derived from MINTAB19 is given in Table I in the supplementary material.

The selection of response variable(s) to study and how these should be characterized and digitized must be carefully considered prior to starting the investigations. It is all about what material and which properties are desired. If a clear goal is not defined, optimizing a process is futile. Two types of data can be analyzed with MINTAB19: both qualitative data (yes/no) and quantitative data. For the further quantitative statistical analysis, it is vital to have data that convey actual physical, comparable information.

To retrieve structural, compositional, and photoluminescence data of the samples, which were the three responses we desired to study, XRD, EDS, and PL analyses were done on the full set of samples. XRD was performed to investigate the structure of the obtained samples, using a Bruker D8 Discovery Diffractometer, with CuKα radiation and a Ge(111) monochromator in a traditional Bragg-Brentano setup. In order to quantify the XRD data in a manner more suitable for MINTAB19, Pawley refinements were performed. In this manner, potential overlapping peaks from undesired phases were accounted for. In opposition to Rietveld refinements, Pawley refinements can fit diffraction patterns showing oriented growth, which may occur for ALD-deposited films. The refinements were done using TOPAS, and the data were fitted to COD No. 9099632. Integrated intensities for (011), (112), (013), and (004) peaks were retrieved and summed, prior to loading these data into MINTAB19 for further statistical analysis. EDS was performed using a HITACHI TM3000 scanning electron microscope equipped with a Quantax70 EDS unit. An acquisition time of 1 min was used. Prior to loading the data into MINTAB for further analysis, the content of Ca versus Mo in the samples was calculated. A higher value than 1.0 here, therefore, indicates a calcium surplus. The average of three measurements from different spots was used. The PL measurements were performed using a USB2000+ modular spectrometer from Ocean Optics with a 280 nm diode as the excitation source. Scans were done in one shot to make the data comparable. For the CDD analysis of the PL data, the integral between 450 and 850 nm is used. Selected samples were also studied with atomic force microscopy (AFM) to get a measure of the roughness and topography. A Park Systems XE-70 AFM with a CONTEC tip in a contact mode was used for this, and Gwyddion software was used to process the AFM micrographs. The film thicknesses and, thus, the GPC was measured by spectroscopic ellipsometry (SE) using a J. A. Woollam α-SE spectroscopic ellipsometer. The data were modeled with a Cauchy-function using the COMPLEET software package. XRF was performed to probe for chlorine impurities stemming from the MoCl₅O-precursor and to verify the EDS-results, as XRF is considered more accurate but have stricter requirements on sample size, thus limiting our possibility to perform such analysis on the full set of samples. XRF was performed with a PANalytical Axios max spectrometer equipped with OMNIA and STRATOS softwares, and Omnimian standards.

III. RESULTS AND DISCUSSION

A. Optimizing with design of experiments

All the experiments were carried out successfully as listed in Tables I-III in the supplementary material and fitted to a response surface using MINTAB19. There were, however, gradients normal to the flow direction in the chamber for all the experiments yielding CaMoO₄. The films around 2 cm from the center of the reaction chamber were typically 50% thinner. Only samples that were centered in the reaction chamber were used for the further analysis and annealing experiments. The residuals for the various responses versus these response surfaces as a function of experiment order are given in Fig. 1 in the supplementary material. As the goal of this work was to identify an ALD-route to obtain crystalline, luminescent CaMoO₄ thin films, MINTAB19 was used to optimize the process for two different cases.

1. (1) Maximize the XRD and PL signals and keep Ca:Mo closest possible to 1:1.
2. (2) Only maximize the PL signal.

The results of these calculations are given in Table III.

Pareto charts are typically shown when presenting DoE results, as they give an easy visualization of the effects of the various input factors, here given in Fig. 2. Statistically valid effects within our desired confidence interval (95%) have values higher than 2.086 as given with the red dotted lines. For the crystallinity, the statistical analysis leaves no clear conclusions, as no terms have a statistically valid effect. That being said, the secondary effect between deposition temperature and annealing time, followed by

<table>
<thead>
<tr>
<th>Process parameters</th>
<th>Optimized for case (i)</th>
<th>Optimized for case (ii)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deposition temperature (°C)</td>
<td>340</td>
<td>349</td>
</tr>
<tr>
<td>Pulsed % Mo</td>
<td>30</td>
<td>29</td>
</tr>
<tr>
<td>Annealing temperature (°C)</td>
<td>686</td>
<td>626</td>
</tr>
<tr>
<td>Annealing time (min)</td>
<td>30</td>
<td>30</td>
</tr>
</tbody>
</table>
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these two factors alone, are the parameters closest to being significant. Surprisingly, the least significant effect is the annealing temperature, which seem to have a very limited effect on the crystallinity. This will be a topic in the discussions later. The only terms that show significance for the composition are the deposition temperature and the secondary effect between this and the pulsed percentage of Mo. The deposition temperature of any ALD process will, in turn, affect the packing density of the various precursors, both how many precursors that are available on the surface and their positions, which, in turn, affect how likely it is for CaMoO₄ to be deposited. Annealing, especially the annealing temperature, has a very limited effect on the composition, as expected. In like manner as with the crystallinity, no factors are statistically significant for the PL signal. However, the response is much higher for the annealing time than any of the other parameters.

Main effect plots, giving the average of all the measured responses for each level of the input variables, are also typically shown when presenting DoE data. In this case, the main effect plots in Fig. 3, to a large extent paint the same picture as the optimization calculations in Table III for the ALD-deposition parameters. Both the PL and XRD signal maximize at the middle value for the pulsed % Mo (29%). Moreover, the EDS response is closest to 1 for this sample. Pulsing slightly
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**Fig. 2.** Pareto charts showing the direct and secondary standardized effects of the input variables on the three responses. The dotted line at 2.086 denotes if the effects are indeed statistically significant or not. Standardized effects are unites quantities.

**Fig. 3.** Main effect plots showing mean values of all the measured responses for the various levels of the coded (-1 to 1) input parameters. The middle of each x axis represents coded value 0 for each input variable.
higher or lower content of Mo is according to this giving Ca-dominated thin films, more on this aspect in the discussions. For the deposition temperature, 350 °C seems to be a good compromise giving close to the correct stoichiometry, a high XRD-response and high PL-response.

Moreover, Fig. 3 shed light over the chosen annealing parameters. The composition seems nearly unaffected by annealing. The effect of annealing on the crystallinity is as seen in the Pareto charts also very limited, besides a slight decrease in XRD signal for the longer annealing times. Surprisingly, the PL values are higher for the samples that are not annealed than for the samples annealed for 15 min. We do, however, see the maximum PL values for samples that are annealed for 30 min. This suggests an ongoing crystallographic reorganization of the film where an intermediate microstructure is unfavorable for PL. The maximum mean PL values are found for an annealing temperature of 612.5 °C. All in all, the means of these experiments suggest that depositing at 350 °C with 29% or 33% of Mo, annealing at 612.5 °C for at least 30 min is a viable route to obtain crystalline, luminescent CaMoO₄ thin films by ALD.

B. Thin film growth and characterization

Figure 4 shows the growth rate per cycle (GPC) as a function of deposition temperature for three different pulsed % of Mo. Pulsing 25% or 33% of Mo have similar temperature dependencies on the GPCs with decreasing values from 300 to 350 °C before flattening out between 350 and 400 °C. For 29% pulsed % Mo, the GPC is increasing as a function of temperature between 300 and 400 °C. The GPC is 0.49 Å/cycle at 300 °C but is more than tripled at 400 °C where it is 1.75 Å/cycle. The differences in temperature dependencies of the growth rates for the various pulsed compositions are probably related to which materials and phases are formed for each temperature. The samples found calcium-rich by EDS also had peaks from aragonite and calcite in their diffractograms. As the mean value plots of the EDS measurements in Fig. 3 suggest that samples deposited with both 25 and 33% pulsed % Mo are more calcium rich than the ones deposited with 29% pulsed % Mo. This indicates that the GPC of CaMoO₄ is increasing as a function of temperature for this system, whereas deposition of CaO₃ shows the opposite tendency.

Figure 5 compares the XRD diffractograms obtained for films deposited by 29% pulsed Mo at various deposition temperatures. At 300 °C peaks from CaMoO₄, the 113-peak from calcite and a broad possible 104-peak from CaMoO₄ are found. At 350 °C, the CaMoO₄ peaks vanish but a sharp 104-calcite peak arise. Note that this 104-calcite peak is not seen for the samples deposited at 350 °C using 29% pulsed % Mo, that are also annealed, not consistent with an unaffected stoichiometry with annealing. At 400 °C, only peaks from CaMoO₄ are found. This is supported by the PL raw data given in Table 1 in the supplementary material, as the sample deposited at 400 °C using 29% pulsed Mo is the most luminescent as deposited. It is, though, less luminescent than the samples deposited at 350 °C and annealed for 30 min.

Although the growth rate showed different temperature dependencies, there were several general trends for growth of these thin films, one being that the crystallite sizes ranged between 30 and 40 nm for the samples containing crystalline CaMoO₄ with a film thickness of ca. 120 nm. As many of the samples were similar with respect to both topography, photoluminescence, and crystallinity, PL, XRD, SEM, and AFM data for a selected sample are compiled in Fig. 6. The selected sample was deposited at 350 °C using 29% pulsed % Mo and was annealed at 612.5 °C for 15 min. It, thus,
FIG. 6. SEM micrograph (a), AFM micrograph (b), PL spectrum (c), and XRD diffractogram (d) of a sample deposited at 350 °C using 29 pulsed % of Mo and annealed for 15 min at 912.5 °C. The film thickness was measured to be 114.4 nm by spectroscopic ellipsometry.

represents the center point of our imaginary interaction space in the CCD setup.

AFM was used to measure the roughness and topography of selected samples. The roughnesses together with relevant sample information are listed in Table IV. It reveals RMS roughnesses range between 8.9 and 20.0 nm for samples deposited at 350°C using 29 pulsed % Mo. Annealing does not seem to affect the roughness significantly, but the two samples with the lowest roughness are the ones annealed longest or at the highest temperature. Compared with the crystallite sizes retrieved from Pawley refinements, the RMS roughness is about half of the estimated crystallite size.

XRF analysis was performed on selected samples. Table V shows XRF data for a sample deposited at 350°C using 29 pulsed % Mo. The measurement was performed prior to annealing. The chlorine content was below 1.5% in all measured samples. The XRF measurements all show a similar over-stoichiometry in the range for Mo, contrary to the EDS measurements.

<table>
<thead>
<tr>
<th>Film thickness (nm)</th>
<th>RMS roughness (nm)</th>
<th>Anneal time (min)</th>
<th>Anneal temperature (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>121.8</td>
<td>18.0</td>
<td>0</td>
<td>–</td>
</tr>
<tr>
<td>124.2</td>
<td>20.0</td>
<td>15</td>
<td>425</td>
</tr>
<tr>
<td>129.3</td>
<td>8.9</td>
<td>15</td>
<td>800</td>
</tr>
<tr>
<td>114.4</td>
<td>16.0</td>
<td>15</td>
<td>612.5</td>
</tr>
<tr>
<td>135.3</td>
<td>14.3</td>
<td>30</td>
<td>612.5</td>
</tr>
</tbody>
</table>

**TABLE V.** Mol. % of Mo, Ca, and Cl for a CaMoO₄ sample deposited at 350 °C using 29 pulsed % of Mo vs Ca measured by XRF prior to annealing.

<table>
<thead>
<tr>
<th>Element</th>
<th>Mol. %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mo</td>
<td>54.1</td>
</tr>
<tr>
<td>Ca</td>
<td>45.2</td>
</tr>
<tr>
<td>Cl</td>
<td>0.7</td>
</tr>
</tbody>
</table>
C. Discussion

Performing this CCD-experiment enabled us to find a synthesis route to fabricate photoluminescent, crystalline CaMoO₄ thin films by ALD—which was the main target of this work. Based on a few initial tests, we investigated a fairly narrow range in pulsed composition but a wider range of deposition temperatures and annealing conditions. An alternative approach to CCD could have been to perform an initial screening design, such as a wide range two-level Plackett–Burman design, especially of pulsed composition. In practice, this would have led to not performing the most successful experiments here, and may not have increased the knowledge of the system significantly. The initial tests proved to be a sufficient starting ground for this CCD-optimization, although the methodology was originally developed for a much simpler system where competitive products do not form to the same degree. Taking into account that the center point of the CCD-setup was replicated six times and that a few experiments had no annealing and, thus, were similar, a total of 21 different combinations of the four input factors have been tried. This was done using only nine ALD-runs and annealing in six batches. A significantly larger set of samples and experiments would have been required using the OFAT approach. More importantly, OFAT will in general not lead to the optimum condition if there is a correlation between the input parameters, meaning that the optimum condition may not have been found at all if we had used OFAT here. We estimate that the number of ALD-runs would easily exceed 20 for a process like this to be developed without DoE.

29 pulsed % Mo was the pulsed composition that yielded the most luminescent films and also the highest XRD-signal. Moreover, the temperature dependency was different for this pulsed composition than 25 or 33 pulsed % Mo, where 29 pulsed % Mo increase with temperature and the others decrease. This dependency with GPC, in combination with the gradients along the sides of the reaction chamber, suggests that the process is very sensitive toward the pulsed composition. We believe that the deposited composition is different on the sides of the reaction chamber due to fluid dynamics. The fact that the pulsing sequence for 29 pulsed % Mo actually consists of two Mo–Ca–Ca–Ca (= 25 pulsed % Mo) and three Mo–Ca–Ca (= 33 pulsed % Mo) units underlines this sensitivity further. We are surprised of this extreme sensitivity toward the pulsing composition, providing excess Ca on both sides of 29 pulsed % Mo. However, the randomized sequence of depositions moreover support that this extreme sensitivity toward pulsed composition is indeed a real effect. We expect that deviations from ideal composition will lead to formation of the slower growing CaCO₃, and that we grow CaMoO₄ in the center of the reaction chamber but more CaCO₃ to the sides. The GPC of CaCO₃ using Ca(thd)₂ and O₂ is reported as 0.45 Å/cycle at 300 °C and decreases to around 0.40 Å/ cycle at 400 °C. This decrease is less than what we see in the present dataset but may account for some of it.

We have recently reported the MoCl₅O + (H₂O + O₂) process which grows selectively on LiF and conventional glass substrates but show no signs of growth on CaCO₃ and Si(100) substrates among others. The Mo₂O₃ films deposited on LiF and glass had significant concentrations of Li⁺ and Na⁺, respectively, and we, therefore, believe that the growth of these films is limited by diffusion from the substrates. In the current work, calcium seems to also play a role since a high content of Mo was indeed possible, even though prior experiments has shown that a significant deposition of MoO₃ was not possible on CaCO₃. This may be one piece to the puzzle for explaining the high sensitivity for growth with the pulsed composition we observe in this work. Any deviations from an ideal composition may lead to etching through formation of volatile molybdenum oxochlorides.²⁷

There is an obvious discrepancy between the composition measured by XRF and EDS. The EDS measurements suggest a significant over-stoichiometry of Ca for most samples. Re-measuring a sample that by EDS is measured to have 66% Ca versus (Mo + Ca) gives around 45% Ca by XRF. The XRF results are closer to the desired one to one stoichiometry between Ca and Mo. One difference between those measurement methods is the size of the volume being measured, where XRF measures the entire volume of the mounted sample and EDS is measuring a much more limited interaction volume. In general, XRF is regarded to have a significantly higher precision²⁸ and we, therefore, believe that the over-stoichiometry of Ca may be less pronounced than suggested from the EDS data. The quantification of the EDS data may also suffer from the fact that the largest signal came from the Si-substrate since the electron penetration depth was longer than the film thickness.

The effect of annealing time on the crystallinity and photoluminescence was somewhat surprising, as annealing for 15 min yielded less luminescent films than not annealing at all or annealing for 30 min. Furthermore, the films became less XRD-crystalline with longer annealing times. This may be due to clustering of defects in the films or decomposition of the films leading to formation of CaCO₃ and reactions between Mo and the Si-substrate to form Mo-Si phases such as Mo₅Si₂.²⁹

In general, the literature shows a huge divergence in annealing conditions for synthesis of CaMoO₄ ranging from heating the samples at 900 °C for 2 h²⁶ to 200 °C for 2 h.²⁷ The latter work also found that heating at 600 °C for 10 min is giving less luminescent films than heating at 200 °C for 2 h, which is contradicting our findings where 612.5 °C provides highly luminescent films. This divergence in published literature is yet another reason why CCD has been very useful here, as it allows for trying many combinations of annealing times and temperatures with few experiments.

The origin of the green luminescence at room temperature for Scheelite-structured molybdates is still disputed in the literature. It is suggested to stem from both oxygen deficient complexes, oxidizing centers with oxygen interstitials.²⁶ For the similar CaWO₄, it is suggested to stem from distorted WO₄-tetrahedra due to oxygen.²⁷ It is also more recently shown that more disorder leads to a higher luminescence at room temperature.²⁷ This is consistent with our findings visualized in Fig. 3—that even if the crystallinity is slightly decreased for the samples annealed for the longest times, the PL signal still increases significantly.

IV. SUMMARY AND CONCLUSIONS

A route for deposition of luminescent CaMoO₄ by ALD was successfully developed using a DoE-approach, using MoCl₅O, Ca(thd)₂, O₂, and H₂O as precursors. The optimization suggests that
depositing at 349°C with 29% pulsed Mo and annealing at 626°C for 30 min yields the most luminescent films. The growth is highly sensitive to the pulsed composition, and the actual run closest to the optimum used 29% pulsed 9% Mo at a deposition temperature of 325°C, providing a growth rate of 1.2 Å/cycle. This work shows how DoE can be used to slash the number of required experiments to obtain a route for deposition of complex materials by ALD and provides a starting ground for further similar developments.
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1. Experimental setup as retrieved from Minitab, including the measured responses

Supp. Table I below shows the experimental setup as retrieved from MiniTab19 with input variables and measured responses.

Supp. Table I. Overview of experiments (called «runs» by Minitab19) performed in the CCD setup using deposition temperature, pulsed % Mo, annealing temperature and annealing time and the measured responses. The temperatures shown here are in °C. “StdOrder” refers to the starting order of the experiment. The experiment is not blocked (that is, running similar experiments sequentially), explaining why the block-column is 1 for all experiments.

<table>
<thead>
<tr>
<th>StdOrder</th>
<th>RunOrder</th>
<th>Blocks</th>
<th>Deposition temp. (°C)</th>
<th>Pulsed % Mo</th>
<th>Anneal temp. (°C)</th>
<th>Anneal time (min)</th>
<th>XRD int. CaMoO$_4$</th>
<th>EDS response (Ca:Mo)</th>
<th>PL int. CaMoO$_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>300</td>
<td>25</td>
<td>800</td>
<td>0</td>
<td>183.859</td>
<td>5.88</td>
<td>47668</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>1</td>
<td>400</td>
<td>33</td>
<td>425</td>
<td>30</td>
<td>0</td>
<td>1000</td>
<td>5942</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>1</td>
<td>400</td>
<td>33</td>
<td>800</td>
<td>0</td>
<td>6.2</td>
<td>1000</td>
<td>7751</td>
</tr>
<tr>
<td>14</td>
<td>4</td>
<td>1</td>
<td>400</td>
<td>25</td>
<td>800</td>
<td>30</td>
<td>70.517</td>
<td>1.8</td>
<td>665878</td>
</tr>
<tr>
<td>29</td>
<td>5</td>
<td>1</td>
<td>350</td>
<td>29</td>
<td>612.5</td>
<td>15</td>
<td>112.186</td>
<td>1.49</td>
<td>1526360</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>1</td>
<td>400</td>
<td>25</td>
<td>800</td>
<td>0</td>
<td>24.109</td>
<td>7.26</td>
<td>58471</td>
</tr>
<tr>
<td>16</td>
<td>7</td>
<td>1</td>
<td>400</td>
<td>33</td>
<td>800</td>
<td>30</td>
<td>0</td>
<td>1000</td>
<td>33934</td>
</tr>
<tr>
<td>21</td>
<td>8</td>
<td>1</td>
<td>350</td>
<td>29</td>
<td>425</td>
<td>15</td>
<td>80.1</td>
<td>2</td>
<td>1661070</td>
</tr>
<tr>
<td>13</td>
<td>9</td>
<td>1</td>
<td>300</td>
<td>25</td>
<td>800</td>
<td>30</td>
<td>0.482</td>
<td>1.9</td>
<td>2580340</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>1</td>
<td>400</td>
<td>25</td>
<td>425</td>
<td>30</td>
<td>31.036</td>
<td>2.11</td>
<td>128739</td>
</tr>
<tr>
<td>27</td>
<td>11</td>
<td>1</td>
<td>350</td>
<td>29</td>
<td>612.5</td>
<td>15</td>
<td>70.462</td>
<td>2.13</td>
<td>944621</td>
</tr>
<tr>
<td>11</td>
<td>12</td>
<td>1</td>
<td>300</td>
<td>33</td>
<td>425</td>
<td>30</td>
<td>13.36</td>
<td>4.38</td>
<td>238333</td>
</tr>
<tr>
<td>30</td>
<td>13</td>
<td>1</td>
<td>350</td>
<td>29</td>
<td>612.5</td>
<td>15</td>
<td>38.02</td>
<td>2.46</td>
<td>485424</td>
</tr>
<tr>
<td>23</td>
<td>14</td>
<td>1</td>
<td>350</td>
<td>29</td>
<td>612.5</td>
<td>0</td>
<td>72.858</td>
<td>1.97</td>
<td>437206</td>
</tr>
<tr>
<td>17</td>
<td>15</td>
<td>1</td>
<td>300</td>
<td>29</td>
<td>612.5</td>
<td>15</td>
<td>145.134</td>
<td>1.6</td>
<td>276256</td>
</tr>
<tr>
<td>18</td>
<td>16</td>
<td>1</td>
<td>400</td>
<td>29</td>
<td>612.5</td>
<td>15</td>
<td>49.704</td>
<td>1.65</td>
<td>1482610</td>
</tr>
<tr>
<td>31</td>
<td>17</td>
<td>1</td>
<td>350</td>
<td>29</td>
<td>612.5</td>
<td>15</td>
<td>98.884</td>
<td>1.43</td>
<td>1991080</td>
</tr>
<tr>
<td>19</td>
<td>18</td>
<td>1</td>
<td>350</td>
<td>25</td>
<td>612.5</td>
<td>15</td>
<td>18.008</td>
<td>11.38</td>
<td>646808</td>
</tr>
<tr>
<td>3</td>
<td>19</td>
<td>1</td>
<td>300</td>
<td>33</td>
<td>425</td>
<td>0</td>
<td>39.507</td>
<td>3.92</td>
<td>18650</td>
</tr>
</tbody>
</table>
2. ALD synthesis batches

To save time and resources, samples with the same deposition temperature and the same pulsed % Mo, were synthesized as a batch. There were nine batches in total, labelled a-j (Supp. Table II).

Supp. Table II. Batching of samples with the same ALD-deposition parameters.

<table>
<thead>
<tr>
<th>Batch label</th>
<th>Samples included in batch (RunOrder from MiniTab)</th>
<th>Starting order</th>
<th>Dep.temp. (°C)</th>
<th>puls % Mo</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>1, 9, 23, 29</td>
<td>1</td>
<td>300</td>
<td>25</td>
</tr>
<tr>
<td>b</td>
<td>2, 3, 7, 30</td>
<td>4</td>
<td>400</td>
<td>33</td>
</tr>
<tr>
<td>d</td>
<td>5, 8, 11, 13, 14, 17, 20, 24, 25, 28, 31</td>
<td>9</td>
<td>350</td>
<td>33</td>
</tr>
<tr>
<td>e</td>
<td>4, 6, 10, 21</td>
<td>2</td>
<td>400</td>
<td>25</td>
</tr>
<tr>
<td>f</td>
<td>12, 19, 22, 26</td>
<td>3</td>
<td>300</td>
<td>33</td>
</tr>
<tr>
<td>g</td>
<td>15</td>
<td>5</td>
<td>300</td>
<td>29</td>
</tr>
<tr>
<td>h</td>
<td>16</td>
<td>6</td>
<td>400</td>
<td>29</td>
</tr>
<tr>
<td>i</td>
<td>18</td>
<td>7</td>
<td>350</td>
<td>25</td>
</tr>
<tr>
<td>j</td>
<td>27</td>
<td>8</td>
<td>350</td>
<td>33</td>
</tr>
</tbody>
</table>
3. Annealing batches

To save time and resources, samples with the same annealing parameters, where annealed simultaneously. There were five batches in total, labelled K-P. The order of the experiments are derived from starting order given from MiniTab shown in Supp. Table III.

Supp. Table III. Batching of samples with the same annealing parameters.

<table>
<thead>
<tr>
<th>Annealing starting order</th>
<th>Sample ID</th>
<th>Time (min)</th>
<th>Temperature</th>
<th>ALD synthesis batch</th>
<th>Annealing program (batch)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>JNK_CCD-a-1</td>
<td>30</td>
<td>425</td>
<td>a</td>
<td>K</td>
</tr>
<tr>
<td>2</td>
<td>JNK_CCD-e-2</td>
<td>30</td>
<td>425</td>
<td>e</td>
<td>K</td>
</tr>
<tr>
<td>3</td>
<td>JNK_CCD-f-3</td>
<td>30</td>
<td>425</td>
<td>f</td>
<td>K</td>
</tr>
<tr>
<td>4</td>
<td>JNK_CCD-b-4</td>
<td>30</td>
<td>425</td>
<td>b</td>
<td>K</td>
</tr>
<tr>
<td>5</td>
<td>JNK_CCD-a-5</td>
<td>30</td>
<td>800</td>
<td>a</td>
<td>L</td>
</tr>
<tr>
<td>6</td>
<td>JNK_CCD-e-6</td>
<td>30</td>
<td>800</td>
<td>e</td>
<td>L</td>
</tr>
<tr>
<td>7</td>
<td>JNK_CCD-f-7</td>
<td>30</td>
<td>800</td>
<td>f</td>
<td>L</td>
</tr>
<tr>
<td>8</td>
<td>JNK_CCD-b-8</td>
<td>30</td>
<td>800</td>
<td>b</td>
<td>L</td>
</tr>
<tr>
<td>9</td>
<td>JNK_CCD-g-9</td>
<td>15</td>
<td>612.5</td>
<td>g</td>
<td>M</td>
</tr>
<tr>
<td>10</td>
<td>JNK_CCD-h-10</td>
<td>15</td>
<td>612.5</td>
<td>h</td>
<td>M</td>
</tr>
<tr>
<td>11</td>
<td>JNK_CCD-i-11</td>
<td>15</td>
<td>612.5</td>
<td>i</td>
<td>M</td>
</tr>
<tr>
<td>12</td>
<td>JNK_CCD-j-12</td>
<td>15</td>
<td>612.5</td>
<td>j</td>
<td>M</td>
</tr>
<tr>
<td>13</td>
<td>JNK_CCD-d-13</td>
<td>15</td>
<td>425</td>
<td>d</td>
<td>N</td>
</tr>
<tr>
<td>14</td>
<td>JNK_CCD-d-14</td>
<td>15</td>
<td>800</td>
<td>d</td>
<td>O</td>
</tr>
<tr>
<td>15</td>
<td>JNK_CCD-d-15</td>
<td>30</td>
<td>612.5</td>
<td>d</td>
<td>P</td>
</tr>
<tr>
<td>16</td>
<td>JNK_CCD-d-16</td>
<td>15</td>
<td>612.5</td>
<td>d</td>
<td>M</td>
</tr>
</tbody>
</table>
4. Residuals vs. experiment order

Supp. Figure 1 shows that there was no correlation between the residuals between the response surface and the actual observations and the experiment order, indicating that there were no errors arising over time.

Supp. Figure 6. Residuals between the response surface and the actual observations vs experiment number (=observation order) for the XRD, EDS and PL responses.

5. UV-VIS of CaMoO$_4$ on silica as deposited

Supp. Figure 2 shows a UV-VIS spectrum of CaMoO$_4$ on silica. The film is deposited with 29 pulsed % Mo at 350 °C, but is not annealed.
Supp. Figure 7. UV-VIS spectrum of CaMoO$_4$ deposited at 350 °C using 29 pulsed % Mo on silica. No post annealing is performed, as the silica substrate would not have been able to withstand this heat treatment.