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Abstract 33 

A reasonable assessment of the hydrological regime is a prerequisite for river utilization, 34 

restoration, and protection. Although the hydrological alteration has been quantified with 35 

different indicators (IHAs) and the most widely used assessment methods (Range of Variability 36 

Approach, RVA), the morphological characteristic which demonstrates the overall hydrological 37 

regime is neglected. This will lead to an incomplete assessment of the hydrological alteration. To 38 

supplement the current assessment, this work proposed a revised RVA method in three main 39 

steps: 1) to identify the morphological characteristics of each IHA; 2) to quantify the 40 

morphological alteration by comparing the Hasse matrices of different time series; 3) to combine 41 

the frequency alteration and morphological alteration of IHAs for reflecting overall hydrological 42 

alteration. A case study of the upper Yellow River shows that the revised RVA method 43 

outperforms RVA in the assessment of the hydrological regime not only because revised RVA 44 

captures the hydrological changes of certain IHAs that are not reflected by conventional RVA, 45 

but also the alteration identified by revised RVA shows more apparent differences at two stations 46 

upstream and downstream the dam than conventional RVA can provide. The revised RVA is 47 

more applicable to identify the hydrological alteration due to dam construction which could have 48 

negative impacts on river ecosystem since the morphological alteration of time series is 49 

considered. As a whole, the new method offers a better understanding of the alteration in 50 

hydrological regime, which gives beneficial guidance to river management. 51 

 52 

Keywords: Time series analysis; Hydrological alteration; Yellow River; Range of variability 53 

approach (RVA) 54 
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1 Introduction 55 

The hydrological regime, which shows the variations in the state and characteristics of the 56 

water body, is essential for maintaining a healthy river ecosystem [Wang et al., 2016]. While 57 

strong alteration of hydrological regime due to human activities and climate change has led to 58 

serious problems on river ecosystem and neighboring inhabitants in many rivers over globe 59 

[Zhang et al., 2016; Tonkin et al., 2018]. In this case, proper assessments for the alteration can 60 

help better understand how the hydrological regime is changing and how the changes extract 61 

impacts on the ecosystem [Suen et al., 2006].  62 

The analyzing method Range of Variability Approach (RVA) combined with the Indicators 63 

of Hydrological Alteration (IHAs) has been proven successful and powerful in the assessment of 64 

hydrological regime alteration [Richter et al., 1997, 1998; Zolezzi et al., 2009; Chen et al., 2010; 65 

Eum et al., 2017]. IHAs contains a total number of 32 indices, which can be categorized into five 66 

groups based on their ecological implications (Table 1) [Richter et al., 1996; Cui et al., 2018]. 67 

RVA evaluates the alteration of hydrological regime by comparing IHAs derived from discharge 68 

series in pre-impact and post-impact periods, respectively. The IHA estimated in each year is 69 

divided into three ranges by two user-defined quantiles (e.g., 33% and 67% or 25% and 75%), 70 

which is named as RVA boundaries. The number of years when the IHA falling into the two 71 

RVA boundaries is counted and the frequency difference in two defined periods thus represents 72 

the degree of hydrological alteration. RVA has been extensively used in practice due to its 73 

simplicity and capability in many kinds of studies. Yang et al. (2008) applied RVA to evaluate 74 

the spatial alteration of the hydrological regime caused by large dam construction in the Yellow 75 

River basin. Suen et al. (2010) analyzed the relationship between climate change and 76 

hydrological regime alteration in Taiwan. 77 
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Table 1. Description of 32 IHAs 78 

IHA parameters group 

Regime 

characteristics Hydrologic parameters 

Group 1: Magnitude of 

monthly water conditions 

Magnitude 

Timing 

Mean value for each calendar month 

Group 2: Magnitude and 

duration of annual 

extreme water conditions 

Magnitude 

Duration 

1-day minimum 

3-day minimum 

7-day minimum 

30-day minimum 

90-day minimum 

1-day maximum 

3-day maximum 

7-day maximum 

30-day maximum 

90-day maximum 

Base-flow index 

Group 3: Timing of annual 

extreme water conditions 

Timing Julian date of each annual 1- day minimum 

Julian date of each annual 1- day maximum 

Group 4: Frequency and 

duration of high and low 

pulses 

Magnitude 

Frequency 

Duration 

Number of low pulses each year 

Mean or median duration of low pulses 

Number of high pulses each year 

Mean or median duration of high pulses 

Group 5: Rate and frequency 

of water condition 

changes 

Frequency 

Rate of change 

Rise rate 

Fall rate 

Number of reversals 

However, RVA does not fully assess the hydrological alteration because only the 79 

occurrence changes in the middle range are considered to represent the hydrological regimes 80 

[Huang et al., 2017]. Here we verify this argument by a set of real discharge data (Figure 1). The 81 

monthly streamflow of September, one of IHAs, has changed a lot since 1989 as the mean 82 

discharge and temporal variation has decreased. Moreover, the occurrence of high-flows events 83 

decreased in the following 20 years. However, the frequency of this IHA values falling into the 84 

middle range was not changed compared to pre-impacted period. Thus, RVA fails to detect the 85 

changes in this specific indicator. To settle the problem, many studies focused on revising this 86 

method [Lin et al., 2016; Yu et al., 2016; McDaniel et al., 2019]. Shiau and Wu [2008] developed 87 

a histogram matching approach to consider the variations of IHA values within and out of the 88 

statistical range. Yang et al. [2014] thought that human activities might also change the 89 
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periodicity of streamflow and proposed a revised RVA to reflect the periodicity alteration of 90 

IHAs. Yin et al. [2015] used the Euclidean distance rather than a single indicator to measure the 91 

alterations between the hydrologic years. Ge et al. [2018] combined a first-order connectivity 92 

index with RVA results to distinguish the influence of different indicators.  93 

 94 
Figure 1. Natural streamflow of September 95 

The above-mentioned methods partly improved the assessment mainly by considering the 96 

multiple statistical characteristics of flow series rather than only the frequency of IHAs within a 97 

single range. Nevertheless, a time series is a sequence taken at successive equally spaced points 98 

in time in which order does matter. It has not only statistical characteristics but also 99 

morphological characteristics which depict the shape of the time series’ graph (how the time 100 

series changes with time). Unlike the “morphology of river” which is the shape of the waterbody, 101 

the “morphology of time series” depicts how the time series varies with the time [Syed et al., 102 

2008; Sung et al., 2009]. In the field of hydrology, flow data and IHAs all belong to time series 103 

which have morphological characteristics. Thus in this work, we only focus on the “morphology 104 

of hydrological time series” and the alteration of morphological characteristics of IHAs is a 105 

reflection of flow regime changes in terms of the process of river flow [Araújo et al., 2006, 106 

2010]. Take indices in the fourth group of IHAs (Table 1) as an example, the high and low pulses 107 
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count the frequency of the extreme-flow events within a year. The frequency of extreme flows 108 

varies from year to year and their impacts on ecosystems are also different. This kind of 109 

fluctuation has strong impacts on the river ecosystem as it may change river morphology and 110 

affect aquatic productivity [Bunn et al., 2002; Woodward et al., 2016]. Previous studies indicated 111 

the fact that high-flow events will lead to erosions and increase difficulties for the inhabitation of 112 

aquatic creatures due to its high water speed [Bednarek et al., 2001, Trinci et al., 2017]. On the 113 

contrary, low-flow events lead to an increase of sediment and algae in river [Oliver et al., 2014; 114 

Mendoza-Lera et al., 2016]. The fluctuation in the frequency of extreme-flow events from one 115 

year to the next also matters as continuous years with numerous extreme-flow events have 116 

different impacts on river compared with intermittent ones [Kozlowski et al., 2002; Costigan et 117 

al., 2017]. While the sequence, which indicates a morphological characteristic of the flow 118 

regimes, cannot be represented in IHA index nor the RVA method. Therefore, there is a need to 119 

consider the morphological characteristics of each IHA for a comprehensive assessment of 120 

hydrological alteration, which has rarely been studied before.  121 

This study aims to: 1) propose a revised RVA that can reflect the morphological 122 

characteristics of IHAs. 2) apply the traditional and revised RVAs to assess the hydrological 123 

alteration of the upper Yellow River; 3) compare the results of the traditional and revised RVAs 124 

for verifying the advantage of the new method.  125 

2 Methodology 126 

The revised RVA contains 5 steps:1) calculate the indicators of hydrological alteration 2) 127 

calculate the frequency alteration of IHAs; 3) assess the morphological alteration of the IHAs 128 

between the pre-impact and post-impact periods; 4) estimate an overall hydrological alteration by 129 
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combining the frequency and morphological alterations; and 5) identify the degree of the 130 

alteration in hydrological regime. The details of each step are presented as follows.  131 

2.1 Calculation of the indicators of hydrological alteration 132 

The IHAs are first introduced by Richter et al. [1996] and can be categorized into five 133 

groups. The first group measures the flow magnitude using the monthly average flow for each 134 

month (Table 1). The second group measures the extreme status with the flow minimums and 135 

maximums from moving averages for the specific length (e.g., 1-, 3-, 7-, 30-, and 90-day) across 136 

each year. The base flow index is calculated as the ratio of 7-day minimum to annual average 137 

flow. The parameters in the third group record the timing (Julian date) of extreme flow (1-day 138 

minimums and maximums). High and low pulses in the fourth group are defined as the 139 

occurrence and lasting time of days of an event when daily streamflow is larger than the 75th 140 

percentile discharge (high pulse) or less than the 25th percentile discharge (low pulse) within a 141 

year. The number of the high pulses (Yellow zones) is 3 in an example discharge series in Figure 142 

2, while the number of the low pulses (Blue zones) is 1. The mean duration of high (or low) 143 

pulses the average of the lasting days of those high (or low) pulse events. The rise and fall rates 144 

in the fifth group, measuring as the rate of changes in two consecutive days, are computed for 145 

each day within each year. As shown in Figure 3, the consecutive “rising” days are defined as a 146 

“rising period”. The number of reversals counts all the points that a “rising” or “falling” period 147 

shifts to another one. And in Figure 3, the number of reversals is 2. 148 
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 149 
Figure 2. The definition for High pulse events. This figure is an example for one year. High 150 

pulses (yellow parts) are identified as those periods during which streamflow rise above the 75th 151 

percentile of the period. 152 

 153 
Figure 3. The definition for the 5th group IHAs. The rise (fall) rite is the mean rite of 154 

positive (negative) changes from one day to the next. The consecutive “rising (falling)” days is 155 

defined as “rising (falling) period”. The number of reversals counts all the points that a “rising” 156 

or “falling” period change to another one. 157 

2.2 Assessment of frequency alteration of IHA time series 158 

For all IHAs, the degree of frequency alteration Fi (𝑖 = 1,2,3, ⋯ ,32) assessed by traditional 159 

RVA [Richter et al., 1997] is expressed as: 160 

𝐹𝑖 = |
𝑁𝑜𝑖−𝑁𝑒𝑖

𝑁𝑒𝑖
|                                                                (1) 161 
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where 𝑁𝑜𝑖 is the count of years when the ith IHA falling into RVA range in the post-impact 162 

period; while 𝑁𝑒𝑖 is the expected number of years of the ith IHA falling into RVA range in the 163 

post-impact period. 𝑁𝑒𝑖 is calculated by the number of values in RVA boundaries during pre-164 

impact period multiplied by the ratio of post-impact years to pre-impact years. 165 

2.3 Assessment of morphological alteration of IHA time series 166 

There are many methods for calculating the diversity of two time series [Milbourn et al., 167 

1999; Champely et al., 2002; Pavan et al., 2004; Ding et al., 2008; Engen et al., 2011]. To our 168 

knowledge, a time series and its fluctuation process can be uniquely determined when the 169 

ordering position and magnitude of each element in the time series are given [Lacasa et al., 170 

2015]. Thus, to get the morphological alteration of the time series, it is essential to choose a 171 

method that can consider the ordering relationships and magnitude differences of all the 172 

elements. Previous studies proved this view of point by combining the measure of similarity of 173 

ordering relationships and magnitude differences for hydrograph and got better results [Wendi et 174 

al., 2019]. Todeschini et at. [2016] proposed a diversity measure approach by comparing the 175 

multi-properties of sequence elements. This method has so far been widely applied for data 176 

comparisons that require the consideration of ordering relationships, such as the comparison 177 

between different DNAs. 178 

There are two steps to obtain the morphological alteration of IHA: (1) define the Hasse 179 

matrices of IHA and (2) calculate the Hasse distance of Hasse matrices. 180 

Define Hasse matrix. Suppose that Q (q1, q2, …, qn) is a sequence of n elements, and each 181 

element is a vector of m variables (properties). Two elements qi and qj in Q are comparable if 182 

there is qi(k)>qj(k) or qi(k)<qj(k) for all m variables (i,j=1, 2, ..., n; k=1, 2, ..., m). When 183 
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qi(k)>qj(k) for all m variables, there is qi>qj. When qi(k)<qj(k) for all variables, there is qi<qj. The 184 

mathematical way is expressed as: 185 

𝒒𝑖 > 𝒒𝑗 ⇔ 𝒒𝑖(𝑘) > 𝒒𝑗(𝑘)     ∀k∈[1,m]                                    (2) 186 

The Hasse matrix (H) of a sequence Q is defined by comparing each two elements: 187 

Hij= {

+1         if 𝒒𝑖(𝑘) > 𝒒𝑗(𝑘)   ∀ k∈[1,m]

-1           if 𝒒𝑖(𝑘) < 𝒒𝑗(𝑘)   ∀ k∈[1,m]

0             otherwise                                   

                               (3) 188 

The original Hasse matrix is an n×n antisymmetric matrix consisting only of 0 and ±1. 189 

More information can be reflected by adding any property of the elements to the main diagonal 190 

of Hasse matrix. The Hasse matrix that compares multiple properties is like a fingerprint of the 191 

sequence. 192 

In our work, the ordering positions (k=1) and magnitudes (k=2) of the elements are chosen 193 

as two variables (m=2) of the IHA to quantify the morphological characteristics. Sequence Q(q1, 194 

q2, …, qn) represents the selected IHA, n stands for the number of the years chosen for 195 

comparison. For selected IHA, qi(1) and qi(2) means the ordering variable and magnitude 196 

variable in ith year. Considering that the ecosystem has a certain carrying capacity, the IHAs 197 

data was not used to determine the Hasse matrix directly but instead converted to three degrees. 198 

A hydrological time series is divided into three ranges by its RVA boundaries during the pre-199 

impact period. Values in the range under the lower boundary is defined as low values, within the 200 

RVA boundaries as middle values and high values above the higher boundary [Yang et al., 201 

2010]. The elements in the time series falling into the low, middle and high value ranges are 202 

converted to 1, 2, and 3, respectively. Taking the data in Table 2 as an example. The RVA 203 

boundaries are 125.5 m3/s and 194.5 m3/s at the 25th and 75th percentiles of pre-impact January 204 

flow (165, 115, 194, 196, 129, 191; units: m3/s). Hence, the pre-impact flow can be converted to 205 
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(2, 1, 2, 3, 2, 2). The post-impact flow (253, 126, 144, 172, 163, 128; units: m3/s) can be 206 

converted to (3, 2, 2, 2, 2, 2) according to the defined boundaries. The ordering variable derives 207 

from the index of the time series. The lengths of pre- and post-impact periods are both 6, so both 208 

of their ordering sequences are (1, 2, 3, 4, 5, 6) (see the first column in Table 2). In this example, 209 

for the post-impact period, the converted magnitude variable (q1(2)) is 3 when the ordering 210 

variable (q1(1)) is 1, while the converted magnitude variable (q2(2)) is 2 when the ordering 211 

variable (q2(1)) is 2. By applying equation 3, H12 and H21 of the post-impact period are both 0. 212 

The Hasse matrices of the pre-impact and post-impact January flow obtained by comparing the 213 

ordering and magnitude variables are given in Figure 4. The magnitudes of IHAs are represented 214 

by 𝐻𝑖𝑖 =
𝑝𝑖

𝑝𝑚𝑎𝑥
 where pi is the ith converted IHA value and pmax is the maximum of all converted 215 

IHAs, which substitutes the diagonal elements of Hasse Matrix.  216 

Table 2. Ordering and magnitude variables of January flow 217 

Ordering variable 
Magnitude variable 

Row value (m3/s) Converted value 

ID Pre-impact Post-impact Pre-impact Post-impact 

1 165 253 2 3 

2 115 126 1 2 

3 194 

 

 

 

 

 

144 2 2 

4 196 172 3 2 

5 129 163 2 2 

6 191 128 2 2 

 218 
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    219 
(a) Pre-impact January Flow          (b) Post-impact January Flow 220 

Figure 4. Hasse Matrices of pre- and post-impact January flow 221 

Compute Hasse distance. Given a n×n pre-impact matrix Hpre and a n×n post-impact 222 

matrix Hpost, the Hasse distance of the two matrices DH(pre,post) is defined by: 223 

( , ) (1 ) ( , ) ( , )H O DD pre post w D pre post w D pre post                    (4) 224 

where, 225 

0( , )

n
pre post

ii ii

i
D

H H

D pre post
n








                                      (5) 226 

1

1 1
( , )

( 1) / 2

n n
pre post

ij ij

i j i

O

H H

D pre post
n n



  




 


                                  (6) 227 

where DD is the distance due to the diagonal elements of the two matrices, while DO is the 228 

distance due to the off-diagonal elements. The summations of diagonal elements and off-229 

diagonal elements cannot be greater than n and n  (n-1)/2, respectively. The resulting DD and DO 230 

fall into the range from 0 to 1. w has a range of [0,1] and is a weighting parameter determined by 231 

the importance of ordering relationships and magnitude differences. Therefore, the range of the 232 
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Hasse distance is between 0 and 1. A decrease in Hasse distance implies a higher similarity 233 

between two time series.  234 

Hasse distance between matrices of different sizes. The above method is only applicable to 235 

the matrices of the same size. An adaptive process is needed when the lengths of two datasets are 236 

different.  237 

Suppose that the numbers of pre-impact and post-impact years are n1 and n2 (n1＞n2), and 238 

associated Hasse matrices are denoted as H1 and H2. The sizes of H1 and H2 are n1×n1 and n2×239 

n2, respectively. The Hasse distance between H1 and H2 can be calculated by comparing n1－n2＋240 

1 times the overlapping part of these two matrices, moving the smaller matrix diagonally from 241 

the top-left corner to the bottom-right corner of the bigger one. The smallest distance among the 242 

n1－n2＋1 distances is the Hasse distance between H1 and H2. In this way, the most similar part 243 

between pre-impact and post-impact datasets can be found. 244 

2.4 Assessment of Overall Alteration 245 

The overall alteration of ith IHA (OAi) is a combination of the frequency alteration Fi and the 246 

morphological alteration DHi. The OAi should be no less than Fi or DHi, and the frequency and 247 

morphological alterations should contribute evenly to the overall alteration [Yang et al. 2014]. The 248 

integration of Fi and DHi into OAi is: 249 

𝑂𝐴𝑖 = 1 − (1 − 𝐹𝑖)(1 − 𝐷𝐻𝑖
)                                            (7) 250 

The overall alteration has the following five properties: (1) ranges from 0 and 1; (2) increases with 251 

the increase of Fi or DHi; (3) equals to 1 if Fi or DHi is 1; (4) not equals to 0 if either Fi or DHi is not 252 

1, (5) the frequency and morphological alterations are of equal importance. 253 

The total overall alteration can be calculated by [Richter et al. 1998]: 254 
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𝑂𝐴 =
1

32
∑ 𝑂𝐴𝑖

32
𝑖=1                                                                  (8) 255 

2.5 Degree of the Hydrological Alteration 256 

In this work, the alteration of IHAs changed by 0%, 0%-33%, 33%-67%, and above 67% 257 

are defined as no, low, medium, and high alteration, respectively (e.g. Xue et al., 2017). 258 

3 Study Area 259 

The Yellow River is one of the longest rivers in the world and supplies more than 100 million 260 

people. Located in the upper part of the Yellow River, the catchment controlled by Lanzhou station 261 

is the main water source of the Yellow River (Figure 5). The local ecosystem is very fragile due to 262 

the special location [Feng et al., 2006; Wang et al., 2017, 2018]. In recent years, the hydrological 263 

regime of the upper Yellow River has been changed a lot. It is reported that the sand content of the 264 

Yellow River is decreasing [Wu et al., 2015; Yao et al., 2016]. The inhabitants in Lanzhou also said 265 

that the river was not as fierce as before. All these phenomena show an obvious change in the flow 266 

regime of the river.  267 
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 268 
Figure 5. Location map of study area on the upper Yellow River 269 

It’s known that human activities, especially dam construction and operation, will change the 270 

fluctuation of river discharge compared with the pre-impact period [Yang et al., 2008]. The impact 271 

on river flow can be more significant than the influence derived from climate change. Thus, the 272 

flow data of Lanzhou station which is located downstream of Longyangxia dam is chosen to 273 

investigate the morphological alterations. Longyangxia reservoir, the first large reservoir on the 274 

Yellow River in location, is located at 154 km upstream from Lanzhou station. Its storage capacity 275 

and dam height are 247×108 m3 and 178 m, respectively. Yu et al. [2010] found that the construction 276 

and operation of Longyangxia Dam have a significant influence on the river eco-environment. The 277 

hydrological alteration of Lanzhou station is influenced by both climate change and human 278 

activities. To test the robustness of the new method and analysis the difference in morphological 279 

alteration caused only by climate change, another station named Maqu which is located upstream 280 

of the dam. 281 

Daily streamflow data from 1967 to 2005 of Lanzhou and Maqu stations were collected to 282 
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compare the difference in the morphological alterations with and without human activities. The 283 

whole period was divided into pre-, under-, and post-construction periods (1967-1977, 1978-1989, 284 

1990-2005, respectively) based on the progress of the dam construction. 285 

4 Results and Discussions 286 

Considering the local ecosystem of upper Yellow river is very fragile, we set the RVA 287 

boundaries as the median plus or minus 17 percent [Yang et al. 2017]. This means only the IHA 288 

values falling in the range of the 34th to 67th percentiles will be counted in traditional RVA method.  289 

4.1 Flow regime at two gauges 290 

The flow data at Maqu and Lanzhou were plotted and compared (Figure 6). The maximum 291 

and minimum daily flow of the post-construction period are chosen as the thresholds to determine 292 

if the flow was significantly changed after the dam construction. In Figure 6, the number of the 293 

peaks above the maximum daily flow threshold (peaks in red rectangles) is greater than that of 294 

Maqu Station. Moreover, the magnitudes of flow peaks in 1990-2005 of Lanzhou station are much 295 

lower than that in the period from 1967 to 1989. This reveals the fact that the dam will reduce the 296 

peak flow of floods to prevent flood disasters. Thus, there do have morphological alterations in the 297 

flow regime of these two gauges after the dam construction and the alterations apparently differ. 298 
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 299 
Figure 6. Hydrological process of Maqu (a) and Lanzhou (b). The maximum daily flow in 300 

1990 and 2005 is chosen as the threshold of extreme flow events.  301 

4.2 Calculation of RVA and the new revised method 302 

To test the performance of the new method, the hydrological alteration of the upper Yellow 303 

river was calculated by traditional RVA and the one established in this study. The frequency 304 

alteration, morphological alteration, and overall alteration of Maqu and Lanzhou stations for all 305 

32 IHAs are listed in Tables 3 for Maqu station and 4 for Lanzhou station. 306 

  307 
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Table 3. Hydrological alteration of the Maqu station 308 

IHAs 

Pre-impact  Post-impact    RVA boundaries  Hydrological alteration 

  Under-construction  Post-construction      Under-construction  Post-construction 

 Median Median RD (%) Median RD (%)   Low  High   F  DH  OA   F DH  OA 

Group 1 (m3/s)                 

January 123.00 101.00 -17.89  87.00 -29.27   117.80 136.50  0.82  0.40  0.89   1.00  0.27  1.00  

February 129.50 102.30 -21.00  89.38 -30.98   112.50 132.80  0.82  0.42  0.89   1.00  0.27  1.00  

March 174.00 146.50 -15.80  109.50 -37.07   148.60 185.40  0.08  0.27  0.33   0.86  0.39  0.92  

April 234.50 243.30 3.75  220.80 -5.84   212.80 323.10  0.47  0.30  0.63   0.04  0.20  0.23  

May 418.00 331.00 -20.81  373.50 -10.65   371.50 484.10  0.63  0.40  0.78   0.59  0.25  0.69  

June 625.00 545.80 -12.67  511.50 -18.16   582.10 715.60  1.00  0.40  1.00    0.73  0.30  0.81  

July 749.00 1071.00 42.99  622.50 -16.89   554.20 1109.00  0.08  0.35  0.40   0.04  0.17  0.20  

August 558.00 694.50 24.46  622.50 11.56   511.10 754.40  0.10  0.36  0.43   0.18  0.17  0.32  

September 842.00 1120.00 33.02  605.80 -28.05   509.80 1155.00  0.28  0.31  0.51   0.38  0.13  0.46  

October 782.00 806.00 3.07  557.00 -28.77   555.10 847.80  0.08  0.40  0.45   0.18  0.22  0.36  

November 361.00 342.30 -5.18  291.50 -19.25   276.20 395.80  0.08  0.40  0.45   0.24  0.24  0.42  

December 144.00 145.00 0.69  102.40 -28.89   126.80 171.10  0.10  0.36  0.42   0.31  0.20  0.45  

Group 2 (m3/s)                 

1-day min. 100.00 93.40 -6.60  80.30 -19.70   97.40 115.20  0.45  0.29  0.61   1.00  0.27  1.00  

3-day min. 105.00 93.40 -11.05  82.28 -21.64   98.91 115.90  0.45  0.36  0.65   1.00  0.28  1.00  

7-day min. 106.70 93.59 -12.29  83.51 -21.73   106.30 119.00  1.00  0.33  1.00    1.00  0.28  1.00  

30-day min. 114.40 98.49 -13.91  86.38 -24.49   110.60 127.80  0.82  0.38  0.89   0.86  0.24  0.90  

90-day min. 141.30 116.70 -17.41  101.60 -28.10   127.30 163.10  0.63  0.45  0.80   0.86  0.34  0.91  

1-day max. 1890.00 1880.00 -0.53  1320.00 -30.16   1560.00 2261.00  0.08  0.38  0.44   0.31  0.26  0.49  

3-day max. 1793.00 1832.00 2.18  1262.00 -29.62   1529.00 2199.00  0.08  0.38  0.44   0.31  0.26  0.49  

7-day max. 1593.00 1705.00 7.03  1145.00 -28.12   1506.00 2083.00  0.27  0.42  0.57   0.31  0.26  0.49  

30-day max. 1330.00 1285.00 -3.38  829.50 -37.63   926.80 1512.00  0.28  0.44  0.60   0.18  0.31  0.43  
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90-day max. 870.50 1076.00 23.61  684.60 -21.36   723.40 988.10  0.27  0.39  0.56   0.73  0.29  0.81  

Baseflow index 0.25 0.21 -16.00  0.22 -12.00   0.24 0.27  0.82  0.35  0.88   0.59  0.26  0.69  

Group 3 (Julian date)                 

Date of min. 16.00 17.00 6.25  7.50 -53.13   39.52 335.00  0.63  0.34  0.76   0.59  0.27  0.70  

Date of max. 207.00 225.00 8.70  197.00 -4.83   195.80 245.60  0.08  0.30  0.36   0.31  0.31  0.52  

Group 4                 

Low pulse count 2.00 2.00 0.00  2.00 0.00   1.00 3.00  0.29  0.28  0.49   0.07  0.15  0.21  

Low pulse duration (day) 63.75 10.50 -83.53  60.25 -5.49   39.29 89.99  0.54  0.42  0.74   0.20  0.29  0.43  

High pulse count 3.00 3.50 16.67  3.00 0.00   3.00 5.04  0.22  0.35  0.50   0.20  0.10  0.28  

High pulse duration (day) 12.00 30.75 156.25  10.50 -12.50   8.92 16.08  0.82  0.42  0.89   0.59  0.21  0.67  

Group 5    
 

 
           

Rise rate (m3/s) 13.50 12.75 -5.56  10.75 -20.37   11.96 14.24  0.45  0.44  0.69   0.31  0.26  0.49  

Fall rate (m3/s) -11.50 -13.50 17.39  -10.50 -8.70   -15.04 -10.48  0.10  0.49  0.54   0.10  0.25  0.33  

Number of reversals 85.00 86.50 1.76  80.00 -5.88   77.84 87.28  0.45  0.40  0.67   0.45  0.38  0.66  

Total overall alteration           0.42 0.38 0.63  0.48 0.25 0.60 

* RD, relative difference; F, frequency alteration; DH, Hasse distance; OA, overall alteration. 309 

  310 
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Table 4. Hydrological alteration of Lanzhou station 311 

IHAs 

Pre-impact  Post-impact    RVA boundaries  Hydrological alteration 

  Under-construction  Post-construction      Under-construction  Post-construction 

 Median Median RD (%) Median RD (%)   Low  High   F  DH  OA   F DH  OA 

Group 1 (m3/s)                 

January 525.00 599.00 14.10  452.50 -13.81   372.90 640.50  0.83  0.38  0.90   0.24  0.36  0.51  

February 487.50 463.80 -4.86  444.80 -8.76   353.20 566.30  0.28  0.40  0.57   0.10  0.40  0.46  

March 526.00 496.00 -5.70  434.50 -17.40   435.20 531.10  0.28  0.32  0.52   0.31  0.27  0.50  

April 708.50 695.50 -1.83  598.80 -15.48   576.20 776.10  0.28  0.25  0.47   0.45  0.26  0.59  

May 1190.00 1050.00 -11.76  1110.00 -6.72   1037.00 1221.00  0.10  0.29  0.36   0.24  0.24  0.42  

June 1170.00 1045.00 -10.68  912.50 -22.01   1061.00 1377.00  0.45  0.41  0.67   0.86  0.36  0.91  

July 1180.00 1485.00 25.85  909.50 -22.92   1109.00 2026.00  0.08  0.46  0.50   0.31  0.29  0.51  

August 1450.00 1355.00 -6.55  891.00 -38.55   1154.00 1522.00  0.27  0.45  0.60   0.73  0.28  0.80  

September 1100.00 1278.00 16.18  813.30 -26.06   1005.00 2107.00  0.10  0.35  0.42   0.59  0.27  0.70  

October 976.00 1365.00 39.86  865.50 -11.32   829.70 1291.00  0.63  0.39  0.78   0.10  0.27  0.34  

November 741.50 835.80 12.72  802.00 8.16   676.90 856.10  0.08  0.34  0.40   0.24  0.29  0.46  

December 578.00 612.00 5.88  552.50 -4.41   492.70 636.20  0.27  0.48  0.62   0.18  0.33  0.45  

Group 2 (m3/s)                 

1-day min. 313.00 321.00 2.56  338.50 8.15   278.80 341.60  0.10  0.44  0.49   0.04  0.38  0.41  

3-day min. 356.70 330.70 -7.29  349.70 -1.96   281.60 385.90  0.10  0.50  0.55   0.38  0.41  0.63  

7-day min. 375.40 351.10 -6.47  359.00 -4.37   304.50 433.60  0.28  0.40  0.57   0.38  0.42  0.64  

30-day min. 426.40 441.50 3.54  396.30 -7.06   354.90 466.90  0.10  0.45  0.50   0.04  0.36  0.38  

90-day min. 512.30 508.90 -0.66  449.00 -12.36   459.90 557.50  0.08  0.44  0.49   0.73  0.48  0.86  

1-day max. 3080.00 3570.00 15.91  1650.00 -46.43   2438.00 3273.00  0.63  0.27  0.73   1.00  0.28  1.00  

3-day max. 2983.00 3485.00 16.83  1430.00 -52.06   2371.00 3147.00  0.63  0.27  0.73   1.00  0.28  1.00  

7-day max. 2884.00 3284.00 13.87  1301.00 -54.89   2140.00 3029.00  0.82  0.24  0.86   1.00  0.28  1.00  

30-day max. 2452.00 2857.00 16.52  1164.00 -52.53   1438.00 2709.00  0.45  0.25  0.59   0.59  0.22  0.68  
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90-day max. 1556.00 1904.00 22.37  1053.00 -32.33   1250.00 2189.00  0.47  0.41  0.68   0.73  0.32  0.81  

Baseflow index 0.35 0.36 2.86  0.49 40.00   0.34.00 0.42  0.10  0.44  0.49   1.00  0.47  1.00  

Group 3 (Julian date)                 

Date of min. 37.00 49.50 33.78  65.00 75.68   45.64 104.70  0.47  0.33  0.64   0.51  0.26  0.64  

Date of max. 248.00 240.50 -3.02  208.00 -16.13   231.70 263.10  0.27  0.23  0.43   0.73  0.31  0.81  

Group 4                 

Low pulse count 9.00 10.50 16.67  12.50 38.89   6.00 10.04  0.21  0.27  0.43   0.71  0.34  0.81  

Low pulse duration (day) 2.50 2.50 0.00  2.00 -20.00   2.00 3.12  0.08  0.40  0.45   0.54  0.20  0.63  

High pulse count 5.00 8.50 70.00  6.50 30.00   4.00 10.04  0.38  0.20  0.50   0.26  0.31  0.49  

High pulse duration (day) 5.50 2.75 -50.00  1.25 -77.27   2.48 21.88  0.10  0.21  0.29   0.59  0.21  0.67  

Group 5    
 

 
           

Rise rate (m3/s) 43.00 53.25 23.84  48.50 12.79   39.96 47.56  1.00  0.35  1.00    0.45  0.23  0.58  

Fall rate (m3/s) -40.50 -55.50 37.04  -47.00 16.05   -48.08 -39.92  0.82  0.26  0.86   0.31  0.18  0.43  

Number of reversals 167.00 191.00 14.37  214.00 28.14   159.70 177.20  0.82  0.44  0.90   1.00  0.46  1.00  

Total overall alteration           0.36 0.35 0.59  0.51 0.31 0.66 

* RD, relative difference; F, frequency alteration; DH, Hasse distance; OA, overall alteration. The bold numbers in Table 4 indicate the 312 

IHAs of Lanzhou that have large morphological alteration than Maqu.  313 
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Analysis of the magnitude of monthly water conditions 314 

The frequency alterations of the average monthly flow at Maqu station in the first half-year 315 

before July are higher than that in the second half (see Table 3). And the most significant frequency 316 

alteration is 1.00 occurring in June over the under-construction period and in January and February 317 

during post-construction period. All the frequency alterations in the second half of the year are 318 

remaining low level except the one of September in post-construction period (0.38). For Lanzhou 319 

station, high values of frequency alteration of average monthly flow occur in summer (June and 320 

August) and winter (December to February) over the under-construction period (Figure 7). The 321 

most significant frequency alteration (0.63) occurs in January. As to the frequency alteration of the 322 

average monthly flow during the post-construction period, most high values are detected in 323 

summer and the highest value in June (0.86). 324 

 325 
      (a) December                                  (b) January                                (c) February 326 

 327 
      (d) June                                         (e) July                                      (f) August 328 

 Figure 7. Average monthly flow of winter (December (a), January (b), February (c)) and 329 

summer (June (d), July (e), August (f)) for Lanzhou station 330 
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For Maqu station, as to the under-construction period, the morphological alterations of 331 

average monthly flow are recognized as medium level for all months. Yet the post-construction 332 

period undergoes low morphological alterations of average monthly flow except in March that is 333 

defined as medium (0.39). The results of morphological alteration of Lanzhou station reveal that 334 

the dam shows the most considerable runoff regulation in summer and winter for both the under-335 

construction and post-construction periods. Compared with the post-construction period, the dam 336 

has a lower impact on the magnitude of the average monthly flow from April to September, but a 337 

greater impact on the morphological characteristics of the average monthly flow is found all over 338 

the year (except April) during the under-construction period. It suggests that because the dam 339 

regulates river flow for electricity generation or irrigation, the flow regime has been changed a lot 340 

since the construction of the dam. The decrease in the monthly flow, especially during the summer, 341 

may lead to a degradation in aquatic habitats, a sharp increase in river water temperature and a 342 

significant reduction in dissolved oxygen. This accelerates the microbial decomposition of organic, 343 

reduces food supply to fish and invertebrates, and increases the mortality of fry [Cui et al., 2018].  344 

The highest and lowest overall alterations of Maqu occur in June (1.00) and March (0.33) 345 

during the under-construction period. In the post-construction period, the highest overall alteration 346 

occurs both in January (1.00) and February (1.00), while the lowest overall alteration happens in 347 

July (0.20). For Lanzhou station, the highest overall alterations of the under-construction period 348 

and post-construction period are found in January (0.90) and June (0.91), respectively. The lowest 349 

overall alterations of these two periods occur in May (0.36) and October (0.34), respectively.  350 

Analysis of the magnitude and duration of annual extreme water conditions 351 

For Maqu station, the frequency alterations of minimum flow are higher than the maximum 352 

flow for different durations. The frequency alterations of 7-day minimum flow in the under-353 
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construction period and the 1-day, 3-day, 7-day minimum flows in the post-construction period 354 

reach 1.00 (see Figure 8 (a), (b), (c)). The 90-day minimum flow shows the most significant 355 

morphological alterations in both periods (see Figure 8 (d)). High or medium overall alterations 356 

are observed in both periods for all extreme discharge events. 357 

 358 
      (a) 1-day minimum flow                                  (b) 3-day minimum flow 359 

 360 
      (c) 7-day minimum flow                                  (d) 90-day minimum flow 361 

Figure 8. Minimum flow of 1-day (a), 3-day (b), 7-day (c) and 90-day (d) for Maqu station 362 

The frequency and morphological alterations show different patterns on the magnitude of 363 

extreme discharge events at Lanzhou station. The frequency alterations of minimum flow are 364 

relatively lower than that for the maximum flow for different durations. The 1-day minimum flow, 365 

3-day minimum flow, 30-day minimum flow, and baseflow index show nearly no frequency 366 

alteration in the under-construction period (Figure 9). In contrast, the morphological alterations of 367 
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minimum flow are much higher than the maximum flow for different durations. Magnitudes for 368 

all morphological alterations of minimum flow are estimated as medium level, and all 369 

morphological alterations of maximum flow, except 90-day maximum which is defined as medium 370 

level in under-construction period, are defined as low change magnitude. High or medium overall 371 

alterations are observed in both periods for all extreme discharge events. 372 

 373 
      (a) 1-day minimum flow                                  (b) 3-day minimum flow 374 

 375 
      (c) 30-day minimum flow                                   (d) Baseflow Index       376 

Figure 9. Minimum flow of 1-day (a), 3-day (b), 30-day (c) and Baseflow Index (d) for 377 

Lanzou station 378 

The above findings indicate the dam may reduce flood disasters and increase the volume of 379 

baseflow during its operation period. Moreover, the significant decline in extreme maximum flow 380 

will undermine the hydraulic connection between the river and floodplain, which reduces the 381 
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nutrient and organic matter exchange between the river ecosystem and floodplain, resulting in 382 

insufficient nutrient supply for aquatic organisms. 383 

Analysis of the timing of annual extreme water conditions 384 

The median value of the Julian date of 1-day minimum flow at Maqu station delays 1 day in 385 

the under-construction period and advances 8.5 days in the post-construction period (Figure 10 386 

(a)). Both the frequency and morphological alterations of this IHA in the under-construction period 387 

(0.63 and 0.34) are higher than those in the post-construction period (0.59 and 0.27). The median 388 

value of the Julian date of 1-day maximum flow at  Maqu station delays 18 days in the under-389 

construction period and advances 10 days in the post-construction period (see Figure 11 (b)). The 390 

overall alteration of this IHA in the under- and post-construction periods are 0.36 and 0.52, 391 

respectively. 392 

 393 
 (a) Date of annual 1-day min. flow      (b) Date of annual 1-day max flow 394 

Figure 10. Occurrence time of annual 1-day min. flow and 1-day max flow for Maqu station 395 

(Red, Blue, and Green: Pre-, Under- and Post construction period; Dots: occurrence time; Lines: 396 

median value; Curves: Interquartile range) 397 

For Lanzhou station, the median value of the Julian date of 1-day minimum flow delays 12.5 398 

days in the under-construction period and 28 days in the post-construction period (see Figure 11 399 
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(a)). Both periods present medium frequency alterations in this IHA. The frequency alteration in 400 

the under-construction period (0.47) is lower than that in the post-construction period (0.51). In 401 

contrast, the morphological alteration in the under-construction period (0.33) is higher than that in 402 

the post-construction period (0.26). The median value of the Julian date of 1-day maximum flow 403 

moves forward by 7.5 days in the under-construction period and 40 days in the post-construction 404 

period (see Figure 11 (b)). By considering the morphological alteration, the overall alteration is 405 

0.43 (medium alteration) in the under-construction period and 0.81 (high alteration) in the post-406 

construction period. The delays and advances of extremely high flow could affect the migration 407 

and reproduction of local fish, which may result in a reduction of the fish population. 408 

 409 
 (a) Date of annual 1-day min. flow      (b) Date of annual 1-day max flow 410 

Figure 11. Occurrence time of annual 1-day min. flow and 1-day max flow for Lanzhou 411 

station (Red, Blue, and Green: Pre-, Under- and Post construction period; Dots: occurrence time; 412 

Lines: median value; Curves: Interquartile range) 413 

Analysis of the frequency and duration of high and low pulses 414 

The frequency and morphological alterations of the 4th group IHAs of Maqu station in the 415 

under-construction period are relatively higher than those in the post-construction period. High 416 

pulse duration shows the strongest frequency alterations both in under- and post-construction 417 
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periods (0.82 and 0.59, respectively). Low pulse duration shows the strongest morphological 418 

frequency alterations in both periods (0.42 and 0.29, respectively). High pulse duration shows the 419 

highest overall alterations in both periods (0.89 and 0.67).  420 

For Lanzhou station, low pulse count and high pulse duration show nearly no frequency 421 

alterations (0.08 and 0.10) during the under-construction period. Low pulse count inversely 422 

presents high level frequency alterations during the post-construction period (0.71). Although the 423 

duration of low flow decreases after dam construction, the frequency of low flow shows an increase 424 

since the under-construction period (see Figure 12 (a)). Meanwhile, the frequency of high flow 425 

shows a significant increase and the duration of high flow shows a significant decrease (see Figure 426 

12 (b) and median in Table 4). This implies that the construction of the dam breaks the continuity 427 

of flow events. The high flow process can effectively reduce the negative effects of low flow and 428 

provide nutrients to aquatic organisms. However, the decrease of high flow duration means that 429 

the high flow is not as effective in reducing the negative effect of low flow as before, which 430 

weakens the support of nutrients for aquatic life. 431 

 432 
(a) Low pulse                      (b) High pulse 433 

Figure 12. Count and duration of high and low flow pulses for Lanzhou station 434 

Analysis of the rate and frequency of water condition changes 435 
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The frequency alterations of fall rate of Maqu station in both under- and post-construction 436 

periods are 0.10. After considering the morphological alteration, the overall alterations of the 5th  437 

group IHAs are defined as high (0.69, 0.54 and 0.67) during the under-construction period. In the 438 

post-construction period, the overall alterations of rise and fall rates are defined as medium (0.49 439 

and 0.33), while the overall alteration of the number of reversals is defined as high (0.66). 440 

For Lanzhou station, in the under- and post-construction periods, all the median values of the 441 

rate and frequency of water condition changes show an increasing tendency (see Figure 13), and 442 

the frequency alterations are higher than the morphological alterations (see Table 4). The overall 443 

alterations of these three parameters are high or medium level in under- and post-construction 444 

periods. A growth in rise rate (or fall rate) would decrease the transition time for water flow from 445 

low to high (or from high to low), which gives aquatic organisms less time to seek shelter and 446 

makes them vulnerable to being washed away (or stranded) by the high (low) flow. 447 

 448 
Figure 13. Change rate of flow and number of reversals for Lanzhou station 449 

Total frequency alterations of Maqu in both the under- and post-construction periods are 450 

medium level (0.42 and 0.48, respectively). Total morphological alterations of Maqu in the two 451 

periods are 0.38 (medium) and 0.25 (low). Thus, the total overall alterations calculated by 452 

equations (7) and (8) are 0.63 (high) and 0.60 (medium), respectively. Total frequency alteration 453 
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of Lanzhou station in the under- and post-construction periods are 0.36 and 0.51 (both are medium 454 

level). Total morphological alterations in the two periods are 0.35 and 0.31 (both in medium level). 455 

The total overall alterations of Lanzhou are 0.59 (medium) and 0.66 (medium), respectively. 456 

4.3 Evaluation of RVA and the new revised method 457 

Several parts of the results show the new method is more reasonable. The first one is the 458 

frequency alterations of some IHAs could not match the changes in their median values. In the 459 

results of Maqu station (Table 3), although the relative difference of median value of the average 460 

monthly flow in July changed 42.99% during under-construction period, the frequency alteration 461 

still be 0.08. To verify if the result of traditional RVA is appropriate, the IHA result of this parameter 462 

is plotted in Figure 14. It’s obvious that the average monthly flow suddenly went up at the 463 

beginning of the 1980s. However, the number of IHA values falling into the RVA boundaries in 464 

the under-construction period is still 5. Considering the expect year is 5.45 (5*12/11), the result of 465 

frequency alteration would be negligible. There is no doubt that the extreme average monthly flow 466 

could impact on the local eco-system. Thus, the result of the morphological alteration of this IHA 467 

in the same period, which is 0.35, seems more reasonable. Similar proofs can be found in many 468 

IHAs, such as the average monthly flow of December, 1-day maximum flow, 3-day maximum 469 

flow, etc. For Lanzhou station, compared with the pre-construction period, the median value of 470 

high pulse duration decreases by 50.00% and 77.27% in the under-construction and post-471 

construction periods, respectively. Although the median value does change a lot during the latter 472 

two periods, high pulse duration exhibits nearly no frequency alteration (0.10) in the under-473 

construction period and medium frequency alteration (0.59) in the post-construction period. The 474 

underestimation in the under-construction period is mainly due to that the median value does not 475 

move out of the RVA range. Recalling the high pulse duration in Figure 12 (b), most dots are 476 
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distributed near the lower boundary. In this case, a value falling within the statistical range may 477 

move out of the statistical range due to a tiny change, which might be another reason for the 478 

underestimation or overestimation of traditional RVA. By considering morphological alteration, 479 

the overall alteration in the under-construction period changes to 0.29 and the difference between 480 

the alteration in the under-construction and post-construction periods is reduced from 0.49 to 0.38. 481 

 482 
Figure 14. Average monthly flow of July for Maqu station 483 

Another obviously unreasonable results are the average monthly flow of February and the 3-484 

day minimum flow of Lanzhou station. There are nearly no frequency alterations in the average 485 

monthly flow of February in the under-construction period and the post-construction period 486 

because the number of the years falling in the RVA range has few changes (see Figure 7 (c)). In 487 

fact, the average monthly flow of February does change significantly since the dam was built. It 488 

begins in the low-value section, dramatically rises to the high-value section during the pre-489 

construction period and shows obvious periodicity in the under-construction period. Subsequently, 490 

it slides to the low-value section from the peak and back to the middle-value section in the post-491 

construction period. These changes are well identified by considering the morphological alteration 492 

of this IHA parameter. The morphological alterations of the average monthly flow of February in 493 
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the under-construction period and the post-construction period are medium (both 0.40). This leads 494 

to medium overall alterations of the average monthly flow of February in both under- and post-495 

construction period (0.57 and 0.46). Indeed, the morphological characteristics of most IHAs have 496 

been changed by dam construction. For Lanzhou station, the 3-day minimum flow has the most 497 

significant morphological alteration (0.50) of all IHAs in the under-construction period. It, 498 

however, shows nearly no frequency alteration (0.10) in the under-construction period, although 499 

the value goes up to a peak and turns to decrease after a fluctuation (see Figure 9 (b)). 500 

Besides, 23 of these 32 IHAs in Lanzhou station show higher morphological alterations than 501 

those for Maqu station after the dam was built. In particular, the morphological alterations of the 502 

maximum flow for different durations of Lanzhou station in the post-construction period are higher 503 

than that in the under-construction period and are higher than that of Maqu station. This proves the 504 

test in section 4.1. In Figure 15, the frequency and morphological alterations of all 32 IHA are 505 

plotted. There is not much difference in the deviation of the frequency alterations between these 506 

two stations. However, the deviations of the morphological alterations are quite different. 507 

Compared with Maqu station which is mainly influenced by climate change, the morphological 508 

alterations of Lanzhou station seem more deviated. Since the impact of climate change should be 509 

similar at these two close gauges, the enlarged deviation in morphological alteration at Lanzhou 510 

station compared with that at Maqu station which is considered natural should be attributed to 511 

human activities such as the dam regulation. This fits the results in section 4.1. Obviously, 512 

traditional RVA cannot properly assess this deviation. 513 

As a whole, some unreasonable aspects of traditional RVA can be well handled with the 514 

revised RVA. The consideration of morphological alterations is a beneficial supplement to the 515 

traditional RVA. 516 
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4.4 Advantages of the Hasse Matrix 517 

Several methods can depict the morphological difference between two different time series. 518 

The most common and simplest method is the Euclidean distance [Keogh et al., 2009; Zois et al., 519 

2000; Sung et al., 2009]. However, Euclidean distance cannot consider the ordering relationships 520 

of the time series, which is an essential characteristic in morphological analysis. The revised 521 

RVA attempts to solve this problem by the introduction of Hasse matrix.  522 

Here gives an example to show the necessity for considering the ordering relationships of 523 

the time series. There are three sets of time series: TS1(1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1); TS2(2, 3, 2 , 524 

2, 1, 3, 2, 3, 1, 1, 3); TS3(1, 1, 1, 2, 2, 2, 2, 3, 3, 3, 3) (Figure 16). TS2 and TS3 have the same 525 

number of 1, 2 and 3 with different ordering relationships. The Euclidean distances DE are 20 for 526 

both TS1&TS2 and TS1&TS3, meaning that the traditional or DE-based RVAs cannot effectively 527 

distinguish the difference between TS1&TS2 and TS1&TS3. The Hasse distances DH of 528 

TS1&TS2 and TS1&TS3 are 0.32 and 0.52, respectively. The Hasse distance between TS1 and 529 

TS2 is lower than that between TS1 and TS3 because the scatters of TS2 fluctuate around a 530 

horizontal line. This can also be proven by comparing the Hasse matrices of the three-time series 531 

(Figure 17). The Hasse matrix of TS2 shows a higher-level disorder compared with the Hasse 532 

matrix of TS1 and TS3 in both the diagonal and non-diagonal parts. Compared with TS1, more 533 

Non-zero elements can be found in the Hasse matrix of TS3 than TS2. Besides, another 534 

interesting thing is the Hasse matrix of TS2 shows a higher-level disorder compared with the 535 

Hasse matrix of TS1 and TS3 in both the diagonal and non-diagonal parts since TS2 has a higher 536 

fluctuation level. This is proof that the Hasse matrix can depict the changing process of data in 537 

time series. In this example, the performance of the Euclidean distance and Hasse matrix are 538 

compared. Other examples can be found to prove the necessity for considering the ordering 539 
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relationships too. For example, a detailed comparison between cross recurrence plots and 540 

correlation coefficient has been conducted by Wendi et at. [2019] which shows the unreasonable 541 

result without considering ordering relationships. 542 

 543 
Figure 16. Three time series with different morphological characteristics 544 

 545 
(a) TS1 546 
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 547 
(b) TS2 548 

 549 
(c) TS3 550 

Figure 17. Hasse Matrices of three sets of time series 551 

In this case study, the most and least significant morphological alterations of Lanzhou station 552 

are detected in 3-day minimum flow in the under-construction period (0.50) and fall rate in the 553 

post-construction period (0.18), respectively (Table 4). The details of these two parameters are 554 

shown in Figure 18. In two time series with the same length (Green and red rectangles), it can be 555 

obviously seen that the difference of 3-day minimum flows in two different periods is larger than 556 

that of fall rates. The Hasse matrices of 3-day minimum flow in the pre- and under-construction 557 

periods are shown in Figure 19 (a) and (b). The Hasse Matrices of fall rate in the pre- and post-558 

construction periods are shown in Figure 19 (c) and (d). It is also easy to see that the difference in 559 
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the number and distribution of Non-zero elements between (a) and (b) is greater than the difference 560 

between (c) and (d) in Figure 19. 561 

 562 
(a) 3-day minimum flow 563 

 564 
(b) Fall rate 565 

Figure 18. Comparison of 3-day minimum flow (a) and fall rate (b) 566 
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 567 
   (a) Pre-construction period (3-day min)  (b) Under-construction period (3-day min) 568 

 569 

  (c) Pre-construction period (fall rate)   (d) Under-construction period (fall rate) 570 

Figure 19. Hasse Matrices of 3-day minimum flow (a) (b) and fall rate (c) (d) 571 

5 Conclusions 572 

The morphological alteration of IHAs, which is associated to discharge variations in sequence, 573 

has a great impact on the river ecosystem, which however cannot be captured by traditional RVA. 574 

In this study, we proposed a revised RVA method by considering the morphological alteration of 575 

IHAs using Hasse Matrices. The hydrological alterations of two stations in the upper Yellow River 576 

are evaluated by both the traditional and revised RVAs. Compared with the traditional RVA, the 577 
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revised method can offer a more reasonable assessment in the hydrological alteration of flow 578 

regime. The main conclusions can be summarized as follows: 579 

(1) Traditional RVA underestimates hydrological alteration because it only considers the 580 

frequency alteration of IHAs within the RVA boundaries and it neglects the changes in sequence 581 

in consecutive years. The problem can be well solved by considering the morphological alteration 582 

of IHAs. To get a complete assessment of the morphological alteration of the time series, it is 583 

important to adopt a method that can consider the ordering relationships and magnitude differences 584 

of the elements.  585 

(2) The case study of the upper Yellow River shows that the hydrological regime of the upper 586 

Yellow River has been changed a lot since 1980s after the construction of Longyangxia dam. The 587 

hydrological change may result in the decreasing sand content of the Yellow River and the river is 588 

not as fierce as before. Both climate change and human activities extract impacts on the 589 

hydrological alterations. However, deviation in alteration in IHAs shows little difference between 590 

two gauges with and without dam impact using traditional RVA while apparent differences can be 591 

found with revised RVA method, which shows the priority of revised RVA in capturing the flow 592 

changes. 593 

(3) The figure of a Hasse matrix is like a fingerprint of a time series. It can reflect how time 594 

series changes with time. The changes in the figure represent the morphological alteration degree 595 

of a time series. A 2-D feature map of a hydrological time series can be created, based on which 596 

future users can try to combine machine learning methods to distinguish the hydrological 597 

similarities of different regions through image recognition. 598 
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