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Abstract

Background
Considering the rapid developments in artificial intelligence (AI), machine learning (ML) and the pressure on radiology services, AI is predicted to transform radiology and improve diagnostic and treatment accuracy. Investigating radiologists’ knowledge of and attitudes toward AI is important in order to adopt AI in radiology. Radiologists are the end-users of this technology and responsible for patients’ safety.

Objectives
The main objective of this study was to investigate the characteristics of Norwegian radiologists’ knowledge of and attitudes toward AI. In addition, to examine whether the number of radiological examinations undertaken per day and radiologists’ age could serve as predictors for knowledge levels and attitudes.

Methods
Radiologists and radiology residents working in Norwegian hospitals were invited to complete an anonymous electronic survey published on the Facebook page of the Norwegian society of radiology (Norwegian: Norsk radiologisk forening) and distributed by email to contacts at radiology departments in South-Eastern Norway. The survey included 13 questions (excluding demographics) focusing on knowledge of and attitudes toward AI in radiology. The data was collected in two phases between December 2018 and March 2019. Data from 31 respondents were included in the statistical analyses. SPSS was used for statistical analyses. A histogram, skewness and the Kolmogorov-Smirnov test were used to evaluate normality. Frequencies and percentages were calculated for categorical data. Associations between groups were investigated by using the Fisher’s exact test. A p-value of 0.05 was used to determine statistically significant associations. The few free-text answers and elaborations were analysed through a simple content analysis in Excel.

Results
31 participants completed the survey (3.1% of the Norwegian radiologists). Most respondents stated that AI was a computer programme/aiding system (55%) and two thirds had not attended courses or seminars in terms of AI/ML in radiology (66.7%). Whether AI would improve radiological examinations and diagnostic-and treatment accuracy was questionable.
55% believed AI would improve the quality of the radiological examinations compared to 42% who did not know. 58% believed AI would increase accuracy in diagnosis and treatment compared to the 32% who did not know. Respondents were not convinced that AI would replace them or take over most of their tasks. About 70% did not know compared to the nearly 23% who believed it would to a small/ to a very small extent. Some areas to apply AI were more favourable than others; on top lesion tracking (97%) followed by pathology (94%) and prediction (68%). The same applied to areas to financially invest with diagnostics (90%) and treatments (71%) being most popular. The majority had concerns regarding data privacy and security (65%); however, under half (40%) did not believe that patients would refuse radiological examinations because of data concerns if AI-based solutions were being used. There was found to be no statistically significant associations.

**Conclusion**

Respondents knowledge of AI was low and prior course and seminar attendance reflected this result. They were not convinced that AI would improve radiological examinations and diagnostic-and treatment accuracy. The number of radiological examinations undertaken per day and radiologists’ age was not predictors for respondents’ low level of knowledge and attitudes. An adoption of AI by Norwegian public and private hospitals is not immediate, as neither the technology nor radiology sector is ready for its integration.
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Sammendrag

Bakgrunn
Med tanke på den raske utviklingen innen kunstig intelligens (KI) og det økende presset på helsevesenet har industrien og enkelte forskere forutsett at KI vil forandre og revolusjonere radiologien. Radiologer kan ved hjelp av KI-basert teknologi foreta bedre og mer informerte valg om diagnostikk og behandling, enn det som er mulig i Norge i dag. Radiologer er sluttbrukere av denne avanserte teknologien og en utforskning av deres kunnskap om KI og holdninger tilknyttet implementering, kan bidra til verdifull informasjon om hva som skal til og hvordan implementering av KI kan gjennomføres på best mulig måte i fremtiden.

Formål
Hovedformålet til denne studien var å utforske radiologers kunnskap om KI i radiologi og deres holdninger tilknyttet mulig implementering. I tillegg, så var det ønskelig å undersøke om det fantes noen sammenhenger mellom antall radiologiske undersøkelser utført per dag og alder, sett i lys av kunnskap om - og holdninger tilknyttet KI.

Metode

Resultat
31 respondenter fullførte spørreundersøkelsen og dette tilsvarte 3.1% av de registrerte radiologene. De fleste beskrev KI som et dataprogram eller støttesystem (55%) og flertallet hadde ikke vært tilstede under en forelesning eller et seminar som omhandlet KI i radiologi.
Respondentene var også usikre på om KI ville forbedre de radiologiske undersøkelsene, samt forbedre diagnostikk og behandling. 55% mente KI kunne forbedre kvaliteten på de radiologiske undersøkelsene sammenliknet med de 42% som ikke visste. 58% mente KI kunne bidra til økt presisjon i diagnose og behandling sammenlignet med 32% som ikke visste. Respondentene var usikre på om KI ville avlose eller ta over de fleste arbeidsoppgavene deres i fremtiden. Cirka 70% visste ikke, sammenliknet med de 23% mente at KI ville til en liten grad overtake arbeidsoppgavene deres i fremtiden. Lesion tracking (97%) etterfulgt av patologi (94%) og prediksjon av utfall (68%) var de mest populære områdene hvor respondentene kunne tenke seg å bruke KI. Populære områder hvor det ble ment at det bør investeres finansielt var diagnostikk (90%) og behandling (71%). De fleste mente at det fantes utfordringer tilknyttet datafortrolighet og sikkerhet (65%), mens litt under halvparten (40%) mente at pasienter ikke ville motsi seg radiologiske undersøkelser dersom KI-baserte systemer ble brukt. Det ble heller ikke funnet noen sammenhenger mellom antall radiologiske undersøkelser utført per dag eller alder, og kunnskap om AI og holdninger.

Konklusjon

Respondentene hadde lite kunnskap om KI i radiologi og få hadde vært tilstede ved en forelesning eller et seminar om KI i radiologi. Respondentene var heller ikke overbevist om at KI kunne forbedre de radiologiske undersøkelsene eller øke presisjonen i diagnostikk og behandling. Antall radiologiske undersøkelser per dag og alder var heller ikke medvirkende faktorer til respondentenes kunnskapsnivå og holdninger. Implementering av KI i norske offentlige og private sykehus er ikke nært forstående. Teknologien er ikke klar for implementering og det er heller ikke radiologien.

Nøkkelord

Kunstig intelligens (KI), maskinlæring (ML), radiologer, kunnskap, holdninger
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## Abbreviations and acronyms

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI</td>
<td>Artificial intelligence</td>
</tr>
<tr>
<td>ANN</td>
<td>Artificial neural network</td>
</tr>
<tr>
<td>CAD</td>
<td>Computer-aided-detection</td>
</tr>
<tr>
<td>CT</td>
<td>Computed tomography</td>
</tr>
<tr>
<td>DL</td>
<td>Deep learning</td>
</tr>
<tr>
<td>EC</td>
<td>European Commission</td>
</tr>
<tr>
<td>ESR</td>
<td>European society of radiology</td>
</tr>
<tr>
<td>EU</td>
<td>European Union</td>
</tr>
<tr>
<td>FDA</td>
<td>Food and Drug Administration</td>
</tr>
<tr>
<td>ML</td>
<td>Machine Learning</td>
</tr>
<tr>
<td>MRI</td>
<td>Magnetic resonance imaging</td>
</tr>
<tr>
<td>NAV</td>
<td>Norwegian Labour and Welfare Administration</td>
</tr>
<tr>
<td>PET</td>
<td>Positron emission tomography</td>
</tr>
<tr>
<td>RSNA</td>
<td>Radiological society of North America</td>
</tr>
<tr>
<td>UK</td>
<td>United Kingdom</td>
</tr>
<tr>
<td>US</td>
<td>United States</td>
</tr>
</tbody>
</table>
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1. Introduction

1.1 Background of the study

Artificial intelligence in radiology has recently gained a lot of attention. The availability of large data sets, advances in computing power and new deep learning algorithms, has led to the potential use of artificial intelligence and machine learning in various radiological imaging tasks (1). Research has suggested that machine learning – a subset of artificial intelligence can be programmed to improve medical image interpretation, providing substantial clinical impact. However, the process of its implementation has been shown to be complicated and poses a number of challenges (2). Firstly, the knowledge base for artificial intelligence in radiology is not as transparent as suggested (3). Secondly, the implementation of artificial intelligence is influenced by other factors, such as characteristics of the users, external influences, policies and in which settings it is applied (4). Thirdly, it is difficult to predict all of the consequences of implementing artificial intelligence in radiology. Its adoption could possibly compromise medical ethics and healthcare policies along its way to success (5). Finally, new advanced healthcare technologies have a tendency to cost more than existing technologies which they seek to replace and the success is not certain (6). The success of AI could be measured by the value it is creating such as increased diagnostic certainty, faster turnaround, better outcomes for patients, and better quality work life for radiologists (7).
2. Theory

In this section, diagnostic imaging and artificial intelligence will be briefly introduced. Areas of applications where research on artificial intelligence have been conducted will be set out, as will whether these applications have been tested and/or adopted successfully. There will also be an outline of factors such as knowledge and attitudes that may have an impact on if and how artificial intelligence is adopted by Norwegian public and private hospitals.

2.1 Diagnostic imaging

The purpose of diagnostic images is to provide enough relevant information relevant for detection, diagnoses and localisation and reduction in diagnostic uncertainty (8, 9). Advances have made it possible to acquire high-resolution images of human anatomy and function by using different imaging modalities such as: x-ray, computed tomography (CT), magnetic resonance imaging (MRI), positron emission tomography (PET) and ultrasound (10). The interpretation of diagnostic images is a very complex task since the images are individual, numerous and not self-explanatory (11, 12). Diagnostic accuracy is critical to ensure optimal patient care and radiological interpretation is influenced by clinical circumstances, clinical context, previous diagnostic history and various biases (13).

A growing challenge for the radiological services is the growing workload due to the increasing number of radiological examinations, resulting in tremendous pressure to be more efficient while maintaining and improving accuracy (14). In Europe the number of radiological examinations has increased over the past years due to the availability of advanced technology (15). The number of MRI, CT and/or PET scans were relatively high in relation to population numbers in various countries in 2017 (15). Similar trends were found in Norway as the number of MRI and CT examinations increased between 2011 and 2015 (16). Despite the rapid increase of radiological examinations, a shortfall of radiologists has been predicted in years to come and the majority of the current workforce is getting older (17-22). To ease the pressure on the radiological services, researchers and the industry are continuously aspiring to develop and test new technology (23, 24).

It is suggested in literature that technology such as teleradiology, workflow orchestration and artificial intelligence can resolve the growing challenges listed above for the radiological services (25-27). The World Health Organization (WHO) defined telemedicine as “healing at
a distance” (28). It is understood by this researcher as remotely caring for patients when the consultant is not present with the patients. Siemens Healthcare has termed workflow orchestration as a tool that enables productivity and efficiency of radiologists by organising and optimising their workflow in a clinical environment (29). A definition of artificial intelligence will be presented in the next section.

2.2 Artificial intelligence

In literature and in the media the terms artificial intelligence (AI) and machine learning (ML) are being used interchangeably which may lead to some confusion (30). However, Oxford Learner’s Dictionary defines AI as: “...the study and development of systems that can copy intelligent human behaviour” (31), whereas, Cambridge Dictionary defines ML as: “... the process of computers changing the way they carry out tasks by learning form new data, without a human being needing to give instructions in form of a program” (32). AI serves as a collective term in computer science where ML is identified as a subclassification with deep learning (DL) as a subclassification of ML (33, 34). See Figure 1 for an adapted Venn diagram (35, 36).

<table>
<thead>
<tr>
<th>Artificial Intelligence</th>
<th>Device mimicking cognitive functions</th>
<th>Since 1950s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Machine Learning</td>
<td>Algorithms that improve as they are exposed to more data</td>
<td>Since 1980s</td>
</tr>
<tr>
<td>Deep Learning</td>
<td>Artificial Neural Networks structured in multiple layers to decode imaging raw data</td>
<td>Since 2010s</td>
</tr>
</tbody>
</table>

**Figure 1**: Adapted Venn diagram of the hierarchy of artificial intelligence
2.2.1 Machine Learning

Traditionally ML enables the creation of statistical algorithms that can learn and make predictions by identifying patterns that are present in training sets (33, 37, 38). An algorithm is defined as a mathematical procedure for solving a particular problem (39). The methods of learning used by ML are subclassified into categories such as supervised deep learning (SDL) and unsupervised deep learning (UDL) (40). To predict a given output from an input, SDL algorithms are trained on fully labelled datasets, whereas UDL algorithms are trained on unlabelled datasets and have no specified training in order to predict outcomes (41).

It is argued by some that recent advancements in DL are driven by breakthroughs in artificial neural networks (ANN) (42). These powerful algorithms enable complicated pattern recognition in datasets and are inspired by the structure and function of the human brain (42-44). In order to emulate the neural process the network consists of one input layer of neurons, one or more hidden layer(s) and an output layer, where each hidden layer is made up of a set of neurons each connected to the previous layer (33). These neurons are arranged in rows and multiple connections exist between the constructing layers strengthening the network (45). An example is found in Figure 2 which illustrates thee input nodes, two hidden layers (each four nodes) and two output nodes (35).

Figure 2: Illustration of a deep learning network
In radiology DL can be applied to find patterns in diagnostic images (46). This process or objective typically commences with a set of available inputs (i.e. diagnostic image data) and finishes when a desired output consists of a set of conditions and associated probabilities (38). Research suggests that DL has the potential to increase the output quality of imaging support systems (47, 48). AI based systems may also play an important role in the development of personalised medicine due to their ability to sort, aggregate, access and integrate the data they generate (49). However, concerns have been raised in terms of patient privacy, ownership, data protection and bias (27, 50).

2.2.2 Artificial intelligence in radiology

Radiology is not new to the idea of using AI based systems to support clinical decision making, considering computers have played an important role in diagnostic imaging analysis for years (51). One example is computer-aided detection (CAD). It was first introduced in the late 1980s/early 1990s to decrease observational oversights by consultants in their investigation of mammograms (52, 53). CAD has also been applied to other areas of cancer detection such as detection of lung nodules, breast lesions and colon polyps (54). The term CAD refers to pattern recognition software that identifies suspicious features in a diagnostic image and brings it to attention (55). Observational oversight is defined in this context as false negatives made by the investigating consultant (56). A false negative can be described as a false test result that does not detect the condition when it is present (57). Based on recent research, a CAD algorithm constructed by ANN goes through several steps (image processing, image feature analysis and data classifications) in order to generate one single output (58). However, its success is limited to high sensitivity, reasonable specificity and the consultant’s ability to interpret the computer-generated outputs (59).

Another example is the emerging research field of radiomics. Radiomics is defined as “the quantification of phenotypic traits of a lesion from diagnostic images (i.e., CT, PET, MRI, ultrasound)” (60). Phenotypic traits of a lesion are described as the characteristics of an area of abnormal tissue (61, 62). In cancer research lesions can either be benign (non-cancerous) or malignant (cancerous) (63). Radiomics creates mineable databases in order to reveal quantitative predictions or prognostic associations between medical images and medical outcomes (64, 65). A radiomic workflow is based on four successive processing tasks: image
acquisition/ reconstruction, image segmentation, feature extraction and quantification, and feature selection/ statistical analyses (66).

The ANN (and/or DL) can be applied to any aspect of the workflow, but current research has applied ANN to automatically identify and extract features or in terms of feature selection (67). It is only recently that radiomics has been applied to areas other than cancer precision medicine, in order to potentially aid diagnosis, predict response to treatment, monitor disease status and assess prognosis (68, 69). However, clinical success in radiomics depends on good predictive performance potentially leading to improved decision making and predicting the patient’s response to treatment (70, 71). Furthermore, DL has been introduced to radiological image reconstruction by two CT manufacturers: Canon and General Electric Company (GE) Healthcare (72, 73).

2.2.3 Overview of areas of application of deep learning in radiology

AI is expected to play a key role in automating clinical tasks completed by radiology consultants (74). DL applications have led to a rapid advancement in computing analysis of diagnostic images (75). AI development has relied on large data sets being available through PACS (Picture Archiving and Communication System) and DICOM (Digital Imaging and Communications in Medicine) (76-78). Classification, detection, segmentation, and registration are popular areas of research where DL has been tested successfully in diagnostic imaging analysis (79). Other favourable areas detected in Litjens et al’s (2017) survey on deep learning in image analysis were content-based image referral, image generation and enhancement and combining image data with reports (79). In general terms, classification refers to the categorisation of a specific group or type of lesions such as binary (i.e. benign or malignant) or multi-class lesions (various subtypes of lesions) (80). In addition, detection refers to highlighting specific subregions in a diagnostic image likely to contain abnormalities (79). Whilst segmentation refers to the identification of meaningful structures and regions within an image (81).

Research suggests that DL based image processing has been successful in the reconstruction (image pre-processing) of mammograms (82), the reconstruction of CT images (83), and identifying kidney stones in CT scans (84) and breast lesions in ultrasound (85). Whereas, DL based computer-based detection has been applied to the detection of pneumonia and wrist
fractures in chest x-rays (86, 87) and brain metastasis in MRI scans (88). In addition, DL based segmentation has been successful in analysing CT images of the liver (89), CT urography of the bladder (90) and brain metastasis in MRI images (91). DL based classification has been successful in identifying emphysema patterns in CT images (92) and pulmonary tuberculosis in chest x-rays (93).

### 2.2.4 Ongoing initiative

There is a growing trend in the development of image interpretation algorithms and the Food and Drug Administration (FDA) in the United States (US) has approved a number of proprietary algorithms, see Table 1; however, few applications have been peer-reviewed (94).

<table>
<thead>
<tr>
<th>Company</th>
<th>FDA Approval</th>
<th>Indication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apple</td>
<td>September 2018</td>
<td>Atrial fibrillation detection</td>
</tr>
<tr>
<td>Aidoc</td>
<td>August 2018</td>
<td>CT brain bleed diagnosis</td>
</tr>
<tr>
<td>iCAD</td>
<td>August 2018</td>
<td>Breast density via mammography</td>
</tr>
<tr>
<td>Zebra Medical</td>
<td>July 2018</td>
<td>Coronary calcium scoring</td>
</tr>
<tr>
<td>Bay Labs</td>
<td>June 2018</td>
<td>Echocardiogram EF determination</td>
</tr>
<tr>
<td>Neural Analytics</td>
<td>May 2018</td>
<td>Device for paramedic stroke diagnosis</td>
</tr>
<tr>
<td>IDx</td>
<td>April 2018</td>
<td>Diabetic retinopathy diagnosis</td>
</tr>
<tr>
<td>Icometrix</td>
<td>April 2018</td>
<td>MRI brain interpretation</td>
</tr>
<tr>
<td>Imagen</td>
<td>March 2018</td>
<td>X-ray wrist fracture diagnosis</td>
</tr>
<tr>
<td>Viz.ai</td>
<td>February 2018</td>
<td>CT stroke diagnosis</td>
</tr>
<tr>
<td>Arterys</td>
<td>February 2018</td>
<td>Liver and lung cancer (MRI, CT) diagnosis</td>
</tr>
<tr>
<td>MaxQ-AI</td>
<td>January 2018</td>
<td>CT brain bleed diagnosis</td>
</tr>
<tr>
<td>Alivecor</td>
<td>November 2017</td>
<td>Atrial fibrillation detection via Apple Watch</td>
</tr>
<tr>
<td>Arterys</td>
<td>January 2017</td>
<td>MRI heart interpretation</td>
</tr>
</tbody>
</table>

To date this researcher has not been able to locate a list from the European Medicines Agency (EMA) including approved AI applications. In Europe medical devices and/or equipment have to undergo a conformity assessment in order to demonstrate that they meet the legal requirements to ensure they are safe and perform as intended (95). When approved, manufacturers can place a CE (Conformité Européenne) mark on the medical device (95).
However, in the United Kingdom (UK) the artificial intelligence company DeepMind Technologies has collaborated with Moorfields Eye Hospital NHS Foundation Trust since 2016, in order to analyse eye scans for signs of disease in order to prevent blindness (96, 97).

DeepMind has also collaborated with University College London (UCL) Hospital in London in order to develop an ML algorithm aspiring to diagnose head and neck cancer from CT and MRI scans (98). In contrast, International Business Machines (IBM) has in recent years bought up a variety of imaging databases and used DL based technology in order to help consultants diagnose more efficiently and accurately (99).

Norwegian scientists and researchers have to date not developed an AI solution in radiology for testing or adoption to this researcher’s knowledge.

### 2.2.5 Implications of AI in diagnostic imaging

The potential of AI has been recognised for some time. It is only in recent years that modern AI solutions have been approved and adopted in radiology (100-102). Modern AI also poses a complex series of social, political and economic challenges (103, 104). A series of ethical, legal and social implications have been listed by Carter et. al. (2020). Those of relevance to the discussion section of this thesis are summarised and commented on below:

*Data ownership, confidentiality and consent* – AI systems require large quantities of data for training and validation (105). Ownership and consent for data and protection of the data are considered as critical issues, since misuse of such data can threaten personal privacy (105). Patients should not trade away their health data without knowing and/or considering the potential risks and issues first (106).

*Legal risk and responsibility* – No courts have developed standards specifically addressing who should be held legally responsible if AI causes harm (105). For personal data and privacy protection, the European Union (EU) suggests possible adjustments to the existing legislative framework relating to AI (107). EU Safety legislation has to date only focused on placing AI based products on the market and principally not the services employing this technology (i.e. healthcare services and transport services) (107). In addition, the Norwegian
government has acknowledged the need to develop a regulatory framework for health-related areas before AI methods can be tested and adopted (108).

**Medical moral and professional responsibility** - It is suggested that consultants will face challenges in respect to their moral and legal responsibility if their decisions depend on non-explainable AI recommendations (105). Clinicians should be trained or take an interest in learning how to avoid machine bias as AI/ML could affect their human decision making (105). In addition, it is important to maintain transparency in order to maintain the doctor-patient relationship (109).

**Patient knowledge, experience and trust** - Public engagement with eHealth technology depend on: the characteristics of the users, technological issues, characteristics of eHealth services, social aspects of use and eHealth services in use (110). It can also contribute to the legitimacy and trust in AI solutions in radiology and healthcare services (105).

**The pressure to implement AI** – There is currently a great deal of momentum towards implementing AI in radiology and general healthcare (111). AI is being sold as something ground-breaking, but evidence suggests that these promises may not be realised, and that they are not authentic but merely powerful imaginings developed to inspire us to commit to the uncertain future of AI (112). Rapid advances in medical imaging technology and very high expectations related to AI have contributed to this hype (113). A hype can be defined as: “a situation in which something is advertised and discussed in newspapers, on television, etc. a lot in order to attract everyone’s interest” or “to make something seem more exciting or important than it is” (114).

### 2.3 Knowledge of and attitudes toward artificial intelligence

The general public’s knowledge of AI is limited and the majority understand only a fraction of the benefits and risks of how AI may operate in clinical settings (115). The European Union Commission (EC) has identified the lack of AI knowledge and skills as the most important barrier to its adoption in Europe (116). It is therefore surprising that the knowledge level and attitudes of radiologists in relation to AI is a relatively unexplored research area.
2.3.1 Relevant empirical studies

Few studies have investigated these characteristics in terms of the nature of AI and radiologists. The empirical studies of relevance for this study are reviewed below and included only cross-sectional studies (See Table 2). Of note, studies with medical students, radiology residents and radiologists were included in this review, as the number of studies with only radiology residents and radiologists were limited.

2.3.1.1 Studies including radiology residents and radiologists

A limited number of studies have investigated radiology residents and/or radiologists in settings such as education, perception, knowledge, attitudes and expectations in terms of AI. Collado-Mesa et al. (2017) sought to develop educational resources to help and prepare radiologists for the development and implementation of AI in diagnostic radiology. Two years later, Waymel et al. (2019) investigated factors such as perception, knowledge, wishes and expectations towards the rise of AI with a sample of radiology residents and radiologists in France. The future of radiology was investigated by Hoek et al. (2019) through opinions and assessments of radiologists, surgeons and medical students in Switzerland. In another study, including members of the European Society of Radiologists (ESR), Codari et al. (2019) sought to determine radiology residents and radiologists’ positions toward new innovative technology that may affect their specialty. A few technologists such as physicists and computer scientists were also included in their multi-national study. In addition, advantages and disadvantages of AI implementation and radiologists’ general opinion toward AI in radiology was investigated by Coppola et al (2020) in their national survey of Italian radiologists.
<table>
<thead>
<tr>
<th>Author, country</th>
<th>Respondents</th>
<th>Methods and Statistical analyses</th>
<th>Response rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collado-Mesa et al. (2017), United States</td>
<td>34 radiology residents, 35 residents</td>
<td>Online survey using SurveyMonkey, Pearson’s Chi-square test, Wilcoxon rank sum test</td>
<td>Response rate 66% (69 of 104).</td>
</tr>
<tr>
<td>Waymel et al. (2019), France</td>
<td>70 radiology residents, 200 residents</td>
<td>Online survey using Google Forms, Mann-Whitney rank sum test, Kruskal-Wallis test one-way analysis of variance (ANOVA), Dunn’s multiple comparison test</td>
<td>Response rate 43.8 % (270 of 617).</td>
</tr>
<tr>
<td>Hoek et al. (2019), Switzerland</td>
<td>59 radiologists, 56 surgeons, 55 medical students</td>
<td>Online survey using SurveyMonkey, Kruskal-Wallis test one-way analysis of variance (ANOVA), Dunn’s multiple comparison test,</td>
<td>Response rate unknown. 170 were included in statistical analyses.</td>
</tr>
<tr>
<td>Codari et al. (2019), Multi-national</td>
<td>675 radiologists</td>
<td>Online survey using SurveyMonkey, Spearman’s correlation coefficient</td>
<td>Response rate 3.4% (822 of 24.000).</td>
</tr>
<tr>
<td>Coppola et al. (2020), Italy</td>
<td>1032 radiologists</td>
<td>Online survey using SurveyMonkey, Chi-square test, Spearman rank test.</td>
<td>Response rate 9.5 % (1032 of approximately 11.000).</td>
</tr>
<tr>
<td>Gong et al. (2018), Canada</td>
<td>322 medical students</td>
<td>Online survey using the institutional Qualtrics website, Chi-square test, Mann-Whitney rank sum test, Kruskal-Wallis test one-way analysis of variance (ANOVA)</td>
<td>Response rate 2.9% (322 of 11.444).</td>
</tr>
<tr>
<td>Pinto dos Santos et al. (2019), Germany</td>
<td>263 medical students</td>
<td>Online survey using SurveyMonkey, Wilcoxon signed rank test</td>
<td>Response rate unknown. 263 was included in statistical analyses.</td>
</tr>
<tr>
<td>Sit et al. (2020), United Kingdom</td>
<td>484 medical students</td>
<td>Online survey using Google Forms, Wilcoxon rank sum test</td>
<td>Response rate unknown. 484 were included in statistical analyses.</td>
</tr>
</tbody>
</table>

*Wilcoxon rank sum test is also termed in this table as the Mann-Whitney rank sum test by some authors*
2.3.1.2 Studies including medical students
As with studies in relation radiology residents and radiologists, few studies have investigated medical students’ perception, attitudes, understanding. For instance, Gong et al. (2019) investigated Canadian medical students’ perception of AI, AI’s impact on radiology and their preference of radiology based on more recent developments in AI. In contrast, Pinto dos Santos et al. (2019) assessed German medical students’ attitudes toward AI in radiology and medicine. More recently, Sit et al. (2020) investigated in their multi-centre survey the attitudes and perceptions of UK medical students toward AI, as well as evaluating the current climate of education related to AI.

2.3.2 Knowledge of artificial intelligence
Most clinicians (i.e. paramedics, specialty doctors, radiologists) are likely to use DL based AI in the future (94). Topol (2019) emphasises the importance of arming the current and future workforce with the necessary skill to work critically with novel AI based solutions (94). It is increasingly apparent that AI education for clinicians and medical students is needed as the lack of AI skills is an important barrier for its adoption. The term knowledge refers to: “the understanding of or information about a subject that you get by experience or study” (117).

To date, AI is not incorporated as part of the typical medical education curriculum or the radiology residency programme to this researcher’s knowledge. From this, it would seem that radiologists are responsible for their own understanding of AI as they are learning—by—doing and/or have a personal interest in learning about it. It is appreciated that a limited number of learning opportunities and educational platforms may contribute to the lack of knowledge and information in respect of AI systems and ML algorithms.

Prior research suggests that residents, radiologists and medical students all in general have a limited understanding of the terms of AI and ML algorithms (118-123). For instance, when US radiology residents and or/ radiologists were asked “Are you familiar with big data analytics” over half of the radiologists answered “no”, compared to half of the radiology residents (118). Most Italian radiologists responded that AI was “an aid to daily working practice” when asked about the most suitable definition (122). Their response suggests they know what it can do, but not the underlying mechanics. Jointly, most French radiologists reported they had received insufficient prior information about AI (119). In terms of medical
students, approximately 31% of German students answered “yes” when asked: “Do you personally have a basic understanding of the technologies used in these topics?” (121). In contrast, approximately half of the UK students indicated that they had an understanding of basic AI computational principles. The confidence was higher among Canadian students in terms of self-reporting knowledge however, only a small percentage answered all 5 questions correctly when knowledge was objectively assessed (120).

Encouragingly, radiology residents, radiologists and medical students reported positive willingness to attend courses and/or training programmes in terms of AI (118, 119, 123, 124). It was also reported in Callado-Mesa et. al (2018) and Gong et. al (2019) that the majority of respondents believed that AI/ML should also be a part of the basic medical education and training (121, 123). An overwhelming majority of ESR members believed radiologists should take part in AI development, but only a fraction reported current involvement in developing projects (125).

2.3.3 Attitudes toward artificial intelligence

An attitude is defined as “a feeling or opinion about something or someone, or a way of behaving that is caused by this” (126). Radiologists’ attitudes, behaviour and cognition could have an impact of how AI is adopted and implemented in clinical practice. Prior research suggests that residents, radiologists, medical students, and surgeons believe that AI systems would impact their job in the foreseeable future both positively and negatively (118-125).

When asked: “Which techniques do you foresee will be the most important fields of AI-applications in the next 5-10 years?” members of the ESR responded “detection of disease” (61.1%), “staging/ restaging in oncology” (46.5%), “quantitative image biomarkers” (37.9%) and “imaging processing” (35.9%) (125). In comparison, the majority of Italian radiologists believed AI would aid detection and characterisations, which were considered as easier tasks (122). Similar results were reported by Gong et al (2019) and respondents believed AI could potentially detect pathologies (121). However, half of them believed AI was not capable of establish a definite diagnosis. Conversely, the majority of respondents from the Swiss study believed that “Artificial intelligence should be used as support for evaluating radiological images” (124). This concurrs with the majority of French radiologists who believed AI would contribute to the reduction of image-related medical errors (119).
The future of radiologists was also an area of interest investigated in few of the studies included in this literature review. Thus, while Swiss respondents believed AI should be used as support, the majority was not confident about the future of radiologists (124). In contrast, the minority of respondents in Gong et al., Coppola et al., Pinto dos Santos et al. and Sit et al. believed AI would replace radiologists in the future. However, there was some agreement that AI would affect job opportunities in the future and AI has, in fact, affected some respondents in their choice of specialty (118, 123-125).

Even with an uncertain future, some radiologists believed AI would reduce the time of examinations and increase the time spent with patients (119). However, it was questioned whether AI should be used alone for image evaluations (124, 125). Respondents also believed that AI would to some extent: make radiologists more clinical, change the doctor-patient relationship and save time to enable more peer interaction (125). One study reported shared responsibility between radiologists and developers if AI caused error or harm (125). This concurred with the Swiss study, where respondents questioned AI’s liability (124). Only in two studies were specific patient privacy and data security questions included. Among the Swiss respondents, over half believed that data should be stored locally in hospitals (118). Whereas, the majority of Italian radiologists denied ethical concerns over AI and believed AI should be regulated by specific policies (122).

2.3.4 Summary of current literature

Based on the current climate of knowledge and attitudes toward AI found in this review, it was apparent that the knowledge of AI was limited among radiology residents, radiologists, medical students and others. Equally, not all of the included studies reported findings of knowledge or included similar topics in terms of attitudes. However, areas to apply AI, employment status and impact, and expectations were reoccurring topics in included studies. The attitudes in these studies were divided and due to the limited number of similar studies it is important to gain more knowledge of these topics through further research.

2.4 Study rationale

The review of previous studies indicated that knowledge of and attitudes toward AI are under-researched areas. However, the baseline generated from these studies could serve as
an indicator of the current landscape. Conceivably, these results may not serve as generalisations because of the small sample size, low response rate and sample variations. In addition, knowledge of and attitudes toward AI may differ between countries, based on general knowledge, interest, the educational system, training and own work experience.

As knowledge was limited and areas of attitudes varied in the relevant studies included, it is important to establish a baseline of Norwegian radiologist’s knowledge of and attitudes toward AI. It is believed by this researcher that these factors could provide an indication in relation to if and/or how AI should be implemented in the Norwegian radiological services in the future, as radiologists are considered end-users of this developing technology. It is also hoped that researchers and scientists will include radiologists, or at least seek their knowledge or opinion, when developing AI education and training, as well as the legislative framework for a safe adoption by radiology and healthcare services.

2.5 ABC model of attitudes and conceptual framework

2.5.1 ABC-model of attitudes
The Affective, Behavioural and Cognitive model, also known as the ABC – model of attitudes, may add valuable information to the connection between knowledge and attitudes recorded in this study. The ABC-model was traditionally aimed at users’ attitudes toward a new product(s) or tool(s) and consists of 1) affect (how he/she feels about it), 2) behaviour (intention to take action about it, e.g. use/ not use/ or accept/not accept) and 3) cognition (what is believed to be true about it) (127). See Figure 3 for ABC – model of attitudes.

![Figure 3: Illustration of the ABC- model of attitudes](image-url)
2.5.2 Conceptual framework

The conceptual framework for this study is presented below:

![Conceptual framework diagram](image)

**Figure 4**: Conceptual framework of AI adoption by Norwegian public and private hospitals

Three domains of barriers possibly affecting a new/ and modified legislative framework or policies for education and clinical practice, as well as developing safe and clinically tested AI solutions (with inputs from radiologists) are found far left. However, it is too demanding for this small-scale study to explain the possible pathway for a safe adoption of AI. That is an area for further research. This researcher still hopes to collect and investigate current knowledge of and attitudes toward AI by Norwegian radiologists. This will be for others to build on and finalise in order ensure a safe and accepted adoption of AI by Norwegian public and private hospitals in the future. It is believed that the current legislative framework and policies need to be modified and or/ developed for a safe adoption and necessary training of professionals to take place.
2.6 Research questions and hypotheses

The questions that informed this research were:

*What factors characterise Norwegian Radiologists’ knowledge and attitudes toward artificial intelligence?*

a) To what level do Norwegian radiologists self-report their own knowledge of artificial intelligence?

b) Have Norwegian radiologists attended courses/lectures/seminars in artificial intelligence in radiology?

c) How do Norwegian radiologists think AI will impact radiology?

d) What are the attitudes among Norwegian radiologists toward artificial intelligence in radiology?

The working hypotheses that informed this research were:

**Hypothesis 1** Older radiologists have limited knowledge of AI

**Hypothesis 2** Radiologists undertaking 20 or more examinations per day know more about AI

**Hypothesis 3** Younger radiologists will endorse more positive attitudes in general towards AI in radiology

**Hypothesis 4** Radiologists undertaking under 20 examinations per day demonstrate fewer positive attitudes toward AI in radiology
3. Method
3.1 Study design
This is a quantitative cross-sectional survey undertaken in Norway. Data collection consisted of a web-based questionnaire using Nettskjema. The data was collected anonymously, and 31 radiology residents and radiologists participated in the study. Data collection was conducted between December 2018 to March 2019.

3.2 Inclusion of respondents
3.2.1 Radiologists in Norway
The sample was based on the 990 registered radiologists in Norway in 2017 (128). The inclusion criteria included radiology residents undertaking training in Norway and radiologists employed at Norwegian public or private hospitals. Other categories such as radiographers and orthopaedics were excluded together with those no longer practising as radiologists.

3.2.2 Recruitment procedure
The recruitment of participants was split into two phases: 1) through Facebook and 2) email invitations sent to contacts in the field of radiology. In the initial phase, the link to the web-based questionnaire, supplemented with the information letter, was published on the Facebook page of Norsk radiologisk forening (Eng: Norwegian Radiology Society) in December 2018. Only 13 participants responded. In order to increase the number of respondents, an email was distributed early in March 2019 to contacts in 6 radiology departments in South-Eastern Norway: Vestre Viken, Østfold, Akershus, Ullevål, Rikshospitalet and Radiumhospitalet. The email included the information letter and link to the web-based questionnaire. It was also requested that the invitation to participate in this study was further distributed to other colleagues in order to recruit more participants to this study. An additional 20 participants responded.

3.2.3 Total sample
In total, the two phases of recruitment generated 33 out of 990 possible respondents. This was a lower number than expected. Out of these 33 only 31 could be used for statistical analyses due to missing important variables.
3.3 Background characteristics and questionnaire development

3.3.1 Background characteristics
Demographic information was only sought for age (groups) and sex (male/ female) to secure radiologists’ anonymity as the field of radiology is small in Norway. Individuals are easy to identify on the basis of exact age, education and experience and employment location (in either four of the regional health authorities) and status (radiology resident or certified radiologist). These variables were therefore excluded.

3.3.2 Questionnaire development
The 13 questions developed for this study were modified and translated into Norwegian. Some questions were taken from The Role of Artificial Intelligence in Diagnostic Radiology: A Survey at a Single Radiology Residency Training Program (118) and an early stage pilot study by graduate students at the University of Porto (129) and then translated and adapted, whereas other questions were created anew for the questionnaire. The justification for this method is that according to literature, using or adapting existing questionnaires is productive (130). However, supervisors and an attending radiologist were still asked to review the initial questionnaire before it was published online on Nettskjema. Nettskjema is an online tool used for designing and conducting online surveys and is operated by the University Information Technology Center (USIT) at the University Oslo (UiO) (131). An overview of the questions in English with answers can be found in Table 3 or in full, in Norwegian in Appendix 2.

3.3.3 Responses
The responses were scored either by categorical yes/ no responses or a five-point Likert scale varying from: very high to very low, strongly agree to strongly disagree or to a very large extent to, to a very small extent. Open-ended questions were included, allowing the respondents to elaborate on their answers through free-text. In addition, a number of questions allowed respondents to elaborate on their answer if they answered to a very large extent or to a very small extent and strongly agree or strongly disagree.
Table 3: Overview of survey questions translated into English, including answers, used for statistical analyses

<table>
<thead>
<tr>
<th>Question/ statement</th>
<th>Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1 - What is artificial intelligence in radiology?</td>
<td>Free-text</td>
</tr>
<tr>
<td>Q2 - In what way do you think AI could impact radiology?</td>
<td>Free-text</td>
</tr>
<tr>
<td>Q3 - To what level do you evaluate your own knowledge of AI in radiology?</td>
<td>Five-point Likert-scale</td>
</tr>
<tr>
<td>Q4 - In what area(s) would you like to apply AI?</td>
<td>Yes/ No</td>
</tr>
<tr>
<td>Q5 - Have you attended lectures/ seminars in respect to AI in radiology?</td>
<td>Yes/ No</td>
</tr>
<tr>
<td>Q6 - AI will improve the quality of radiological examinations</td>
<td>Five-point Likert-scale</td>
</tr>
<tr>
<td>Q7 - AI will take over the radiologists’ work tasks in the future</td>
<td>Five-point Likert-scale</td>
</tr>
<tr>
<td>Q8 - AI will contribute to increased accuracy in diagnostics and treatment in the future</td>
<td>Five-point Likert-scale</td>
</tr>
<tr>
<td>Q9 - In which area(s) do you think financial investment in AI is required?</td>
<td>Yes/No</td>
</tr>
<tr>
<td>Q10 a - The use of AI raises concerns related to privacy and data security</td>
<td>Five-point Likert-scale</td>
</tr>
<tr>
<td>Q10 b - The use of AI makes patient refuse radiological examinations due to data security concerns</td>
<td>Five-point Likert-scale</td>
</tr>
<tr>
<td>Q 12 - How many radiological examinations are you undertaking per day?</td>
<td>Numeric response</td>
</tr>
</tbody>
</table>

*Q5 and Q9 included alternatives where Yes/ No is applicable
* Q11 and Q13 was not included in this table as and responses were not included in statistical analyses
* Q7 and Q8 allowed respondents to elaborate on their answer if answering to a very large extent or to a very small extent
* Q10a and Q10b allowed respondents to elaborate their answer if answering strongly agree or strongly disagree
3.4 Ethical considerations

3.4.1 Ethics
The National Committee for Research Ethics in the Social Sciences and the Humanities (NESH) is clear that participation can only be undertaken by competent individuals; who understand the project, choose to participate after considering the information provided and who have not experienced any inappropriate pressure or disadvantages in the process (132). Participants were informed of the potential risks and benefits of participating in this research (See appendix 1: Information letter), enabling them to make an informed choice on whether to take part in this study. The risks associated with the participation in this study are considered to be low because their responses cannot be identified, nor does it affect current clinical practice.

3.4.2 Confidentiality
In the case of this self-administered web-based questionnaire, various measures were taken to ensure the participants’ confidentiality. Firstly, age was divided into categories and information of hospital regions and years of practice was not sought as the combination of specific information might enable specific participants to be identified.

Secondly, all participants were informed that the study was voluntary and anonymous. The participants were also informed that they could not withdraw from the study once the questionnaire was completed since Nettskjema automatically made all the responses anonymous and therefore impossible to trace back to a specific participant. Lastly, data was processed anonymously without any identifiable information and was only used for the purpose of this study.

The purpose of the study was not to expose gaps in radiologists’ understanding of AI, but to examine their general knowledge, perception and attitude toward AI applications in radiology accurately.

3.4.3 Reflexivity
The background of the researcher plays an important role in the construction of this study. Who she is and her relationship to the research, can both positively and negatively influence how the research is constructed and conducted, as well as the analysis of the related findings.
My background is in sports and exercise science with additional courses in engineering. As a graduate student at the faculty of Medicine at the University of Oslo, I have been introduced to different areas of medicine and healthcare, including growing challenges, such as the medical information explosion and navigating technology, confidentiality and ethics.

My interest in this study arose from a course in medical physics which introduced me to the physics of advanced healthcare technology. The motivation to study radiologists’ perception, knowledge level and attitudes was a result of the current ongoing talk of robot-assisted surgery, 3D-printing of organs, e-health and application of artificial intelligence diagnostic radiology. From the available studies found in Table 2, it was evident that there is a gap in research in terms of knowledge of, and attitudes toward, AI end-users in radiology.

3.4.4 Financing and conflict of interest
There are no costs associated with this study. The researcher and the supervisors have no conflict of interest related to this research.

3.5 Statistical analyses
The data was processed both in Excel (Office 365) and the Statistical Package of Social Science (SPSS version 25 and 26). Raw data generated from Nettavgjørelser was processed in Excel before final analyses in SPSS. Missing data was discussed with supervisors and excluded for further analyses. Normal distribution was assessed following inspection of skewness, histograms and Kolmogorov-Smirnov test for normal distribution. Based on this assessment the criteria for normal distribution was not met as the p-value was listed as p=0.00. Therefore, in respect of the small sample and non-normal distribution, a statistician was consulted for recommendations for further statistical non-parametric analyses. The Fisher’s Exact test (p=0.05) was then used as an alternative test for associations, since the Chi-Square test ($X^2$) was deemed invalid due to the low number of expected frequencies.

3.6 Free-text answers
The free-text answers constitute a modes qualitative material. Due to the material’s limited scope and depth, a simplified qualitative analysis approach was deemed appropriate and sufficient. The free-text answers were categorised through a simple approach which involved inductive construction of categories – content analysis. First, the free-text answers were read
several times. Then, categories thought to fit the spectrum of answers were constructed. Next, each answer was placed in the category judged most appropriate and the number of responses in each category was counted.

4. Results

4.1 Respondents

The number of respondents included in the statistical analyses were 31. Table 4 describes the sample of this study in terms of age and number of examinations undertaken per day. As can be seen in the table, most respondents were under the age of 50 and most undertook 20 or more examinations per day.

<table>
<thead>
<tr>
<th>Table 4: Background characteristics of respondents (n (%))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scale, N = 31</td>
</tr>
<tr>
<td>Male (n=26)</td>
</tr>
<tr>
<td>Age range in years</td>
</tr>
<tr>
<td>Under 50</td>
</tr>
<tr>
<td>50 and above</td>
</tr>
<tr>
<td>Number of examinations undertaken per day*</td>
</tr>
<tr>
<td>Under 20</td>
</tr>
<tr>
<td>20 and above</td>
</tr>
</tbody>
</table>

*Q12 - How many radiological examinations are you undertaking per day?

4.2 Knowledge

When asked “What is artificial intelligence in radiology?” many of the respondents self-reported that AI was a “computer programme/ aiding system” (55%). Only 3% provided a labelled application (IBM Watson) with no further explanation. Approximately 20% did not provide a definition of AI and was considered “N/A” (Not Applicable). One respondent seemed to have copied and pasted their answer directly from Google (web-based search engine) and was therefore treated as N/A in this study. Approximately 25% included keywords such as “machine learning/ algorithms” in their free-text answer. See Figure 5 (see Appendix 3 for content analysis).
In response to “In what way do you think artificial intelligence could impact radiology?” the majority (55%) answered a “decision support system/second opinion”. 16% thought it would improve “detection/classification/diagnosis”. Few (6%) thought AI would reduce the radiological workforce. Nearly 25% of the responses fell into the category “N/A”. See Figure 6 (see Appendix 4 for content analysis).

**Figure 5:** Respondents’ self-reported knowledge of AI, free-text answers

**Q1: What is artificial intelligence in radiology?**

- N/A
- A labelled application
- A computer programme/aiding system
- Machine learning/algorithms

**Figure 6:** Reported areas in radiology where AI could make an impact

**Q2: In what way do you think AI would impact radiology?**

- N/A
- Decision support system/Second opinion
- Improve detection/classification/diagnosis
- Reduce workforce

Approximately 39% of the respondents reported “average”, when asked about their knowledge of AI in radiology, whereas, nearly 23% thought they had good knowledge of AI (including answers such as Very good and Good), with 39% reporting they had low knowledge of AI (including Low and Very low). 32% had attended lectures/seminars related to AI in radiology in comparison to the 68% who had not. See Table 5.
### Table 5: Self-reported level of knowledge and lecture and/or seminar attendance

<table>
<thead>
<tr>
<th>Question/ statement</th>
<th>N</th>
<th>Frequency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q3 - To what level do you evaluate your own knowledge of AI in radiology?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very good</td>
<td>3</td>
<td>9.7</td>
</tr>
<tr>
<td>Good</td>
<td>4</td>
<td>12.9</td>
</tr>
<tr>
<td>Average</td>
<td>12</td>
<td>38.7</td>
</tr>
<tr>
<td>Low</td>
<td>9</td>
<td>29</td>
</tr>
<tr>
<td>Very low</td>
<td>3</td>
<td>9.7</td>
</tr>
<tr>
<td>Q5 - Have you attended lectures/ seminars in respect to AI in radiology?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>10</td>
<td>32</td>
</tr>
<tr>
<td>No</td>
<td>21</td>
<td>68</td>
</tr>
</tbody>
</table>

### 4.3 Attitudes

The responses for “In what areas would you like to apply AI?” varied and not all respondents answered Yes and/or No to this question. Most respondents who replied were in favour of applying AI to Lesion tracking (97%) and Pathology (94%). Prediction and Teaching were less favourable areas of those replying, with approximately 68% responding yes and about 25% responding No to apply AI in these two areas. Nearly 50% thought AI should be applied to Other areas (not specified) compared to the 25% of respondents who disagreed it should be applied to Other areas. See Figure 7.

**Figure 7:** Reported areas to apply AI
Reported attitudes in relation to the quality of radiological examinations, workforce and privacy and data security results are found below in Table 6.

Table 6: Reported attitudes toward AI

<table>
<thead>
<tr>
<th>Question/ statement</th>
<th>N</th>
<th>Frequency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q6 - AI will improve the quality of radiological examinations</td>
<td></td>
<td></td>
</tr>
<tr>
<td>To a very large extent</td>
<td>7</td>
<td>22.6</td>
</tr>
<tr>
<td>To an extent</td>
<td>10</td>
<td>32.3</td>
</tr>
<tr>
<td>Do not know</td>
<td>13</td>
<td>41.9</td>
</tr>
<tr>
<td>To a small extent</td>
<td>1</td>
<td>3.2</td>
</tr>
<tr>
<td>To a very small extent</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q7 - AI will take over the radiologists’ work tasks in the future</td>
<td></td>
<td></td>
</tr>
<tr>
<td>To a very large extent</td>
<td>3</td>
<td>9.7</td>
</tr>
<tr>
<td>To an extent</td>
<td>14</td>
<td>45.2</td>
</tr>
<tr>
<td>Do not know</td>
<td>10</td>
<td>32.3</td>
</tr>
<tr>
<td>To a small extent</td>
<td>6</td>
<td>19.4</td>
</tr>
<tr>
<td>To a very small extent</td>
<td>1</td>
<td>3.2</td>
</tr>
<tr>
<td>Q8 - AI will contribute to increased accuracy in diagnostics and treatment in the future</td>
<td></td>
<td></td>
</tr>
<tr>
<td>To a very large extent</td>
<td>4</td>
<td>12.9</td>
</tr>
<tr>
<td>To an extent</td>
<td>14</td>
<td>45.2</td>
</tr>
<tr>
<td>Do not know</td>
<td>10</td>
<td>32.3</td>
</tr>
<tr>
<td>To a small extent</td>
<td>3</td>
<td>9.7</td>
</tr>
<tr>
<td>To a very small extent</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q10 a - The use of AI raises concerns related to privacy and data security</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>9</td>
<td>29</td>
</tr>
<tr>
<td>Agree</td>
<td>11</td>
<td>35.5</td>
</tr>
<tr>
<td>Do not know</td>
<td>7</td>
<td>22.6</td>
</tr>
<tr>
<td>Disagree</td>
<td>4</td>
<td>12.9</td>
</tr>
<tr>
<td>Strongly disagree</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q10 b - The use of AI makes patients refuse radiological examinations due to data security concerns</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>2</td>
<td>6.5</td>
</tr>
<tr>
<td>Agree</td>
<td>6</td>
<td>19.4</td>
</tr>
<tr>
<td>Do not know</td>
<td>8</td>
<td>25.8</td>
</tr>
<tr>
<td>Disagree</td>
<td>12</td>
<td>38.7</td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>3</td>
<td>9.7</td>
</tr>
</tbody>
</table>
About half (55%) thought AI would improve the quality of radiological examinations (including answers: *To a very large extent* and *To an extent*). Nearly 70% responded *Do not know* to whether AI would replace radiologists’ tasks in the future. Only one respondent elaborated on their response *to a very small extent* to Q7 - *AI will take over the radiologists’ work tasks in the future*. Translated from Norwegian the response read as: “Radiology is too complex to be run by machines.”

To Q8 - *AI will contribute to increased accuracy in diagnostics and treatment in the future* four respondents provided information explaining the reason behind their answer *to a very large extent*. One elaboration read as: “…AI will be able to make probability calculations … with greater precision from a database…and will be able to contribute greatly to improved and targeted diagnosis and treatment in the future.” While another read: “…better sensitivity …” Whilst the third read: “…opportunities for utilising image data beyond the purely visual impression and gaining experience from large databases.” Last, the fourth, read: “Efficient operation and exploit greater potential of image information.”

Approximately 65% thought AI would raise concerns in respect to personal privacy. Seven out of nine respondents provided an explanation to their answer *strongly agree* to Q10 a - *The use of AI raises concerns related to privacy and data security*. Reoccurring themes from their elaborations were:

<table>
<thead>
<tr>
<th>Table 7 – Summary of free-text elaboration, privacy and data security</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Scepticism toward third party private organisations and data handling and/or access</td>
</tr>
<tr>
<td>- Doubts concerning present legislative framework in respect of data privacy and patient safety</td>
</tr>
<tr>
<td>- Concerns related to patients’ involvement in terms of allowing access to data for examinations/treatment</td>
</tr>
<tr>
<td>- Concerns related to data access and whether it is actually possible to fully anonymise data generated from examinations, procedures and treatments used in AI development and training</td>
</tr>
</tbody>
</table>

For instance, one respondent asked questions back: “*Who should store patient data? Who should have access to data (other doctors, insurance companies, employers, NAV) to what extent should data be available across hospitals/health agencies/countries?*” Another respondent replied “…it is uncertain whether current solutions are secure enough in terms of data privacy…” In contrast, about 40% of the respondents did not believe patients would refuse radiological examinations because of data security concerns related to the use of AI.
Elaborations were not provided for Q10b - *The use of AI makes patients refuse radiological examinations due to data security concerns* by any respondents and most respondents disagreed with the statement; 38.7% disagreed and 9.7% strongly disagreed.

When asked “*In which area(s) do you think financial investment in AI is required?*” the majority (90.3%) of those who responded thought there should be financial investment in diagnostics, compared to the lower response rate for treatment (71%). Surprisingly, only 54.8% thought there should be investment in teaching/ educating the radiological workforce in AI. See Figure 8.

![Figure 8: Reported areas financially invest in AI](image)

**4.4 Associations**

The study also sought to investigate associations, if any, between the age of radiologists and the *number of examinations undertaken per day*. Age was chosen based on the stereotype that older people, in this case radiologists, struggle with new technology. Number of *examinations undertaken per day* was chosen because it could influence radiologists’ attitudes based on their current workload and expectations.

**4.4.1 Knowledge**

There was found to be no statistically significant association between the *self-reported knowledge* and *number of examinations undertaken per day*. Nor was there found to be a
statistically significant association between the self-reported knowledge and age. There is also no statistically significant association between course participation and number of examinations undertaken per day and between course participation and age. See Table 8.

<table>
<thead>
<tr>
<th>Table 8: Associations between the number of examinations and between age, and self-reported knowledge and course participation (n (%))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of examinations undertaken per day</td>
</tr>
<tr>
<td>Under 20</td>
</tr>
<tr>
<td>Scale, N = 31</td>
</tr>
<tr>
<td>Self-reported Knowledge</td>
</tr>
<tr>
<td>Good</td>
</tr>
<tr>
<td>Average</td>
</tr>
<tr>
<td>Low</td>
</tr>
<tr>
<td>Course participation</td>
</tr>
<tr>
<td>Yes</td>
</tr>
<tr>
<td>No</td>
</tr>
</tbody>
</table>

These results do not support working hypothesis 1 that older radiologists have limited knowledge of AI. Therefore, is not possible to reject the null hypothesis of no statistically significant association between knowledge level and course participation in respect of age and number of examinations undertaken per day. Although these findings should be interpreted within the context of statistical limitations: this study’s relatively small sample size.

4.4.2 Attitudes
Overall, no statistically significant associations between areas of application and number of examinations undertaken per day were found or between areas of application and age. There was also found to be no statistically significant association between areas to invest and number of examinations undertaken per day. Nor was there found any statistical association between areas of application and age. See Table 9.
Table 9: Associations between the number of examinations and between age, and areas to apply AI and areas of financial investments (n (%))

<table>
<thead>
<tr>
<th>Scale, N = 31</th>
<th>Number of examinations undertaken per day</th>
<th>Age range in years</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Under 20 (n=14)</td>
<td>20 and more (n=17)</td>
</tr>
<tr>
<td></td>
<td>Missing, n</td>
<td>Missing, n</td>
</tr>
<tr>
<td>Under 20</td>
<td>12 (86)</td>
<td>9/14 (64)</td>
</tr>
<tr>
<td>20 and more</td>
<td>13/14 (93)</td>
<td>17 (100)</td>
</tr>
<tr>
<td>Under 50</td>
<td>13/14 (93)</td>
<td>17 (100)</td>
</tr>
<tr>
<td>50 and above</td>
<td>9/12 (75)</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>5/10 (50)</td>
<td>4</td>
</tr>
<tr>
<td>Areas to apply AI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prediction</td>
<td>12 (86)</td>
<td>9/14 (64)</td>
</tr>
<tr>
<td>Lesion tracking</td>
<td>13/14 (93)</td>
<td>17 (100)</td>
</tr>
<tr>
<td>Pathology</td>
<td>13/14 (93)</td>
<td>17 (100)</td>
</tr>
<tr>
<td>Teaching</td>
<td>9/12 (75)</td>
<td>2</td>
</tr>
<tr>
<td>Other areas</td>
<td>5/10 (50)</td>
<td>4</td>
</tr>
<tr>
<td>Areas to invest</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diagnostics</td>
<td>12 (86)</td>
<td>16 (94)</td>
</tr>
<tr>
<td>Treatment</td>
<td>11 (79)</td>
<td>11/15 (73)</td>
</tr>
<tr>
<td>Teaching</td>
<td>9/12 (75)</td>
<td>2</td>
</tr>
</tbody>
</table>
These results do not support working hypothesis 2 that younger radiologists endorse more positive attitudes towards AI in radiology. Therefore, it is not possible to reject the null hypothesis of no significant difference between areas of application and areas to invest in respect of age and number of examinations undertaken per day. Again, these findings should be interpreted within the context of statistical limitations: this study’s relatively small sample size.

In sum, no statistically significant association was found between the attitudes toward AI and number of examinations undertaken per day. Nor was there found any statistically significant association between the attitudes toward AI and age. See Table 10.

Table 10: Associations between the number of examinations and between age, and improvements in the quality of examinations, replacing and taking over work tasks and improving precision medicine (n (%))

<table>
<thead>
<tr>
<th>Number of examinations undertaken per day</th>
<th>Age range in years</th>
</tr>
</thead>
<tbody>
<tr>
<td>Under 20 (n=14)</td>
<td>20 and above (n=17)</td>
</tr>
<tr>
<td>Scale, N = 31</td>
<td></td>
</tr>
<tr>
<td>Improve quality of examinations</td>
<td></td>
</tr>
<tr>
<td>Agree</td>
<td></td>
</tr>
<tr>
<td>To some extent</td>
<td></td>
</tr>
<tr>
<td>Disagree</td>
<td></td>
</tr>
<tr>
<td>Take over work tasks</td>
<td></td>
</tr>
<tr>
<td>Agree</td>
<td></td>
</tr>
<tr>
<td>To some extent</td>
<td></td>
</tr>
<tr>
<td>Disagree</td>
<td></td>
</tr>
<tr>
<td>Improve precision medicine</td>
<td></td>
</tr>
<tr>
<td>Agree</td>
<td></td>
</tr>
<tr>
<td>To some extent</td>
<td></td>
</tr>
<tr>
<td>Disagree</td>
<td></td>
</tr>
</tbody>
</table>

These results do not support working hypothesis 3 that older radiologists will endorse more negative work-related attitudes to AI. Therefore, it is not possible to reject the null hypothesis of no statistically significant difference between work attitudes in respect of age and number of examinations undertaken per day.
As previously stated, these findings should be interpreted within the context of statistical limitations: this study’s relatively small sample size.

5. Discussion

5.1 Discussion of the results

The most important finding in this study was that respondents had limited knowledge of AI. Respondents were not convinced AI would improve radiological examinations, however lesion tracking and pathology detection were favourable areas for its application, reflecting the desired areas of financial investments. Interestingly, the respondents did not believe AI would replace radiologists in the future. Only a few had attended a course or a seminar in terms of AI in radiology. It was therefore not surprising that teaching (learning/ educating radiologists in AI) was an area where approximately half believed financial investments should be made. Personal privacy and data security were areas of concerns in this study which reflects the ongoing debate about privacy and data protection in the age of AI.

Interestingly, there was no statistically significant association between number of examinations undertaken per day and age and the respondents’ knowledge of and attitudes towards AI.

5.2 Knowledge

5.2.1 Self-reported knowledge of artificial intelligence

The main finding of this study was that respondents had limited knowledge of AI (Table 5). It was found no association between self-reported knowledge and number of examinations undertaken per day and age in this study. The result of limited knowledge of AI is consistent with findings from previous literature (118-123). For example, one study did not find any association between radiology residents and attending radiologists in terms of knowledge of big data analytics (118). Based on this finding it is suggested here that age is not a factor affecting knowledge of AI as it is believed that radiology residents are younger than radiologists due to the number of years of completed training. Of note, this could be a deceptive result due to this study’s limited sample as well as the sample in the comparing study (See Table 4 and Table 2).
It is universally accepted that knowledge is power. As AI is predicted to have a bright future in radiology, literature has revived the debate on whether radiologists should know basic theoretical concepts of AI/ML in order to understand the technology. Levey and Hessel (133) suggested already back in 1982; that computer science should become a part of the radiology-residency curriculum in order to understand the technology they will be using on a daily basis. Supporters of this idea believe that because of the fact that radiologists are the professionals who will be using this technology, make decisions in terms of diagnosis, and treat patients, they should know the basic principles of AI/ML (36). Without an understanding of basic concepts, the ability to detect false positives and false negatives generated by the AI-based system is limited. This runs the risk of possibly endangering the patients in terms of wrong diagnosis and/or wrong treatment, and the public trust in the radiologists becomes conditioned (74).

In reality, it is the radiologists who are fully responsible for the overall radiological decision making and not the AI-based solution used (even though it assisted in the decision making). The AI-based solution used is not held accountable for any errors generated in terms of misdiagnosis and/or treatments to date. Additionally, it is believed that knowing the basic principles about AI will encourage radiologists to embrace the technology when it is adopted in full-scale and make them more prepared and confident in using such tools (27). According to some, the use of AI is inevitable, and they urge radiologists to work with it and not against it, as it is likely to be of help by reducing their workload and improve diagnostic accuracy (134-136).

On one hand, well-informed radiologists could educate hospital management, consultants and other clinicians, patients and others about the benefits and limitations of AI in clinical settings. In addition, the terms AI and ML are used interchangeably in literature, media and social media and it was reported in a survey that most medical students had acquired knowledge of AI through newspaper articles and/or social media, instead of lectures or seminars in terms of radiology (121). Moreover, acquiring knowledge about AI/ML through newspapers and social media could be misleading and damaging in terms of public opinion and the adoption of AI in the radiology services, as most articles do not provide enough scientific evidence and theoretical information. Through basic knowledge of AI principles and communicating this information, typical misconceptions of AI such as that AI will replace radiologists and decisions and/or treatments will only rely on AI based outputs and
not radiologists, could be eradicated. This researcher acknowledges the fact that basic knowledge of AI/ML could also lead to misconceptions as this technology is very complex and not easily explained.

On the other hand, those professionals who are not informed of AI could believe such knowledge is not essential to their profession, as current AI – based solutions are not widely adopted in clinical practice. It could seem pointless to develop an understanding of AI due to its continuous fast-growing development, the increasing number of new scientific articles published monthly, and the number of successful theoretical solutions. Furthermore, the knowledge acquired could be outdated in 6 months and by theoretical solutions, this researcher refers to AI/ML- based solutions tested in a training environment and not tested in real-time clinical settings.

Of note, knowledge of AI/ML is not enforced, or compulsory in radiology training. In addition, it could be argued that acquiring theoretical and practical knowledge about a technology not yet widely adopted is not a priority due to radiologists’ high workload. Arguably, it may be that their focus should be directed to current clinical practices rather than a technology with potential to transform the sector in the future. In addition, knowledge of AI could also be interest based. If respondents have no interest in AI, it is unlikely that they would seek information and gain and understanding of the topic.

Both sides present good arguments however, a strong case can be made that knowledge of AI/ML is not essential for radiologists at the moment. Although the current workload is increasing day-by-day and AI has the potential to assist with the growing workload, spending time acquiring knowledge about a technology under constant theoretical development, without much practical training and testing using real-time environment(s) or data seems redundant. AI is not ready yet for clinical practice and therefore, it is concluded that the limited knowledge reported in this study is justified by the current experimental status of AI. Having an interest in technology one thing, working with technology is another.
5.2.2 Course and lectures attendance

Not surprisingly, few respondents reported course and/or lectures attendance (Table 5). It was revealed in this study that neither number of examinations or age was associated with their low course or lecture attendance. In contrast, one study demonstrates an association between the willingness to learn about AI and age, as residents are more likely to learn about AI compared to radiologists (118). A possible explanation for this diverse result is that this study did not specifically ask if respondents would consider attending a course or a seminar in respect of AI in radiology, it primarily asked if they had previously attended a course or a seminar. With hindsight, this study should have asked if respondents are considering attending courses or seminars in order to collect as much data possible in terms of respondents’ attitudes and willingness to learn about AI/ML.

As knowledge of AI is not mandatory in radiology and AI still finds itself in a developmental phase, radiologists’ willingness to attend courses and seminars could be questioned based on the findings in this study.

An interest in new technology could serve as a predictor for course and/or seminar attendance however, knowledge of AI is not mandatory, and radiologists are not required to attend such events. It is believed here that attendance is voluntary and grounded in their own interest, knowledge level and/or curiosity. Additionally, availability of courses, peer influence and/or work environment could also be among reasons for respondents to attend course or seminars.

It could be argued that those with greater interest in new technology would want to attend courses or seminars related to AI for self-development and education. Keeping up to date with the rapid developments of theoretical and practical AI/ML and meeting others sharing the same interest and/or view(s) could be beneficial and possibly prepare them for the future. Of note, the information acquired, and research presented in these events, may not be relevant in 6 months due to rapid developments fuelled by the increasing funding. Peer influence and work environment could encourage course and/or seminar attendance, as well as participation in research related activities.

Those professionals who have not attended a course and/or seminar are possibly not interested and may share the view that AI is not imminent, and course and/or seminar attendance is not necessary. Traveling and spending time out the office to attend costly
events, that are currently not relevant to clinical practice would seem nonessential. It could be argued that time (and resources) should be spent on inpatients and other research, rather than something that is still in its developing stages and not adopted clinically.

If not the lack of interest, the availability of events could determine respondent’s attendance, as the AI in radiology community in Norway is small to date. Radiologists who want to attend courses and/or seminars are required to travel, either domestic or internationally, which could be costly and time consuming. These costs could be covered by radiologists’ affiliated institution/ employers and/or grants however, if their possible sponsor(s) shares the view presented in section 5.2.1 Self-reported knowledge of AI: that AI knowledge is not a requirement for radiologists, attendance could be proven difficult.

The arguments for both sides are well grounded however, course and/or seminar attendance is not currently vital for further professional development, as few practical AI solutions have been adopted, let alone in Norway. Although the availability of AI/ML in radiology courses and seminars are increasing abroad, the technology is still under development and the subject(s) and/or content presented might become outdated before clinical applications are implemented in a daily practice.

The required clinical testing of these models will still be suppressed according to this researcher, as the legislative framework concerning such testing is still not in place (e.g. data handling, patient safety, societal acceptance etc.). As AI knowledge is not mandatory, the limited course and/or seminar attendance reported in this study could, therefore, be grounded in respondents lack of interest of AI, cost of traveling and the presented assumption; that AI is developmental only.

5.3 Attitudes
The following part of the discussion will be based on the ABC-model of attitudes and working under the assumption that attitudes toward AI are founded in respondents’ knowledge of AI.
5.3.1 Areas where AI could impact on radiology

It is not surprising that the majority of respondents believed AI would impact on decision support systems/ second opinions (Figure 6). As their workload is increasing and the radiology services are under tremendous pressure, radiologists may dream of an assisting tool with the ability relieve the current pressure.

Supporters of this idea believe that AI may offer a paradigm shift in how clinicians work assisting with workflow efficiency, while at the same time improving care and patient throughput (137). In addition, AI could improve patient outcomes and could possibly boost the productivity of human experts without removing control (138). Not losing control is an important factor as radiology is more than image interpretation. Moreover, it could be argued that AI could result in more work as radiologists need to proofread the outcome generated by the AI-based solutions (139).

AI is still in a developmental phase and it is likely that it will take more time to develop and adopt safe AI-based solutions for radiology in a wider scale.

5.3.2 Improve radiological examinations

A surprising finding in this study was that respondents were not entirely convinced that AI would in general improve the radiological examinations (Table 6). There is no association between number of examinations undertaken per day and age in terms of improvement of radiological examinations. The uncertainty among respondents is not consistent with findings from previous literature. In prior research radiological residents and radiologists more strongly believed AI would improve radiological examinations as an adoption of AI in radiology was considered favourable (119, 122, 124). In addition, studies have reported positive attitudes toward whether AI can reduce image and diagnostic related errors (119, 120, 125). One study has found radiologists with prior knowledge of AI to be more positive toward AI in radiology than radiologists with limited knowledge (119).

Considering the increasing workload and recent advancement, it is believed that AI will improve various aspects of radiological examinations. As recent AI/ML developments have been successful and research has confirmed this, radiologists’ attitudes on whether AI will improve radiology are still divided. On one hand, the negative attitudes of those who are not
convinced AI could improve radiology may be based on the limited number of adopted AI solutions, respondents’ knowledge of AI and their mistrust in the technology. Moreover, it could be argued that the limited number of AI adopted solutions questions the reliability of the technology. In addition, most research is still theoretical and not tested in a full-scale clinical environment(s). Limited knowledge and insufficient legislative framework and policies could foster a mistrust in AI solutions. The proof of AI improving radiology is minimal even with billions of dollars invested and with more to come, as the number of adopted solutions is still low.

On the other hand, those convinced AI would improve radiology could possibly have a better understanding of basic concepts and with interest of AI, be more optimistic and embrace the possibilities it creates. Moreover, it is believed that AI could support and act as a second opinion. In addition, those convinced AI would improve radiology may also believe in something that is just an illusion and will not become a reality in the nearest future. A true response from radiologists’ attitudes will not be accurately sampled until more radiologists are aware of AI and more AI solutions have been adopted in clinical practice. This assumption follows in the next paragraphs as well, involving attitudes.

5.3.3 Take over most work task and replace radiologists

In this study, approximately 68% of the respondents did not know whether AI would replace radiologists in the future (Table 6). No association was found between AI replacing radiologists and number of examinations undertaken per day and age in this study. This finding was supported by literature in terms of age when radiologists were asked if AI/ML would influence their job over the next 10-20 years (118). Another study has pointed out that radiologists do not believe that AI would replace their role in the future however, it is suggested that AI would take over their reporting of image examinations (122). Reduced learning opportunities for radiologists and lower salaries were also perceived as issues in that same study. Likewise, radiology residents, radiologists and surgeons were not confident about the future of radiology (124). The future of diagnostic radiology was uncertain as new technological innovation could jeopardise this subspecialisation (124). In contrast, studies have also reported positive attitudes toward AI in terms of reduced time of each radiological examination enabling more time to spend with patients and consult other clinicians and peers (119, 122, 125).
The respondents’ uncertainty could possibly be rooted in their lack of theoretical and practical knowledge of AI. Not experiencing the technology first-hand could lead to several misconceptions concerning what it is and what it can do. A limited theoretical and practical understanding of AI could possibly affect their workplace. Take for example individual’s bias and personal perceptions. It will be similar to the ongoing hype where the media publishes or presents articles about AI without fully understanding the concepts and where it is written from a commercial standpoint. Additionally, the lack of confidence may sit in tandem with a lack of theoretical knowledge and practical experience of AI. Acquiring such experience is proven to be difficult as there are few solutions available and the current legislative framework and policies reduce available opportunities. Moreover, the lack of theoretical and practical understanding of AI may determine the willingness to adopt AI. The adoption of AI is currently administered by limited legislative framework and policies and due to the current uncertain environment, it is not possible, according to this researcher, to predict whether they will embrace modern AI when and if it is available.

5.3.4 Improve diagnostic -and treatment accuracy

In opposition to prior studies, respondents in this study were unsure as to whether AI would improve diagnostic- and treatment accuracy in radiology (Table 6). This finding strengthens the overall sentiment as respondents are not convinced that AI would improve radiological examinations. The opposing position believed that AI will improve diagnostic and treatment accuracy as well as turnover time and treatment response (120, 122, 125). These adverse results may originate from respondents prior theoretical and practical knowledge of AI as well as their comprehension.

Contrastingly, respondents in studies reporting more positive attitudes toward AI may have a greater comprehension and/or understanding of AI. They may see AI as a system that can copy human behaviour and as a system that may improve diagnostic-and treatment accuracy. Furthermore, they embrace the possibility of a system that can help them with their increasing workload. They are confident in their role as radiology consultants as they are aware that radiology is more than image interpretation. On the other hand, the hype around AI may be responsible for camouflaging the fact that AI has been available for some time, based on the definition presented in section 2.2 artificial intelligence. Radiology has used
advanced computer systems to assist with image enhancement and interpretation for decades. It would seem that radiologists have been using simplistic forms of AI in daily practice without knowing it is AI.

What some may fear is actually the modern subtype of AI, the complex ML systems (with hundreds of layers) that are able to learn by itself. Nobody really knows how it acquires the knowledge and how it determines the suggested outcome(s) (i.e., it is a “black box” concept). It could be debated whether developers have pushed the innovation too far without implementing a safety mechanism.

5.3.5 Areas to apply AI

It was reported in this study that lesion tracking and pathology were more favourable areas to apply AI (Figure 7). This result is consistent with another study where the average radiologist mildly agreed that AI algorithms can reliably detect a pathological condition, whereas radiologists with prior knowledge strongly agreed (119). Another study found that radiology residents and radiologists identified detection of disease in asymptomatic subjects, staging/restaging in oncology, quantitative imaging biomarkers and image post processing as areas of targeted application of AI systems (125).

The areas identified by other studies for the application of AI could be related to the amount of research conducted in these specific areas. Most of this research, however, is theoretical and not tested in a real-time clinical environment. Acquiring approvals for clinical testing is difficult. Moreover, these are the most well-known areas of research and therefore open for personal bias. In addition, lack of knowledge of AI and current research, may cause respondents to blindly accept these areas of adoption. Conversely, few adoptions in these areas exist, questioning whether these areas are the most suitable areas to continuously trying to develop AI based solutions for clinical practice. It could be contended that as long AI is primarily theoretical and not applied widely practical, societal and sectorial hesitations will exist, altering and undermining the development of AI.

5.3.6 Areas of financial investments

Financial investments in AI is required in diagnostics and treatments according to this study (Figure 8). This finding is not surprising as it reflects respondents’ belief in lesion tracking and pathology as areas to apply AI. The reported percentage by respondents in terms of financial investments in teaching or learning about AI was lower. To this researcher’s
knowledge this study is the first to locate areas desirable of financial investments however, this result could be deceptive due to the small sample.

The financial investments in AI on an international level is tremendous (140). As AI is predicted to revolutionise radiology and such research and developing projects are heavily funded, the success of such projects is questionable.

The reason for why the success is questionable is primarily because of the few adopted solutions available in clinical practice. If success is measured in terms of the number of adopted solutions, opponents of AI may consider the AI initiative as a failure. Firstly, spending billions of dollars on trying to develop an AI based solution, which does not make it out on the market, could seem like a misstep. Secondly, trying to develop a solution in terms of AI, that has not got the foundation of legislative framework and solutions and public trust would seem unintelligent. On the other hand, investing in such projects may eventually result in a solution capable of delivering what is promised. Furthermore, investment should also be made in educating professionals and the public in AI, in order for solutions to be more widely accepted. From this viewpoint, it seems excessive trying to develop or spend billions of dollars on a technology that end-users do not understand or trust.

Financial investments in AI cannot be fully successful until end-users and society accepts the technology that is being developed. Therefore, resources should also be allocated to educating end-users and society of such technology. Societal acceptance, not only sectorial acceptance, is crucial for the success and adoption of AI.

5.3.7 Privacy and data security
Unsurprisingly privacy and data security were identified as areas of concern in this study (Table 6) and this finding reflects current literature. From an ethical viewpoint, an AI generated outcome is controversial as it is not clear how the system determines the outcome (141). In addition, radiologists should not be the only ones held responsible for the generated outcome and the responsibility should be shared between radiologists, developers, insurance companies and patients according to one study (125).
The input data is important for the training of AI/ML based solutions. Without input data, the algorithm(s) cannot learn or develop, and the use of such data has raised concerns in terms of data protection, patients’ security, sharing of data and access to data. Protection of data in such settings is demanding, as the legislative framework and policies are not up to date in terms of AI in healthcare. In addition, the security of data is complex and acquiring data however, it is not difficult in the age of technology. Moreover, most individuals believe their data is anonymous when shared and stored electronically however, health data cannot fully be anonymous as it is labelled and linked to each individual. Furthermore, access to data is not only reserved for developers programming and training data sets, in most settings third parties have some sort of access (e.g. investors, component parts suppliers, manufacturers etc.). Even with legislation such as GDPR, third parties with access to data are mostly unknown to the patients the data is obtained from.

On the other side, an AI solution cannot fully succeed before it is trained on a substantial amount of data and it is argued that the AI/ML algorithm(s) needs to be tested in real-time clinical environments with continuous flowing data, and not only on data stored from medical image repositories. Moreover, such data is not accessible at the moment and it is ironically protected by an insufficient legislative framework as the current framework will not approve AI/ML based solutions that should not be deleted, trustworthy and secure (ensuring patients’ safety).

It is therefore suggested by this researcher that the legislative framework needs to be in place for such training to be allowed as without such training AI will not reach its full potential. In addition, the technology will not be considered trustworthy as long as it is does not succeed in a practical clinical environment and is adopted. The end-users will not embrace or welcome this technology before it is proven safe and foremost, ensures patient safety.

5.3.8 Refusal of radiological examinations

It was reported in this study that respondents did not believe patients would refuse AI-based radiological examinations due to data security concerns (Table 6). Another study opposed this finding where radiologists believed patients would not accept an image report made single handed by AI (125). Their finding concurs with another study related to patients’ awareness and trust in AI conducted by the British Heart Foundation (BHF) and All-Party
Parliamentary Group (APPG) where patients felt more comfortable being diagnosed by a human consultant rather that an AI solution (142).

As AI solutions are still in a developmental phase and diagnosis and/or treatment has traditionally been with the radiologists (and consultants), patients’ trust in AI and their consultants is important for future adoption. Literature has suggested many ways that AI could work successfully however, if either patients’ or radiologists do not trust the technology it would seem difficult to justify its adoption. Additionally, if and when the technology is adopted, with sufficient legislative framework, and in the interest of the patients, it could be argued that no one will question the systems’ liability as long as it performs and the decision making is right. Its needs to be with hospital/ clinical ethics committee or medical negligence experts equally as with other medical malpractice conducted by the healthcare services.

The hurdle AI has to overcome is development and adoption, once adopted and accepted AI could potentially be revolutionising, as litterature has suggested. On the contrary, it could be argued that when AI is successfully adopted, basic knowledge of AI is not required by patients (the public) as long as radiology consultants are confident, specialists in using AI/ML based tools and aware of its strenghts and limitations. Radiologists are only then the specialists, similar to what they are now, and their professional opinion weighs more than patients opinion of the technology and knowledge aquired online (e.g. social media, newspapers, medical forums etc.).

5.4 Associations
The working hypotheses outlined in section 2.6 Research question and hypotheses can be discarded as there was found to be no statistically significant associations. However, due to the small number of respondents the study might very well have had insufficient statistical strength to establish associations. Further investigations with a greater sample are required to establish any foundations for the working hypotheses presented in this study.

5.5 Implications for AI adoption by Norwegian public and private hospitals
Through the discussion of results presented above, it is apparent that a successful adoption of AI by Norwegian public and private hospitals is dependent on a variety of factors.
Firstly, radiologists’ knowledge of AI has to increase. However, their knowledge of AI cannot increase without available courses and/or seminars. These courses and/or seminars are mainly held abroad, and the cost and time spent is not justified, as AI is rapidly developing and modern AI is not widely adopted internationally, let alone, in Norway. Of note, an interest in learning and knowing about AI, together with beliefs of benefits, also has to be present.

Secondly, the above cannot occur without a legislative framework or policies in place. Structuring a learning platform in AI/ML for medical school and/or residency programmes would potentially be administrated by the Ministry of Education and Research (Norwegian: Kunnskapsdepartementet) and with few successfully adopted solutions the benefit is of integrating such learning is minimal at the moment. AI knowledge and practical skills is not, yet, mandatory in radiology or in medicine. The question is, will it ever be?

Thirdly, the lack of adopted solutions may alter the development of the legislative framework and policies. The lack of understanding, legislative framework and policies may also prevent the development of AI solutions as the framework does not allow for necessary testing in real time clinical environments.

It is clear for this discussion that adopting AI is not straight forward and there is an interplay of variables concerning knowledge, attitudes, societal and sectorial acceptance and legislation. As AI is still in a developmental phase, it is believed by this researcher that Norwegian public and private hospitals will not adopt AI in the nearest future because the technology is not ready, and the knowledge foundation of adopting AI is frail (143).

In order to adopt AI, the Norwegian government has to develop and/or modify its current AI legislation and policies so that necessary testing in live clinical environments can occur. Jointly, the radiology sector has to increase the current knowledge of AI in radiology within the sector in order to be prepared and aware of such technology and benefits. The awareness of the public should also be increased in order to eradicate misconceptions toward the technology and to ensure that patients know that human consultants will be present in all the decision making, diagnosis and treatment. AI will not replace radiologists, it will instead
serve as a tool assisting with decision-making, diagnoses and/or treatment, just as medical technology is to date.

This researcher believes that the Norwegian government needs to find a way to balance the degree of regulation and legislation of AI in order to promote sustainable innovation, safety and trust. Only then can AI-based solutions gradually succeed by moving forward from the developmental phase proposed in this study.

5.6 Is artificial intelligence too hyped?

The industry has not yet succeeded in developing a full-scale AI-based radiology solution based on the limited number of adopted solutions. AI has been sold as something new and ground-breaking however, radiologists have had access to AI a long time before this hype; the technology was not called AI/ML – it was called CAD (113). However, the industry and media have suggested that AI will change (and possibly revolutionise) radiology because of its ability to improve efficiency and accuracy of diagnosis (144-147).

It is possible to argue that the current AI research is driven forward by the hype and promise that AI will revolutionise the pressured radiology services. AI’s position in the market is currently strong and this fuels research and investments. A simple Google Scholar search from the 27th June 2020 revealed that approximately 16,600 of the 38,000 articles found were published after 2018. Meaning about 44% of all of the articles found in the Google Scholar search were published after 2018. The search included these keywords; artificial intelligence, machine learning, radiology and medical imaging, and this researcher acknowledges that more articles could have been found by using additional keywords such as artificial neural network(s) and deep learning etc.

Although most research is still theoretical and has not been tested in a full-scale clinical environment (see section 5.3.2), the industry, scientists, researchers, and media have fabricated an illusion of success. Take for example these two statements taken from a PowerPoint presentation held by Dr. Ranschaert in 2018 at the annual meeting of the Belgian Society of Radiologists (BSR) (148):
“Algorithms can diagnose pneumonia better than radiologists”

Or

“Algorithms can detect pneumonia from chest x-rays better than radiologists”

Which of these statements are most appealing and which could serve as the headline of an article? The obvious answer according to this researcher is the first statement which demonstrates a wide-spread success. Algorithms that can diagnose pneumonia better than radiologists may nourish the idea that AI-based solutions can change and revolutionise radiology. The second statement is more moderated as the algorithms involved can detect pneumonia from chest x-rays better than radiologists. It does not imply that the algorithms can universally detect pneumonia better than radiologists.

The two statements listed above originated form an article published online on Stanford Medicine news centre in 2017. The original heading of the article was (149):

“Algorithm better at diagnosing pneumonia than radiologists”,

and the subheading read as:

“Stanford researchers have developed a deep-learning algorithm that evaluates chest x-rays for signs of disease.”

By reading through the article this researcher discovered that the tone of the article was positive and that the results from the study were described as somewhat groundbreaking:

“Within a week, the researchers had an algorithm that diagnosed 10 of the pathologies labelled in the X-rays more accurately than previous state-of-the-arts results. In just over a month, their algorithm could beat these standards in all 14 identification tasks. In that short time span, CheXNet also outperformed the four Stanford radiologists in diagnosing pneumonia accurately.”

From this paragraph it is apparent in that specific study that AI/ML in radiology could possibly detect pathologies better than previous state-of-the arts results. However, the headline implied that radiologists were outperformed in diagnosing pneumonia by an
algorithm. Whereas further down in the article, it was stated that four Stanford radiologists were outperformed. The result is not convincing from a critical perspective and it is therefore important to evaluate what you read in order to judge if it is trustworthy, and its value and relevance in that particular context (150). There are countless of articles published annually which may build on prior theoretical research form interdisciplinary collaborations. The amount of varying literature available and few adopted AI-based solutions to date could also perhaps, be one of the reasons why most respondents in this study had not attended a course or a seminar related to AI. They may question the material, as well as the speakers, and nobody really knows how successful a full-scale AI-based solution will be in the future.

The illusion of success attracts further research and additional investments. However, there is a deepening gap between profit and funding. A report by Signify Research: *Machine Learning in Medical Imaging-World-2018* illustrated the magnitude of the speculation around AI in medical imaging (151). Approximately 90% of the listed companies registered less than 500K in sales in 2017 and many had received over $30M in funding (151, 152). It is appreciated that additional funding and research can lead to gradual development by this researcher and new small-scale solutions are more than welcomed, however the industry and the media have promoted a revolution that is yet to come.

Based on the fabricated illusion of success and the deepening gap between profit and funding this researcher believes it is important to question and evaluate the validity of the available information and literature on AI/ML. An algorithm can be successful in detecting lung nodules but only in theory, as it has not been tested in a full-scale clinical environment. In addition, there is a mass of information and research available on AI/ML in radiology, but much of it could possibly be commercially sponsored and/or potentially biased. Conversely, further research may build on the theoretical success however, it is less likely that a significant progress will happen as long as the algorithm(s) is not tested and/or challenged in real-time environments.

A strong case can therefore be made, that AI/ML in radiology is to date promoted heavily by the industry due to the multi-billion investments and the current buzz. The illusion of success has contributed to further excitement among researchers and others who genuinely believes that AI/ML will change and revolutionise radiology in the nearest future. To date there is no wide-scale AI-based solution in radiology and it may not be developed in the future either.
The current expectations are far greater than the actual results. It could be argued that the industry and researchers have to take a step back and focus on a small-scale solution rather than a full-scale solution in order to succeed and harvest the trust required for adoption. In sum, on one side, hype is good as it helps drive research, bring investments and create competition (153). On the other side, hype could also be lead to over-promising, lack of investments in improving current practice, and rushed unscientific approaches to complex problems (153).

5.7 Strengths and limitations

5.7.1 Cross-sectional design
This was a cross-sectional study and variables were therefore recorded at one point of time. Based on this causality cannot be examined or inferred from the results. It is possible that associations between variables may vary over time, and cross-sectional studies may only provide a glimpse of the association(s) at the time of their data collection. Due to the study design it was impossible to provide evidence for the mechanisms connecting these variables. For example: 1) whether having limited knowledge and AI skills can cause radiologists (younger and/or older) to seek information or attend seminars or lectures on AI or ML in radiology and/or healthcare, or 2) whether having negative attitudes could actually cause radiologists (younger and/or older) to avoid using related technology in clinical settings if possible.

5.7.2 Questionnaire
The questionnaire was developed based on prior studies and this research’s objective. In light of this study’s findings and hindsight, a greater number of multiple-choice questions could have been included in order to collect more data for statistical analyses. Considering the small sample, it is believed that an additional number of multiple-choice questions could have strengthened the reliability of the present findings and to some extent compensate for the limited number of respondents and the rejection of generalisation. It is also appreciated that the response rate could have been higher as well, and an addition of multiple-choice questions would still be beneficial in order to strengthen the investigation. Care was taken to ensure that the contexts of responses were not compromised in order to minimise internal validity.
Any weakness in the questionnaire can reduce reliability and validity by the introduction of random or systematic errors.

5.7.3 Recruiting issues
The overall response rate was low despite various attempts to improve the sample size. It may be that some radiologists who refused to take part in this study were influenced by personal sensitivities, objection and/or lack of knowledge to the subject area or reservations about the time it would take to complete the questionnaire (7-10 minutes). However, given the voluntary nature of participation in this study, it would be difficult to manage such factors or prevent multiple responses by a single individual due to complete anonymity being offered by Nettskjema. Reasons for non-participation could be demanding workloads and hours, lack of interest, forgetting to distribute the study pack (link to questionnaire and information letter) and that participation in this study was not seen as a priority due to the modest AI research in Norway.

The method of recruitment could also serve as a limitation for participating in this study. It is not a given that radiologists are active on Facebook or frequently read their e-mail. Moreover, it could be that they were receiving numerous invitations to participate in various studies. In addition, it might very well be that there was an overrepresentation of respondents with a keen interest in technology and/or technological advancements in radiology, with the ability to reflect on their knowledge of and attitudes toward AI in radiology. In particular, respondents approached by the email invitations were employed at radiology departments in the South-eastern health region, and their responses may therefore not be representative for all Norwegian radiologists. However, respondents could have been employed elsewhere as radiologists were encouraged to forward the invitation to participate in this study.

5.7.4 Data handling and statistical analyses
To minimise errors and protect reliability the data generated was entered twice to check for data entry mistakes. Based on the preliminary analysis of responses it was clear that the small sample would be challenging. The sample was not normally distributed and help from a statistician was sought in order to find the suitable non-parametric tests for analysis of a small sample and the Fisher’s Exact test (p=0.05) was considered suitable for investigation of associations, if any.
5.8 Recommendations for further research

Due to the methodological challenges and statistical limitations of this study noted above, a replication and/or extension of this research is required in order to draw firmer conclusions regarding the interplay between variables in respect of knowledge of and attitudes toward AI in radiology. Thus, attitudes are a complex phenomenon, they are unlikely to be investigated adequately by single stranded methodologies. Recommendations for future research in respect to this subject could include both qualitative and quantitative approaches in a more cohesive fashion than presented in this study. For example, a qualitative in-depth interview approach might prepare the ground for a cross-sectional questionnaire. It is also believed that radiographers, medical physicists and medical students could be included as they may be using this technology in the future.

Lastly, knowledge of and attitudes toward AI may affect both implementation and use of the technology in the radiological services. More studies are required to inform the hospital management, policy makers and governance to highlight potential local and regional barriers which may prevent radiologists from learning about, adapting to and applying AI in clinical practice. Further work should seek to identify strategies to facilitate more knowledge of AI and training experience in radiology, and to address the link between attitudes to AI and its adoption behaviours. For example, do those radiologists with positive attitudes toward AI fail to seek related training environments as there are limited numbers of them?
6. Conclusion

This study aimed to investigate the characteristics of Norwegian radiologists’ knowledge and attitudes toward AI. Self-reported knowledge and course attendance were factors investigated in terms of knowledge and willingness to learn about AI. It was also believed that respondents’ attitudes would be affected by their knowledge of AI. This view was supported by the ABC-model of attitudes. Finally, this study examined the association(s) if any between age and the number of examinations and knowledge and attitudes.

The results showed the following:

- Respondents reported lack of knowledge of AI and few had attended courses and/or seminars.
- Respondents were not convinced AI would improve radiology (e.g. improve diagnosis and treatment).
- Respondents were not convinced AI would replace radiologists and take over most of their work tasks.
- Lesion tracking and pathology were favourable areas to apply AI and financial investments should be made in diagnostics and treatments, and possibly in teaching and education of AI.
- Data privacy and security were areas of great concern and the respondents did not believe that patients would refuse radiological examinations because of data concerns.

No association was found between the number of examinations undertaken per day, age and knowledge and attitudes. However, the overall result from this study could be deceptive due to the small sample of only 31 respondents.

The adoption of AI by the Norwegian public and private hospitals appears not to be forthcoming in the short run, as the technology is not ready for adoption, the legislative framework and policies are not sufficient, the public trust and opinion is low, and the end-users are not sufficiently knowledgeable and convinced that AI would improve radiology. In addition, there is a deepening gap between profit and funding.
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Kunstig intelligens (KI) i Radiologi

Alder
- 20 - 29
- 30 - 39
- 40 - 49
- 50 - 59
- 60 - 69
- 70 +

Kjønn
- Mann
- Kvinne

1) Hva er artificial intelligence (AI) i radiologi? Gi eksempler.
Freetext

2) På hvilke måter tror du artificial intelligence kan påvirke radiologien?
Freetext

3) Hvordan vurderer du din egen kunnskap om kunstig intelligens innen radiologi?
- Svært god
- God
- Middels
- Lav
- Svært lav

4) I hvilke områder kunne du tenkt deg å bruke AI?

<table>
<thead>
<tr>
<th>Opcjon</th>
<th>Ja</th>
<th>Nei</th>
</tr>
</thead>
<tbody>
<tr>
<td>I prediksjon av utfall for en bestemt indikasjon</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>I lesion tracking</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>I kvantifisering og karakterisering av patologi</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>I undervisningssammenheng</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Annet</td>
<td>○</td>
<td>○</td>
</tr>
</tbody>
</table>

5) Har du deltatt på kurs/seminar om AI innen radiologi?
- Ja
- Nei

6) Tror du AI kommer til å forbedre kvalitet og nytte av de radiologiske undersøkelserne?

https://nettskjema.uio.no/user/form/preview.html?id=103547
7) Tror du AI vil overta radiologers arbeidsoppgaver i fremtiden?

- I svært stor grad
- I stor grad
- I noen grad
- I liten grad
- I svært liten grad

Bekreft kort hvorfor?
Fritekst

Dette elementet vises dersom et av følgende alternativer er valgt på spørsmål «7) Tror du AI vil overta radiologers arbeidsoppgaver i fremtiden?»: I svært stor grad

8) Tror du AI kan bidra til større presisjon for radiologisvar og dermed bidra til bedre og mer målrettet behandling i fremtiden?

- I svært stor grad
- I stor grad
- I noen grad
- I liten grad
- I svært liten grad

Bekreft kort hvorfor?
Fritekst

Dette elementet vises dersom et av følgende alternativer er valgt på spørsmål «8) Tror du AI kan bidra til større presisjon for radiologisvar og dermed bidra til bedre og mer målrettet behandling i fremtiden?»: I svært stor grad

9) I hvilket område mener du at det bør investeres (økonomisk) i AI?

<table>
<thead>
<tr>
<th></th>
<th>Ja</th>
<th>Nei</th>
</tr>
</thead>
<tbody>
<tr>
<td>I diagnosikk</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>I behandling</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>I undervisningssammenheng</td>
<td>C</td>
<td>C</td>
</tr>
</tbody>
</table>

10) Velg det alternativet som du mener er mest treffende.

Bruk av AI vil føre til utfordringer for personvern og datasikkerhet
Dette elementet vises dersom et av følgende alternativer er valgt på spørsmål «Bruk av AI vil føre til utfordringer for personvern og datasikkerhet»: Svært enig

Utdyp hvorfor det oppstår utfordringer relatert til personvern og sikkerhet

Fritekst

Dette elementet vises dersom et av følgende alternativer er valgt på spørsmål «Bruk av AI vil føre til utfordringer for personvern og datasikkerhet»: Svært uenig

Utdyp hvorfor det ikke oppstår utfordringer relatert til personvern og sikkerhet

Fritekst

Bruk av AI kan føre til at pasienter blir redde for å gjennomgå radiologiske undersøkelser på grunn av frykt for at pasientdata kan komme på avveie

Dette elementet vises dersom et av følgende alternativer er valgt på spørsmål «11) Har du brukt AI på arbeidsplassen?»: Ja

1) Har du brukt AI på arbeidsplassen?

Ja  Nei

Hvor har du brukt AI?

Dette elementet vises dersom et av følgende alternativer er valgt på spørsmål «11) Har du brukt AI på arbeidsplassen?»: Ja

<table>
<thead>
<tr>
<th></th>
<th>Ja</th>
<th>Nei</th>
</tr>
</thead>
<tbody>
<tr>
<td>I diagnose</td>
<td>C</td>
<td></td>
</tr>
<tr>
<td>I behandling</td>
<td>C</td>
<td></td>
</tr>
<tr>
<td>I databehandling</td>
<td>C</td>
<td></td>
</tr>
<tr>
<td>I undervisningssammenheng</td>
<td>C</td>
<td></td>
</tr>
</tbody>
</table>

Hvordan har AI påvirket denne tjenesten?

Lite Mindre Middels Mer Mye

12) Hvor mange undersøkelser gransker du gjennomsnittlig pr dag?

Fritekst

13) Hvilken type undersøkelser utgjør hovedtyngden av arbeidet ditt

MR CT Konvensjonell røntgen
Se nylige endringer i Nettaksjema (v438_1rc1)
Appendix 3: Content analysis: Q1 - What is artificial intelligence (AI) in radiology?

<table>
<thead>
<tr>
<th>Condensed meaning unit</th>
<th>Code</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>N/A</td>
<td>N/A</td>
<td>6</td>
</tr>
<tr>
<td>Identified application/ labelled description</td>
<td>A labelled application</td>
<td>1</td>
</tr>
<tr>
<td>Identification of technology/ what it can do</td>
<td>A computer programme/ aiding system</td>
<td>17</td>
</tr>
<tr>
<td>Specified technology/ what it is and can do</td>
<td>Machine learning/ algorithms</td>
<td>7</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>31</td>
</tr>
</tbody>
</table>
Appendix 4: Content analysis: Q2 - In what way do you think AI could impact radiology?

<table>
<thead>
<tr>
<th>Condensed meaning unit</th>
<th>Code</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>N/A</td>
<td>N/A</td>
<td>7</td>
</tr>
<tr>
<td>Aid/ change daily work tasks</td>
<td>Decision support system/ Second opinion</td>
<td>17</td>
</tr>
<tr>
<td>Increase quality of detection/ classification/ diagnosis</td>
<td>Improve detection/ classification/ diagnosis</td>
<td>5</td>
</tr>
<tr>
<td>Take over most/ all work tasks</td>
<td>Reduce workforce</td>
<td>2</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>31</td>
</tr>
</tbody>
</table>