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ABSTRACT

In acoustic instruments, sound production relies on the in-
teraction between physical objects. Digital musical instru-
ments, on the other hand, are based on arbitrarily designed
action–sound mappings. This paper describes the ongoing
exploration of an empirically-based approach for simulat-
ing guitar playing technique when designing the mappings
of ‘air instruments’. We present results from an experi-
ment in which 33 electric guitarists performed a set of ba-
sic sound-producing actions: impulsive, sustained, and it-
erative. The dataset consists of bioelectric muscle signals,
motion capture, video, and audio recordings. This multi-
modal dataset was used to train a long short-term memory
network (LSTM) with a few hidden layers and relatively
short training duration. We show that the network is able to
predict audio energy features of free improvisations on the
guitar, relying on a dataset of three distinct motion types.

1. INTRODUCTION

Playing ‘in the air’ can be seen as a way of music appreci-
ation [1], and also has potential for music expression [2].
But when you play an ‘air instrument’—for example, the
‘air guitar’—what are you actually playing? What kind
of sound is supposed to be produced, and which strategies
can be used in the design of such mappings? Our approach
is based on the idea of letting the action–sound couplings
found in acoustic instruments guide the design of action–
sound mappings in a digital musical instrument [3]. The
aim is not to recreate the action–sound couplings of (elec-
tro)acoustic guitar performance directly, but rather let them
inspire the mappings in a new ‘air instrument’.

There are several examples of air guitar instruments based
on fairly coarse body movement, such as, the Virtual Air
Guitar [4] and the Virtual Slide Guitar [5]. There are also
more recent examples of using deep learning and computer
vision to map between fingers and tones, for example, the
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Figure 1. Overview of the data collection used in the study.

‘deep air guitar’ framework [6]. Such a camera-based ap-
proach is less useful in a performance scenario, since it is
so dependent on the placement of the camera.

An alternative to using cameras to look at hands or fin-
gers, is to use muscle information as the input of an air in-
strument. The muscle signals on the forearms are closely
related to the finger movement, and the muscle signals
can be measure by technologies such as electromyogra-
phy (EMG) [7]. This approach is promising, and afford-
able muscle-sensing devices (such as the Myo) have been
widely used in digital musical instrument designs [8]. Work-
ing with the muscle signals is not trivial, however, and of-
ten results in arbitrary mappings between action (captured
as muscle signals) and the generated sound. In this paper,
we therefore ask the question:

• How can we model relationships between action and
sound in guitar playing, using muscle-sensing as the
input?

This question has been broken down to two main chal-
lenges that will be presented in the following: (1) building
a dataset that can be used for machine learning, and (2)
developing a model based on the dataset. We first intro-
duce the background of action–sound analysis and the ap-
plication of machine learning in music performance. Then
we elaborate on the data collection and the tools used for
recording the dataset. Finally, we describe the model ar-
chitecture and discuss the results.
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2. BACKGROUND

2.1 Music-related body motion

Imagine a guitarist playing a song. For each chord to be
strummed, the guitarist would lift a limb upwards, and
move it back downwards to hit the strings. This process
relies on motion and force. The former is defined as the
continuous displacement of a limb or an object in space
over time, while the latter refers to the push or pull expe-
riences during the interaction. Force can set an object into
motion, and motion can lead to the experience of force.
While these can be objectively measured using a range of
sensing devices (see, for example, [9] for an overview of
different methods for sensing music-related body motion),
we reserve the term action to what can be described as the
goal-oriented chunking of such continuous physical phe-
nomena, what Godøy and Leman refers to as ‘cognitive
units’ [10].

2.2 Sound-producing actions

There are several types and categories of music-related body
motion [11], but in this context we will primarily focus on
the sound-producing actions that are responsible for note
production. These can be further divided into excitation
actions, such as the right hand that excites the strings, and
modification actions, such as the left hand modifying the
pitch. The excitation can be further divided into three main
categories [12] (as sketched in Figure 2):

• Impulsive: fast attack, discontinuous energy transfer

• Sustained: gradual onset, continuous energy transfer

• Iterative: series of discontinuous energy transfer

Musical performances typically combine all these types
in expressive ways. Drawing on such a conceptual appara-
tus, we can however assume the continuous music-related
body motion/force as a series of goal points, which, when
temporally close enough, can overlap and become coar-
ticulated [13]. In other words, we can think of an entire
instrumental performance in terms of such coarticulated
combinations of the three aforementioned motion types.

2.3 Action–sound couplings and mappings

The relationships between action and sound in acoustic in-
struments are dictated by the laws of physics, and can be
thought of as action–sound couplings [14]. However, dig-
ital musical instruments (DMIs) are based on the creation
of action–sound mappings, in which the relationships be-
tween the physical energy of the input action may not nec-
essarily correspond to that of the output sound. The cre-
ation of meaningful action–sound mappings in digital mu-
sical instruments is therefore critical for how they are per-
ceived [15], and has been a central topic in the field of
new interfaces for musical expression (NIME) over the last
decades [16].
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Figure 2. Illustration of the three basic action–sound types:
impulsive, sustained, and iterative (from [14]).

2.4 Machine learning in mapping design

Machine learning has been a part of NIME design since
the early 1990s [17]. Well-known examples include the
Wekinator [18], Gesture Follower [19], ml.* library [20],
Gesture Recognition Toolkit (GRT) [21], Gesture Variation
Follower (GVF) [22], and ml.lib [23]. These (and other)
tools allow for using machine learning algorithms through
either a graphical user interface (GUI), or, in the form of
external libraries for audio programming platforms, such
as Max/MSP and Pure Data. A number of new musical
interfaces have employed such systems, such as, Snyder’s
The Birl [24], Kiefer’s use of Echo State Networks (ESNs)
[25], and Schacher and colleagues’ Double Vortex [26].

In recent years there have been an increasing interest in
applications of deep neural networks (DNNs) for symbolic
music generation or audio modelling. There are fewer mu-
sical examples of physical interaction (see, for example,
[27] for an overview of deep predictive models in interac-
tive music). A recent interactive music framework for deep
learning is IMPS, which uses a mixture density network
(MDN) over LSTM layers, and provides a low-entry-fee
for musical exploration of DNNs [28]. Within instrument
design, Gregorio’s intelligent mapping structure [29], and
McCormack et al’s human–machine collaborative impro-
visation system [30] are some of the recent works.

2.5 Conceptual Idea

The central idea of this project is to investigate the action–
sound couplings found in electric guitar performance, and
use these for the creation of action–sound mappings in in-
terfaces that do not rely on a physical controller. This can
be thought of as the creation of technologies that allow for
sonic interaction in the ‘air’ [2]. Previous research on the
topic has primarily focused on capturing ‘overt’ motion,
using optical or inertial motion tracking devices. The chal-
lenge is, then, how to exert effort while the haptic feedback
of a physical interface is not available. To tackle this issue,
we explore how the ‘covert’ muscle signals related to phys-
ical motion can be used for such interaction, in which the
authors have been working on artistic-scientific projects in
the recent years ( [?, ?]). Thus, we focus on electromyo-
graphic (EMG) signals that represent the electrical activity
of muscles [31].



Figure 3. Sketch of the model: Raw EMG data and audio
RMS are input to the neural network. The network (LSTM
architecture) then outputs a predicted audio RMS.

The idea is to create a model of relationships between
extracted muscle activity and sound features. The model is
trained on raw EMG signals and the RMS of the resultant
sound. Finally, the system is tested with the EMG input
from freely improvised recordings.

3. DATA COLLECTION

3.1 Participants

A total of 36 music students and semi-professional musi-
cians took part in the study, three of which were excluded
due to incomplete data. Thus, our dataset consists of data
from 33 participants (32 male, 1 female, mean age and
standard deviation is 27±7 years). All the participants had
some formal training in playing the guitar, ranging from
private lessons to university-level education. The recruit-
ment was done through an online form published on the
web site of the University of Oslo, which was announced in
various communication channels targeting music students.
Participation was rewarded with a gift card (valued ap-
prox. e30). The study obtained ethical approval from the
Norwegian Centre for Research Data (NSD), with project
number 872789.

3.2 Apparatus

Recordings took place in the fourMs motion capture lab at
the University of Oslo. We recorded the audio at 16-bit
48 kHz using an Universal Audio Apollo Twin audio in-
terface. All participants used the same performance setup:
A Sadowsky Semihollow guitar with 11-49 gauge round-
wound strings, a 1.5mm Jim Dunlop Tortex plectrum, a
Roland AC-40 acoustic guitar amplifier (clean tone with

all-flat equalizer settings) connected into the audio inter-
face through the line output. The sound level was set to be
comfortably loud for the participant.

We recorded the participants’ muscle activity as surface
EMG with two systems: consumer-grade Myo armbands
and medical-grade Delsys Trigno. The former has a sam-
ple rate of 200 Hz, while the latter has a sample rate of
2000 Hz. Overt body motion was captured with a twelve-
camera Qualisys Oqus infrared, optical motion capture sys-
tem at a frame rate of 200 Hz. This system tracked the
three-dimensional positions of reflective markers attached
to each participant’s upper-body and instrument. A trig-
ger unit was used to synchronise the Qualisys and Delsys
Trigno systems. We have also developed our own soft-
ware for recording data from the Myo armband in syn-
chrony with the audio (see Section 3.4). Regular video
was recorded with a Canon XF105, synchronised with the
Qualisys motion capture system.

For the current paper, only EMG data from the Myo will
be considered, since the aim is to use the trained model in
performance. Data from the Delsys system, as well as the
motion capture and video recordings, have been used for
reference only.

3.3 Procedure

The participants were recorded individually and were asked
to perform warm-up, four specific performance tasks, and
a final improvisation:

0. A warm-up improvisation with metronome at 70 bpm

1. Task 1

(a) Softly played impulsive notes

(b) Strongly played impulsive notes

2. Task 2

(a) Softly played iterative 16th notes

(b) Strongly played iterative 16th notes

3. Task 3

(a) Softly played hammer-ons and pull-offs

(b) Strongly played hammer-ons and pull-offs

4. Task 4

(a) Softly played sustained semi-tone bending

i. ‘As fast as possible’
ii. ‘As slow as possible’

(b) Strongly played sustained semi-tone bending

i. ‘As fast as possible’
ii. ‘As slow as possible’

5. A free improvisation (the tone features and the use
of metronome are at the participant’s discretion)



Figure 4. The RMS of the recorded sound and the model prediction. Both curves are processed with a Savitzky-Golay filter
to reflect the general shape of the RMS comparison.

Figure 5. A participant during the recording session. Mo-
tion capture cameras can be seen hanging in the ceiling
rig behind, and on stands in front of, the performer. The
monitor with instructions can be seen below the front left
motion capture camera.

Figure 6. Placement of the EMG sensors on the arms of the
guitarists. Two delsys EMG sensors were placed on each
side of the arm, right below the Myo armbands.

Figure 7. A screenshot of the ‘prompter’ that the partici-
pants would see on the screen in front of them during the
experiment.

All the given tasks (1–5) focused on the notes B3 and
C4 on the 4th (D) string played by index and middle fin-
gers. Each task was recorded as a fixed-form track of dura-
tion 2’16”, where participants were instructed to play for 4
bars, rest for 2 bars, and repeat the same pattern for 5 more
times. All tasks are prompted through a Max/MSP patch
on a screen (Figure 7), which allowed for a consistent and
efficient experiment process.

3.4 Data Acquisition

We built a custom Python interface to record synchronised
sensor data and audio. This was using our previously de-
veloped myo-to-osc bridge [32], which implements low-
latency support for multiple Myo armbands connected via
individual Bluetooth Low Energy (BLE) adapters. This
is necessary to overcome possible bandwidth limitations.
The latency can also be documented and eliminated after
the recording. 1

The data acquisition interface contains three parts: (1)
data collection from the two Myo armbands, (2) genera-
tion of a metronome sound for the performers, and (3) au-

1 https://github.com/chaosprint/
dual-myo-recorder

https://github.com/chaosprint/dual-myo-recorder
https://github.com/chaosprint/dual-myo-recorder


dio recording using PyAudio. Audio and metronome time-
line information was captured alongside the EMG data to
simplify the segmentation and organisation of the training
dataset.

3.5 Post-processing the data

To prepare data for our model, we first aligned EMG and
audio arrays based on the recorded metronome timeline,
then we applied interpolation on the EMG data and calcu-
lated the root mean square (RMS) from the audio signal.

3.5.1 Interpolation of the EMG data

The data recorded from Myo armbands needs to be pre-
processed before it can be used for further analysis. This
is to compensate for noise and possible data loss during
recording. Here we solved this by performing a linear in-
terpolation on the data. Since the data was recorded at a
frequency of 200 Hz, the data loss is usually not more than
a few samples. Thus, this additional step to account for the
lost data should not create much of an error.

3.5.2 Root Mean Square of the audio signal

The root mean square (RMS) was calculated to reduce the
dimension of the discrete signals and to characterise the
signal. The RMS of a discrete signal x = (x1, x2, . . . , xn)

ᵀ

with n components is defined by

RMS =

√√√√ 1

n

n∑
i=1

x2
i =

√
x2
1 + x2

2 + · · ·+ x2
n

n
. (1)

Even though it is a simple measure, the RMS can be ar-
gued to have both physical and perceptual significance. Its
physical significance is related to the proportionality to the
effective power of the signal. On average, one could argue
that RMS is also correlated to perceptual loudness. The
brain can judge whether a signal is loud, soft or in between,
but it cannot infer where a periodic signal is peaking or is
at a zero-crossing [33, 34]. Thus, for our purposes, RMS
is a better feature than simply taking just the peak value
within a given time interval.

4. DEVELOPING A MODEL

The aim of the model is to map the EMG data (raw muscle
signals) to the RMS of the instrument’s audio signal. Con-
cretely, the input to the neural network is every 50 samples
of the EMG recorded from all 16 channels of the two Myo
devices (e.g. sample N 0 to 49, sample N 1 to 50, etc.). As
we use the data from both hands, and each Myo has 8 ana-
logue channels, there are 16 channels for each sample. The
output of the neural network is the predicted sound RMS
energy on the guitar.

The Long Short-Term Memory (LSTM) recurrent neural
network (RNN) model was built in PyTorch [35], a popu-
lar model for time-series prediction. 2 As depicted in Fig-
ure 3, the LSTM network receives the raw EMG data and
audio RMS, which were aligned during the pre-processing,

2 https://github.com/cerdemo/air_model

and produces a predicted audio RMS. The training loss
function was defined as

L(xRMS, x̂RMS) =
1

n
‖x− x̂RMS‖22

=
1

n

n∑
i=1

(xRMS,i − x̂RMS,i)
2 ,

(2)

where xRMS are the recorded values, and x̂RMS are the
values to be predicted. The sliding window has size n.
The predicted RMS is computed according to Equation 1.

4.1 Training

A relatively small RNN was used for the training, consist-
ing of five hidden layers and with 32 LSTM units in each
layer. The window size of the input is 50, which is in line
with the size of the input layer that is 50. For training, we
used the data (excluding the improvisations) of 15 subjects
out of 20 and validated it on the remaining subjects. We
chose a batch size of 100 for determining the gradient of
the cost function. Typically, at the first 5 epochs, the loss
drops quickly and becomes stable after 10 epochs, which
takes around 3 hours. Overall, we managed to finalize the
training within the 12-hour limit of Google Colab’s graph-
ics processing unit (GPU) resources.

4.2 Training result

The model is generally capable of predicting RMS. This
can be seen in the figures of the recorded versus predicted
RMS of the tasks of playing impulsive notes (Figure 9) and
iterative 16th notes (Figure 10). For the latter, the model
can generate a similar consecutive energy shape as series
of attacks.

We were also positively surprised to see that the model
could predict the general trend of the sound energy in free
improvisation tasks (Figure 4). This is the task that is most
relevant for our ultimate goal of creating an ‘air instru-
ment’ to perform with. So we are particularly pleased that
the model can, indeed, account for this, at least on a level
of the sound envelope.

An interesting result can be seen for the prediction of the
bending task (Figure 11). Although we describe three dis-
tinct motion types in Section 2.2 (impulsive, sustained, it-
erative), regular performance on the guitar does not afford
sustained motion during the excitation phase (it could be
done with a bow on the strings, but not with a plectrum).
In other words, one can hit on a string either once (impul-
sive), or as series of impulses (iterative). However, sus-
tained motion is available for the modification action, such
as, bending the string with a finger on the left hand. There-
fore in the prediction, we observe a longer decay when
compared to impulsive, single attack of the right arm. We
think that this is an interesting in-between result, which
can be further interpreted as an augmentation of the guitar
for creative purposes. In other words, this also shows that
the model is promising for expanding the player’s control
space.

https://github.com/cerdemo/air_model


Figure 8. Simplified signal flow diagram of the system.

4.3 Testing the model

The predicted features were tested using a preliminary soni-
fication strategy. Here the trained model was fed with 16
channels of raw EMG test data to generate predicted RMS
values. These values were then imported (as CSV files)
into a Max/MSP patch that runs through the values at the
same rate as the Myo armband (200 Hz). The sonifica-
tion is built around a simple Karplus-Strong algorithm pro-
grammed in the Gen environment within Max/MSP, where
the RMS value is mapped to the decay and damping pa-
rameters of the physical model. This effectively ‘shapes’
the white noise to simulate a (guitar-like) plucked string
sound. For further sound design purposes, we use a sine-
wave-based low frequency oscillator (LFO), and a fair amount
of pitch shifting. This creates a lower octave of the sound
that ‘feels’ similar to sub-frequencies of naturally resonat-
ing bodies of acoustic instruments and speakers.

The demonstration video 3 is structured as an alterna-
tion between the originally recorded sounds, and an of-
fline sonification that relies on the predicted RMS values
mapped to the temporal envelope of the sound synthesis.
The onsets are extracted from the predicted values within
the Python script, and stored in the CSV file along with
the RMS values. In the video, it is easily noticeable that
when playing a series of fast attacks during the iterative
task, onsets of the ‘air instrument’ often loose the action–
sound synchrony. This reveals an important weakness of
the strategy. As such, it motivated us towards modelling
the entire spectrum of the recorded audio, which will al-
low more reliable onset detection algorithms based on the
spectral flux.

5. CONCLUSIONS

The paper has presented a method for building a neural-
network model based on recordings of action–sound cou-
plings from (electro)acoustic guitar performance. We show
that the model can predict the overall trend of the sound
energy (measured as RMS) of a freely improvised perfor-
mance, solely based on a training dataset of particular mo-
tion types.

As part of the data collection, we had to develop a solu-
tion for low-latency recording of multiple Myo armbands,
synchronised with audio and metronome. We also devel-
oped tools for post-processing the data including an in-

3 Video is available at http://bit.ly/air_guitar_smc

terpolation algorithm to compensate the sample loss hap-
pened in Bluetooth transmission. This framework can be
applied to the analysis and modelling of action–sound re-
lationships in playing a variety of acoustic and digital in-
struments. As such, we will openly share our dataset and
tools in service of further scientific and artistic studies.

Although no systematic evaluation has taken place, our
sonification experiment shows that the trained model can
be used reliably to control the ‘feel’ of an ‘air instrument’,
using only muscle sensing as input. As such, we believe
that creating models trained on recorded action–sound cou-
plings from acoustic instruments is a promising strategy
for the design of action–sound mappings in DMIs.

Of course, the prediction of a single temporal feature is
insufficient for capturing the complexity of musical sound.
The next step is therefore to expand the model with spec-
tral, temporal and spatial features. This will allow for a
wider and more flexible sound palette in real-time musical
settings. Furthermore, how to use the space, how to struc-
ture the time, and how to interact with the audience and/or
ensemble members while playing muscle-based ‘air’ in-
struments, introduce a number of conceptual, practical, and
technological challenges. Thus, the relationship between
different design considerations and the spatiotemporality
of the performance will be explored. Future work should
also focus on conducting a thorough user study of the model’s
use in real-time. We will also conduct a series of analysis
on the ‘muscle–sound’ relationships, in order to improve
the model and diversify its potential output. Finally, we
also see the potential for conducting other types of analyses
on the gathered dataset. It would be particularly interesting
to perform a more systematic analysis of the different types
of action–sound couplings, and how they were captured by
the different recording devices (EMG, video, motion cap-
ture, sound). One can also envisage between-participant
comparisons, to reveal individual differences. With an in-
terdisciplinary approach that draws on sound theory and
embodied music cognition, we can design more ‘econom-
ical’ deep learning models for music interaction. The re-
sults of such analyses could also prove valuable when im-
proving the modelling framework and further sonification
strategies.
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Figure 9. The RMS of the recorded sound and the model
prediction for the impulsive note playing task.
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Figure 10. The RMS of the recorded sound and the model
prediction for the iterative notes playing task.

0 2000 4000 6000 8000 10000 12000 14000 16000

Myo sensor sample
0.0

0.2

0.4

0.6

0.8

1.0

R
M

S

Strongly Played Bending Notes RMS, BPM 70

Sound RMS
Predicted RMS

Figure 11. The RMS of the recorded sound and the model
prediction for the bending (sustained) note playing task.
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Figure 12. The predicted sound RMS of impulsive playing
in the ‘air’ (as demonstrated in the video excerpts).
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Figure 13. The predicted sound RMS of iterative playing
in the ‘air’ (as demonstrated in the video excerpts).

Figure 14. The user interface of the sonification patch.
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