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ABSTRACT

Context. Numerical simulations of the solar chromosphere predict a diverse thermal structure with both hot and cool regions. Obser-
vations of plage regions in particular typically feature broader and brighter chromospheric lines, which suggests that they are formed
in hotter and denser conditions than in the quiet Sun, but also implies a nonthermal component whose source is unclear.
Aims. We revisit the problem of the stratification of temperature and microturbulence in plage and the quiet Sun, now adding mil-
limeter (mm) continuum observations provided by the Atacama Large Millimiter Array (ALMA) to inversions of near-ultraviolet
Interface Region Imaging Spectrograph (IRIS) spectra as a powerful new diagnostic to disentangle the two parameters. We fit cool
chromospheric holes and track the fast evolution of compact mm brightenings in the plage region.
Methods. We use the STiC nonlocal thermodynamic equilibrium (NLTE) inversion code to simultaneously fit real ultraviolet and mm
spectra in order to infer the thermodynamic parameters of the plasma.
Results. We confirm the anticipated constraining potential of ALMA in NLTE inversions of the solar chromosphere. We find sig-
nificant differences between the inversion results of IRIS data alone compared to the results of a combination with the mm data:
the IRIS+ALMA inversions have increased contrast and temperature range, and tend to favor lower values of microturbulence
(∼3−6 km s−1 in plage compared to ∼4−7 km s−1 from IRIS alone) in the chromosphere. The average brightness temperature of
the plage region at 1.25 mm is 8500 K, but the ALMA maps also show much cooler (∼3000 K) and hotter (∼11 000 K) evolving
features partially seen in other diagnostics. To explain the former, the inversions require the existence of localized low-temperature
regions in the chromosphere where molecules such as CO could form. The hot features could sustain such high temperatures due to
non-equilibrium hydrogen ionization effects in a shocked chromosphere – a scenario that is supported by low-frequency shock wave
patterns found in the Mg ii lines probed by IRIS.
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1. Introduction

Plage are bright patches in the solar atmosphere that are asso-
ciated with concentrations of predominantly unipolar, verti-
cal magnetic fields. Their study is important because they
offer a way of investigating the interplay between magnetic
flux emergence, dynamics, and energy deposition and trans-
port to higher layers (e.g., Shine & Linsky 1974; Title et al.
1992; Martínez Pillet et al. 1997; Kostik & Khomenko 2012,
2016; Buehler et al. 2015, 2019; De Pontieu et al. 2003, 2015;
Chitta et al. 2017).

Carlsson et al. (2015) reported on observations of a plage
region in the ultraviolet (UV) with the Interface Region Imag-
ing Spectrograph (IRIS, De Pontieu et al. 2014), and showed
that the chromospheric Mg ii h and k resonance lines are
brighter and broader, and their central reversals are shallower
(or absent) compared to quiet-Sun (QS) profiles, whereas the
subordinate UV triplet lines (diagnostics of the low chromo-
sphere, Pereira et al. 2015) are usually in absorption, suggesting
that plage have a hot (∼6000−6500 K) and dense chromosphere.

Furthermore, the temperature of the chromospheric plateau and
its location in height, in addition to microturbulence, were shown
to have an effect on the core width and intensity of plage profiles.

This picture is in agreement with non-local thermodynamic
equilibrium (NLTE) inversions of Mg ii plage profiles, which
infer enhanced chromospheric temperatures of the same order,
and microturbulence velocities up to ∼8 km s−1 in the line-
forming region (de la Cruz Rodríguez et al. 2016), which is con-
sistent with the nonthermal widths of the optically thin line
of O i (Carlsson et al. 2015). An additional broadening of the
order of ∼1−3 km s−1 has also been shown to be necessary to
fit photospheric Fe i lines observed towards plage compared to
the QS (Buehler et al. 2019). The source of the high microtur-
bulence remains unclear, but possible explanations may reside,
for example, in small-scale Alfvén waves and magneto-acoustic
shocks from below (De Pontieu et al. 2015) or Alfvéic turbu-
lence (van Ballegooijen et al. 2011). We refer to Carlsson et al.
(2019) for a more complete review of heating mechanisms in
plage regions.
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Plage regions are also known to be brighter than the QS
in the millimeter (mm) continuum (e.g., Salomonovich 1962;
Kundu 1970, 1971; Beckman & Clark 1971; Lindsey et al.
1995). Observations in the mm provide valuable insight into
the temperature stratification of plage because the source func-
tion of the free-free continuum has an almost linear depen-
dence on the gas temperature in the chromosphere (see review
by Wedemeyer et al. 2016), and is insensitive to the microtur-
bulence parameter. However, the opacities may be controlled
by time-dependent hydrogen ionization associated with shocks
(Carlsson & Stein 2002; Leenaarts & Wedemeyer-Böhm 2006a;
Wedemeyer-Böhm et al. 2007), which are frequent in plage
regions (e.g., De Pontieu et al. 2007a; Carlsson et al. 2019, and
references therein).

TheAtacamaLargeMillimeter/SubmillimeterArray(ALMA,
Wootten & Thompson 2009) has overcome the spatial resolu-
tion limitations that observing at such long wavelengths entails.
ALMA has shown that the landscape of the solar surface at
1 mm is marked by relatively cooler regions such as the QS
and sunspot umbras, and hotter features such as plage regions
(Loukitcheva et al. 2017; Brajša et al. 2018), and that the bright-
ness of the mm continuum correlates with that of the Mg ii
lines (Bastian et al. 2017, 2018; Jafarzadeh et al. 2019). How-
ever, the large scatter and offset between the two diagnostics
is evidence for NLTE effects in the Mg ii lines that make them
only partially sensitive to the chromospheric temperatures (e.g.,
Leenaarts et al. 2013a), although there may also be systematic
differences in their formation heights (e.g., da Silva Santos et al.
2018). This problem may play a role in the discovery of “chro-
mospheric holes” in 3 mm ALMA maps. These features have
brightness temperatures a few thousand kelvin lower than the QS
average and appear to be invisible in Mg ii k and Hα broadband
images (Loukitcheva et al. 2019).

Based on a snapshot of a 3D radiation-magneto-hydro-
dynamics (r-MHD) simulation of the solar atmosphere,
da Silva Santos et al. (2018) showed that mm observations help
to constrain temperatures in inversions of synthetic NLTE lines
such as the Mg ii h and k doublet. Here we report on the results
of the first inversions of real active region plage data obtained
during a coordinated IRIS and ALMA campaign. We present
constraints on temperature and microturbulence of plage, and we
demonstrate the synergy between IRIS and ALMA, using this to
infer the atmospheric parameters of both cool and hot chromo-
spheric regions.

2. Observations

2.1. Data reduction and alignment

The observations were carried on 22 April 2017, when ALMA
and IRIS co-observed part of a plage on the eastern side of the
active region NOAA 12651 at µ ≈ 0.92 (where µ is cosine of the
heliocentric angle) between 15:59 UT and 16:34 UT. For con-
text, we also use images taken with the Atmospheric Imaging
Assembly (AIA, Lemen et al. 2012) and the line-of-sight mag-
netograms taken with the Helioseismic and Magnetic Imager
(HMI, Scherrer et al. 2012) on board the Solar Dynamics Obser-
vatory (SDO), and Hinode/SOT/SP (Tsuneta et al. 2008) slit
scans of the Fe i 6301 and 6302 Å lines.

The IRIS data consist of dense (0.349′′) 16-step rasters with
a pixel size of 0.167′′ along the slit, scanning a field of view
(FoV) of 5.3′′ × 66.7′′ initially centered at the edge of the plage
at [x, y]∼ [−265′′, 269′′] where the x and y axes are the helio-
projective longitude and latitude, respectively. The exposure time

per step was 0.5 s and the raster cadence was 25 s. The data
have been flat-fielded, dark-subtracted, corrected for geomet-
rical distortions, and calibrated in wavelength as described in
Wülser et al. (2018). The radiometric calibration was performed
using version four of the calibration files obtained using the
iris_get_response routine in SolarSoft (SSW, Freeland & Handy
1998) with a flux calibration uncertainty of 15%. The noise level
(rms) is approximately δI ∼ 1 × 10−7 erg s−1 cm−2 sr−1 Hz−1. We
also used IRIS slit-jaw-images (SJI) for context and alignment
purposes.

The Hinode/SOT rasters were downloaded from the Commu-
nity Spectro-polarimetric Analysis Center (CSAC) page1 as level
2 data, which are the results of Milne-Eddington inversions with
the MERLIN code (see calibration details in Lites & Ichimoto
2013). The step length is 0.148′′ and the pixel scale is 0.159′′
along the slit. The exposure time was 1.6 s. The alignment of the
Hinode and IRIS data was verified by matching the 6302 Å con-
tinuum with an average of several IRIS SJI 2832 Å images within
the Hinode raster time span. Unfortunately, Hinode stopped
observing a few seconds after the start of the ALMA cam-
paign, so we can only use the last raster that is closest in time
(15:58:11−15:59:35 UT) for context.

The calibrated ALMA Band 6 data (as downloaded from
the ALMA Archive2) consist of five interferometric scans
(Shimojo et al. 2017) and five single-dish scans of the full
solar disk with Total Power (TP) antennas (White et al. 2017).
The net interferometric observing time on target spans 37 min
divided into five scans of which the first four have durations of
about 8 min each, separated by roughly 2 min calibration breaks;
these are carried out within the above-mentioned ALMA-IRIS
co-observing window. The data are processed with the Solar
ALMA Pipeline (SoAP2, Szydlarski et al., in prep.), which
includes self-calibration, deconvolution of the synthesized beam
of ALMA (i.e., the PSF of the interferometric array) via applica-
tion of the multi-scale CLEAN algorithm by Rau & Cornwell
(2011) as implemented in CASA (McMullin et al. 2007), pri-
mary beam correction, and combination of the interferometric
data with the TP data. The latter provide the absolute scale for
the derived brightness temperatures. Following the recommen-
dation by White et al. (2017), the absolute scale is corrected by
rescaling the TP maps based on the average value in the disk cen-
ter region to a reference value of 5900 K before combining with
the interferometric data. Multi-frequency synthesis is employed
in order to increase image fidelity, resulting in one brightness
temperature map at 2 s cadence corresponding to the central
frequency of Band 6 and thus to an effective wavelength of
1.25 mm. We refer to Wedemeyer et al. (2020) for more details
about data processing with SoAP.

The largest source of uncertainty remains the calibration
of the TP maps, which results in an uncertainty in the abso-
lute temperature scale. According to the Proposer’s Guide3 for
Cycle 4, the absolute calibration of the single-dish TP bright-
ness temperatures has an uncertainty of between 10 and 15%,
which translates to 590−885 K based on the reference value of
5900 K recommended by White et al. (2017). However, the anal-
ysis of ALMA data implies that the uncertainty might be as low
as 5% or even less (e.g., Rodger et al. 2019; Jafarzadeh et al.
2019). In addition to the uncertainty in the TP calibration, addi-
tional uncertainties in the interferometric brightness temperature

1 http://www2.hao.ucar.edu/csac
2 http://almascience.nrao.edu/asax/
3 https://almascience.nrao.edu/documents-and-tools/
cycle4/alma-proposers-guide
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Fig. 1. Overview of the target on the 22nd April 2017 as observed by SDO, IRIS, Hinode, and ALMA. Panel a: SDO/HMI magnetogram on
the background (16:00 UT) and Hinode/SOT/SP magnetogram (15:58:11−15:59:35 UT) overplotted; Panel b: SDO/AIA 171 Å (15:59:09 UT);
Panel c: AIA 193 Å (15:59:16 UT); Panel d: AIA 304 Å (15:59:17 UT); Panel e: IRIS SJI 1440 Å (15:59:15 UT); Panel f: IRIS SJI 2796 Å on
the background (15:59:09 UT) and raster scan in the k core overplotted; Panel g: IRIS SJI 2832 Å (15:59:18 UT) on the background and Hin-
ode/SOT/SP 6302 Å continuum (15:59:35 UT) overplotted; Panel h: ALMA 1.25 mm (15:59:11 UT) brightness temperature in units of kK. The
dotted circles correspond to the ALMA FoV. The AIA images are displayed on a logarithmic scale.

differences have to be considered but they are expected to be
smaller. The noise level is ∼30 K at most. While a systematic
error analysis for the derived brightness temperatures has yet to
be carried out, we suggest that the combined uncertainty of the
absolute brightness temperatures is likely on the order of 3−5%
but we cannot rule out potentially larger uncertainties.

The ALMA and IRIS data were aligned and interpolated
to a common grid. Up to 14 ALMA images were then com-
bined to replicate the IRIS rasters, meaning that the time lag
between each IRIS slit and ALMA map is 2 s at most. Finally,
the ALMA brightness temperatures were converted to intensities
via the Planck’s function as required for the inversions described
in Sect. 3.1.

2.2. Overview

Figure 1 shows an overview of the region of interest as seen by
SDO, Hinode, IRIS, and ALMA (one time stamp). Throughout
the ALMA time series we find brightness temperatures reach-
ing up to ∼12 500 K in relatively compact (∼1−2′′) brighten-
ings with temperature variations of 1000 K over timescales of
a few minutes, some of which coincide with the IRIS Si iv and
Mg ii brightenings, but also low temperatures down to ∼3000 K
– cooler than the classical temperature minimum – with no clear
counterparts in the IRIS SJIs. The average value for the center
of the plage region is ∼8500 K, which is far higher than the typ-
ical ∼6000−6500 K brightness temperature of the peaks of the
Mg ii h and k lines. For comparison, the average quiet-Sun value
at disk center at 1.3 mm is ∼5900 (±100) K (White et al. 2017).
The ALMA maps also show long, hot loops emanating from the
plage to the quieter areas, analogous to the bright loops observed
at 3 mm (Molnar et al. 2019).

The coolest region within the FoV of the IRIS raster has an
average Tb ∼ 4050 K and a minimum Tb ∼ 3100 K. It is cospa-
tial with a small (∼2′′ × 2′′) pore (yet slightly more extended) at
the edge of the ALMA FoV that is clearly seen in the 6302 Å
continuum and, to a lesser extent, in IRIS SJI 2832 Å (Fig. 1).
Loukitcheva et al. (2019) recently found a “chromospheric hole”
with a size of 20′′ × 20′′ in ALMA QS data taken in Band 3
at 3 mm, but it is unclear whether they are similar phenomena
because of their different size and location. Whereas the 3 mm
holes in the QS seem to be unrelated to the photospheric mag-
netic field, the 1.25 mm hole presented here is coincidentally
hovering above a ∼1.3−1.8 kG magnetic concentration with a
field inclination of ∼160−170◦ as measured by Hinode. The
range in the HMI magnetogram is approximately [−840, 230] G.
Interestingly, its brightness temperatures are even lower than the
∼5300 K emission above a sunspot umbra with a magnetic field
reaching over ∼2.5 kG (Loukitcheva et al. 2017).

As in Loukitcheva et al. (2019) the chromospheric hole has
no obvious signature in the 2796 Å SJI images, but the raster
scans clearly show a dark region at that location, albeit only
slightly darker than the canopy (Fig. 1). The other cool areas
in the ALMA maps do not have an obvious photospheric coun-
terpart judging by the IRIS SJIs and HMI continuum. They may
trace the cool parts of the loops partly seen in the Mg ii lines, as
far as we can tell from the limited coverage of the IRIS raster
and the low contrast of the 2796 Å SJIs.

We do not find any single peaked Mg ii profiles in the plage
region scanned by the IRIS slit but they indeed show shallower
central reversals compared to the weakly magnetized areas as
reported by Carlsson et al. (2015). The AIA coronal channels do
not show any coronal analog of the chromospheric holes, and do
not reveal flaring activity in the region.
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3. Inversions of IRIS and ALMA data

Performing NLTE inversions of the 35 min time series in the
whole FoV is very computationally demanding, typically requir-
ing several hours on thousands of parallel cores per inversion
cycle per raster, and manual inspection of the goodness of the
fit in between. Therefore, we focus only on selected parts of the
FoV and limited time span. We report on the inversion results
of one full (∼5′′ × 30′′) IRIS+ALMA raster taken at approxi-
mately 15:59 UT, and on the time evolution of a smaller sub-
field (∼3.5′′ × 7.5′′) between 15:59 and 16:07 UT which features
a few interesting transient mm brightenings.

3.1. Inversion setup

The inversions were performed with the STockholm Inver-
sion Code4 (STiC, de la Cruz Rodríguez et al. 2016, 2019;
Uitenbroek 2001) which is a regularized Levenberg-Marquardt
code for multi-atom NLTE inversions of multiple spectral lines
and continua including partial frequency redistribution (PRD)
effects, which are necessary to explain the h and k lines of Mg ii
(e.g., Milkey & Mihalas 1974; Uitenbroek 1997; Leenaarts et al.
2013b).

Hydrogen and magnesium ionization are treated in NLTE by
solving the statistical equilibrium equation together with charge
conservation. This is probably a good approximation for Mg ii
(Leenaarts et al. 2013b), but it may not be so for hydrogen,
whose ionization degree is time-dependent owing to the large
ionization and/or recombination timescales compared to the
dynamic timescales in the chromosphere (e.g., Carlsson & Stein
2002; Leenaarts & Wedemeyer-Böhm 2006b,a; Rutten 2017).
Consequently, (time-dependent) non-equilibrium electron and
proton densities may affect the opacity of the mm continuum.
It is not possible to take these effects into account with STiC or
with any other current inversion code to our knowledge. Conse-
quently, during the passage of a shock the modeled mm inten-
sities may reflect stronger variations of electron densities, and
give larger temperature increments with height than in reality
(Carlsson & Stein 2002). We compared inversions with LTE and
NLTE hydrogen ionization and verified that the NLTE calcu-
lations give us much more uniform electron densities in the
chromosphere which are expected to be more realistic accord-
ing to simulations (e.g., Leenaarts & Wedemeyer-Böhm 2006b;
Leenaarts et al. 2007). Therefore, we used (instantaneous) NLTE
electron densities.

We assume that the sources of opacity in the mm range are
free-free processes and neglect cyclotron emission, which would
only be significant above magnetic field elements with strengths
of several kilo-Gauss at longer mm wavelengths (νB/ν / 2 ×
10−5, where νB is the Larmor frequency), and synchrotron radi-
ation (or nonthermal gyroemission), which is only expected at
flaring sites (e.g., Wedemeyer et al. 2016). None of these mech-
anisms are relevant in the plage region probed by ALMA judging
by the activity level seen in the AIA context images (see Fig. 1).

The calibrated data Iobs are passed to STiC that iteratively
adjusts the plasma parameters5 p: in this case, only temper-
ature, line-of-sight velocity, microturbulent velocity, and gas
pressure at the boundary ([T, vLOS, vturb, p0

gas]) as a function
of logarithm of optical depth of the 500 nm radiation, here-
after log τ. The synthetic spectra Isyn minimizes the χ2 function

4 https://github.com/jaimedelacruz/stic
5 The magnetic field vector is unconstrained from these data.

defined as follows:

χ2(p) =
1
n

N∑
i=1

(
Iobs(νi) − Isyn(νi, p)

σi

)2

+

Np∑
j=1

α j r j(p), (1)

where the first term is the mean squared error weighted byσ data
weights (e.g., uncertainty estimate), and the second (optional)
term is a sum of regularization terms which are essentially
penalty functions with α being the weights of the regularization
for each parameter. For example, the microturbulence is penal-
ized such that the optimization should prefer vturb(log τ) ∼ 0
unless it is strictly necessary, which is usually the case in plage
regions.

Given the very low statistical weight of the single mm point,
we introduced an ad hoc weighting function that ensures that the
ALMA data are well fitted (within the uncertainties), otherwise
its impact on χ2 (Eq. (1)) would be negligible. This comes with
the potential risk of overfitting. To test for this latter, we ran a set
of Monte Carlo simulations as explained in Sect. 3.3.

We performed inversions using the IRIS data with and with-
out the mm-wavelength point and compared the two. Along
with the Mg ii h and k lines we fit two of the UV triplet lines
(blended at the IRIS spectral resolution) located between the h
and k cores, a selected photospheric line of Ni i at 2814.4 Å as in
de la Cruz Rodríguez et al. (2016), but only a few points close to
the very core since the line is blended on both wings, and a nar-
row (0.05 Å) window of the only part of the continuum between
2831 and 2834 Å that is relatively line free. All wavelengths are
given in air values. Whether or not other photospheric lines in
the IRIS passband can be included is under investigation.

We did not attempt to fit FUV lines such as Si iv because
recent modeling attempts of these lines with STiC have proven to
be quite challenging (see Vissers et al. 2019a). Therefore, when-
ever we mention IRIS inversions we refer to inversions of NUV
lines and continuum.

In order to fit the selected IRIS NUV spectra alone, we typ-
ically only need between seven and nine temperature nodes,
but the relatively narrow response function of the mm continua
in optical depth coupled with a spatial and temporal depen-
dence requires a more dense node parametrization between
log τ ∼ [−6,−4.5] to ensure that we cover the range of for-
mation heights. We found that 19 temperature nodes (mostly
in the chromosphere and upper photosphere) counter-balanced
with regularization to impose some degree of smoothness
(de la Cruz Rodríguez et al. 2019) works best for the majority
of the FoV. We can in principle obtain equally good fits with
lesser nodes at certain locations (but definitely not in the hottest
Sect. 5.3 and coolest areas Sect. 5.2), however this requires man-
ual adjustment of their placement which is unfeasible for large
datasets. We used nine and seven equidistant nodes for vturb and
vLOS, respectively.

We take into account the IRIS instrumental spectral profile
using a Gaussian function with a fullwidth at half maximum of
53 mÅ (De Pontieu et al. 2014). Because all the ALMA frequen-
cies within each sub-band were averaged into one single effec-
tive wavelength (1.25 mm), we could not make use of the full
spectral resolution to improve our inversions. However, we do
not expect large opacity changes within the 0.1 mm bandwidth of
Band 6 (see also Jafarzadeh et al. 2019), and since the mm inten-
sities can be translated to gas temperature via the Planck func-
tion which is approximately linear in wavelength within such a
narrow wavelength interval, the average Band 6 brightness tem-
perature essentially corresponds to the brightness temperature of
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the effective wavelength, with an error that is much smaller than
the statistical uncertainties.

We investigated the effect of the IRIS point-spread-function
(PSF) on the inversions by first deconvolving the data with a
regularized Richardson-Lucy iterative deconvolution algorithm
with a measured 1D PSF in the NUV (Courrier et al. 2018).
We found that the difference in the inverted temperatures is not
significant, especially in the IRIS+ALMA inversions which are
much more dominated by the inclusion of the ALMA data.

3.2. Response functions

We computed response functions to temperature perturbations
RT as a function of wavelength and logarithmic optical depth
numerically to quantify the different sensitivities of the spec-
tral diagnostics to changes in the temperature stratification. This
allows us to identify the parts of the atmosphere that are more
relevant for the formation of the spectral features under study.
Response functions to a temperature perturbation ∆T are com-
puted by subtracting the (unperturbed) synthetic spectra from the
emergent spectra from the perturbed atmosphere for each log τ,
as summarized in the equation below:

RT(λi, log τ j) =
Isyn(λi,T + ∆Tlog τ j ) − Isyn(λi,T )

∆T∆ log τ
, (2)

where ∆ log τ = 0.1 is the step length in the optical depth grid.

3.3. Uncertainties

To obtain an estimate of the order of the uncertainties in the
inversion parameters, we ran sets of up to n = 100 Monte Carlo
simulations per pixel of synthetic IRIS and ALMA data gen-
erated from the best-fit models, adding the derived statistical
uncertainties and their respective flux calibration uncertainties
(Sect. 2.1). We also used different, randomly generated model
atmospheres as starting guesses in each Monte Carlo simulation.
This number of runs was found to provide enough statistics for
accurate (to <0.5%) 68% confidence intervals on the parame-
ters (temperature, T , line-of-sight velocity, vLOS, and microtur-
bulence, vturb) as a function of log τ.

We note that this sort of analysis cannot be performed on
the entire FoV because it would increase the computational cost
by two orders of magnitude, and therefore we are limited to a
few representative pixels in the plage and in the quasi-quiet-Sun
part of the FoV. However, it is more powerful than estimating
uncertainties from response functions alone in the sense that we
can account for the expected calibration uncertainties, and test
the stability of the solution against different starting guesses.

In the weakly magnetized parts of the FoV, the uncertain-
ties (1σ) in the inverted temperatures are expected to be of
the order of ∼100−200 K in the photosphere (log τ ∼ [−3, 0]),
and increasing through the chromosphere up to ∼200−600 K
between log τ ∼ [−6,−4]. The uncertainty in vturb is typically
/1 km s−1 at log τ ∼ −5, but increases to ∼2 km s−1 at log τ ∼ −2
where it is only constrained by the Ni i line, and to ∼4−6 km s−1

for log τ / −6 near the formation heights of the h and k cores
where the sensitivity is lower. The uncertainty in vLOS is typi-
cally /1 km s−1. The uncertainties are of the same order in the
plage region, but here the location and temperature gradient of
the transition region seem to be more strongly constrained than
in the weakly magnetized areas. Around log τ ∼ −5 the uncer-
tainties are also typically ∼50−100 K lower. We note that for
optical depths much lower than log τ ∼ −6 the results are not

trustworthy because none of the diagnostics are very sensitive in
this region.

4. Results

4.1. Comparison between synthetic and real data

Figure 2 shows a comparison of observed and synthetic images
at some averaged wavelengths in the Mg ii spectral window and
the 1.25 mm continuum map. The Mg ii intensities have been
converted to brightness temperature for comparison with the
ALMA data. No degradation of the IRIS data was done to allow
a comparison of the structures at different resolution. Overall,
the ALMA 1.25 mm image shows structures that are similar to
the Mg ii k (and h) core, but the range and contrast in bright-
ness temperature is quite different: the k line core spans about
∼1000 K in range while the 1.25 mm shows a wider variation of
∼6500 K from the weakly magnetized areas to the hot plage.

Figure 2 also shows that, in general, the inversions are able
to reproduce both the cores and wings of the k (and h, not
displayed) line very well. However, we find that the inferred
parameters from the inversions of IRIS data alone are unable to
accurately predict the mm continua (panel h). The synthetic
image shows traces of the structures that are actually seen in
the real data (panel g), which gives us confidence that the data
alignment is good enough. However, the brightness contrast is
far inferior to the observed, which may be a sign of significant
NLTE radiative transfer effects in the formation of the Mg ii lines
that hinder accurate inference of chromospheric temperatures.
This has been demonstrated for NLTE inversions of the Ca ii
8542 Å line based on simulations (de la Cruz Rodríguez et al.
2012). This is further discussed in Sect. 5.

When we combined ALMA with IRIS, we were able to
reproduce the observed mm data (panel i) much better, while
still properly fitting the NUV data in most cases. The best fits
are in the weakly magnetic regions with ALMA brightness tem-
peratures in the range ∼5000−7000 K, but also at some loca-
tions within the plage region. The more extreme values are more
challenging to fit; some of the brightest parts remain underes-
timated by a few percent, whereas the dark patches are more
severely overestimated, meaning that the synthetic 1.25 mm map
still lacks contrast compared to the observed one. However, the
fact that we can reproduce the ALMA data to better than 5%
(2σ) for the most part in the FoV and that the residuals are cen-
tered around zero suggests that the calibration error may not be
as large as anticipated, and that there should not be a significant
calibration offset.

The right panels of Fig. 2 show four example IRIS spectra
and their best fits at different regions of interest in the FoV. The
plage area at the top features the brightest Mg ii profiles in the
FoV with (mostly) asymmetric peaks with radiation tempera-
tures of the order of ∼6100−6400 K, which are very well fitted
in general.

The chromospheric hole shows relatively weaker Mg ii h and
k emission that is brighter than the mm continua in radiation
temperature scale. The inversions of the NUV alone reproduce
the line shapes very well, but when adding ALMA to the fit,
the code tends to underestimate the Mg ii intensities in order
to explain the very low mm brightness. The ALMA image also
shows hot elongated structures connecting the plage region to
the QS that appear broader than the Mg ii counterparts, which
is to some extent due to the lower resolution. The IRIS and
IRIS+ALMA fits produce similar synthetic NUV spectra, but
whereas the IRIS-only fit puts the UV triplet into absorption,
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Fig. 2. Observed and synthetic IRIS and ALMA spectra. Averaged continuum at 2800 (±0.1) Å (panel a: observed, panel b: synthetic from
IRIS fit, and panel c: synthetic from IRIS+ALMA fit), averaged k core wavelengths (panel d: observed, panel e: synthetic from IRIS fit, and
panel f: synthetic from IRIS+ALMA fit), and 1.25 mm continuum (panel g: observed, panel h: prediction from IRIS fit, and panel i: synthetic
from IRIS+ALMA fit). The color bars are in units of kiloKelvin. The panels on the right show examples of observed and synthetic IRIS spectra
(arbitrary y-scale) at selected locations. The insets show the core of the Ni i line.

the inversion with ALMA forces it into weak emission. At some
locations along these hot streaks the IRIS+ALMA inversions
overestimate the h and k peaks by a few percent. The cooler
and weakly magnetized areas are generally well fitted in both
IRIS and IRIS+ALMA inversions. Here the synthetic UV triplet
is found in absorption, and the mm brightness temperatures are
very well reproduced (better than 2%).

4.2. Temperature maps: full raster

The example fits in Fig. 2 show that the synthetic Mg ii pro-
files in the two inversion modes are similar, but the inferred
temperatures must be different so as to explain the ALMA
observations. This is emphasized in Fig. 3 where we show the
inverted temperature maps at different optical depths for the IRIS
and IRIS+ALMA inversions (same temperature range), and the
Tb residuals of the k line and the 1.25 mm continuum in the
IRIS+ALMA inversions. The inversions show the granulation
pattern imprinted on the temperature at log τ = 0, the reversed
granulation at log τ = −2, and an overall differentiation between
plage and its surroundings confirming that the plage region cor-
responds to columns of systematically enhanced temperatures.
The standard deviation of the distribution of the residuals at
1.25 mm is 3%.

We find the most significant differences between IRIS-only
and IRIS+ALMA inversions at around log τ ∼ −5 (and lower
depths) where we obtained temperature maps with higher contrast
that show much more structure, just like in the experiments with
simulated data in da Silva Santos et al. (2018). Overall, there is
no large difference in the temperature maps at log τ ∼ −6 which
means that the 1.25 mm already has a weak response or none at
all in these layers. One exception is during the hot mm transients
in plage, which we investigate in more detail in Sect. 4.5.

The IRIS+ALMA inversions run into a few problems: (1) the
IRIS+ALMA inversions show more “salt and pepper” noise as

a result of more troublesome convergence at selected locations;
(2) the hot pixels around log τ ∼ −4 with temperatures approach-
ing ∼7000 K are mostly artifacts resulting from the overesti-
mation6 of the UV triplet emission, and (3) the synthetic cool
patches are not as cool as in the ALMA data, and not as bright
as in the IRIS data.

Running the two inversion schemes (IRIS and IRIS+ALMA)
with the same number of nodes and regularization weights in all
parameters (Sect. 3.1) leads to good fits for most pixels in the
FoV. However, in the coolest ALMA pixels, that approach fails
to reproduce the ALMA brightness temperatures and returns an
error as large as 100%.

4.3. Chromospheric holes

Figure 4 shows the regions enclosed by the dashed boxes in
Fig. 3 where we find the largest misfits to the mm continua.
The fact that the dark patches in the ALMA data are not visi-
ble in the 2800 Å continuum or in the Ni i line core, or even in
the Hinode Fe i 6302 cores (not displayed), suggests that these
“holes” are relatively localized in height and do not extend much
further down to the upper photosphere. The fact that they are
also not particularly dark in the cores of the h and k lines is
partly due to the IRIS PSF (see Fig. 1). This was investigated
by first deconvolving the data with the instrumental profile, and
the result is an increased intensity contrast that nevertheless has
only a small impact on the inverted atmospheres. More impor-
tant are the 3D radiative transfer effects: scattered radiation fills
the chromospheric hole raising the local source function. This
poses a limitation on our inversions.

The first inversion results suggested the presence of localized
depressions in the temperature stratification in the chromosphere

6 This is not an exclusive problem of the IRIS+ALMA inversions
though, and it could be related to the node parametrization.
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Fig. 3. Inferred temperatures from NLTE IRIS and ALMA inversions. Temperature maps (in kK) at different optical depths from IRIS data alone
(top left grouped panels) and with ALMA (bottom left grouped panels) corresponding to the synthetic data in Fig. 2. Rightmost panels: residuals
in brightness temperature of the k core (top) and 1.25 mm (bottom) in the IRIS+ALMA fit. The error bars on the color maps indicate the median
and the range between the 16th and 84th percentiles. The regions inside the dashed boxes are further investigated in Fig. 4.

at these locations. For this reason, we decided to experiment with
a large number of nodes (up to 30) in temperature to allow for
additional degrees of freedom. The effect is counteracted with
an increase in the regularization weight to reduce the oscillatory
behaviour.

We find that more complicated temperature profiles are
needed to simultaneously reproduce the cool 1.25 mm continua
and the Mg ii emission lines at the chromospheric holes. The
code manages to lower the mm intensities by placing a “hole”

in temperature higher up in the atmosphere in the range log τ ∼
[−6,−5] where the response functions of the 1.25 mm contin-
uum are sharply peaked. This feature does not occur in the IRIS-
only inversions. However, overly increasing the number of nodes
not only increases the computational cost but could also lead to
overfitting that may not be entirely mitigated by the regulariza-
tion term, which in turn leads to more inversion noise. Doing
this kind of inversion with many nodes for the entire FoV has
been shown to lead to poor results in previous experiments, and
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Fig. 4. Chromospheric holes. Observed ALMA 1.25 mm brightness temperature (panels a1 and b1) and synthetic images corresponding to the
IRIS+ALMA fit in Fig. 3 (panels a2 and b2), and with an increased number of nodes (panels a3 and b3) for the two regions enclosed by the dashed
boxes in Fig. 3. The errorbars on the colormaps indicate the median and the range between the 16th and 84th percentiles. We show part of the
observed and synthetic IRIS spectra and the respective inverted gas temperatures and normalized response functions (1.25 mm) at three selected
locations as indicated by the different markers for both regions (a and b).

is nevertheless unjustified because we obtain good fits with sim-
pler models. In any case, it may be that these columns require a
more complicated temperature stratification that it is more diffi-
cult to parameterize (see e.g., de la Cruz Rodríguez et al. 2012).

Low temperatures (.4000 K) occurring at a few hun-
dred kilometers above the temperature minimum have previ-
ously been inferred from observations of the molecular gas

component, namely CO, in the QS (e.g., Solanki et al. 1994;
Uitenbroek et al. 1994; Ayres & Rabin 1996). CO forming at
even greater heights was deemed unlikely because the UV diag-
nostics implied a generally hot chromosphere, and 1D nonequi-
librium chemistry calculations constrain the formation height
of CO to no greater than z ∼ 700 km (Asensio Ramos et al.
2003). Cool gas at chromospheric heights has been reproduced
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Fig. 5. Fundamental vibration rotation CO lines at 4.67 µm and response
functions. Left panels: synthetic CO lines (solid lines) and FoV average
(dotted lines) in brightness temperature scale, and response functions to
temperature as a function of optical depth in plage (a) and in the cold
pocket (c, e); Right panels: corresponding temperature profiles (solid
lines, FoV average (dotted lines), and response functions to temperature
at the core of the CO 3-2 R14 line in plage (b) and in the cold pockets
(d, f). The observed and synthetic ALMA brightness is indicated.

in simulations, such as the hydrodynamical models of
Carlsson & Stein (1995, 1997), and the 2D and 3D MHD sim-
ulations of Leenaarts et al. (2011), de la Cruz Rodríguez et al.
(2012), Carlsson et al. (2016), Martínez-Sykora et al. (2017) to
name a few. The 2D and 3D simulations indeed show that while
the bulk of CO is formed in the photosphere, CO concentrations
can remain high in the cool regions of the higher layers except
when there are shocks.

This led us to the conclusion that perhaps the cool (.4000 K)
temperatures observed with ALMA Band 6, which is expected
to probe a range of heights typically within ∼700−1200 km
(e.g., Wedemeyer-Böhm et al. 2007; Loukitcheva et al. 2015;
da Silva Santos et al. 2018), may allow for the cool CO pockets
(or clouds) to form. We investigated the problem of CO forma-
tion in the chromosphere using our models constrained by IRIS
and ALMA observations. We computed a few vibration-rotation
CO lines in the commonly observed near-infrared (NIR) range
around 4.67 µm assuming LTE.

Figure 5 shows some synthetic vibration-rotation CO lines
along with response functions to temperature perturbations at
selected locations in the cool (dark) patches where the ALMA
misfit is smaller than 15%. Even in the plage region where
the overall temperature stratification is enhanced compared
to the weakly magnetized areas, the presence of a tempera-
ture minimum of ∼4000(±100) K allows CO to form at those
heights, but the much hotter chromospheric temperatures impede
its formation in higher layers. At some locations within the

Fig. 6. Microturbulence distributions. Panels a and b: microturbulence
maps at log τ = −5.0 for the IRIS and IRIS+ALMA fits, respectively;
the contours are brightness temperature thresholds (5600 K – dotted,
5800 K – dash-dotted, and 6000 K – solid) of the average of the k2v
and k2r peaks; the error bars in the color bar indicate the median and
the range between the 16th and 84th percentiles. Panel c: corresponding
(normalized) histograms.

chromospheric hole the temperature minimum is placed below
4000 K which causes the lines to go deeper (down to ∼3500 K),
but we also find a small contribution of the chromospheric
hole in the range log τ ∼ [−6,−5] to the CO line profiles,
which is an indication that CO could form in the cool chromo-
sphere. Time-dependent modeling would be needed for more
accurate modeling of CO in chromospheric conditions (e.g.,
Asensio Ramos et al. 2003; Wedemeyer-Böhm et al. 2005a).

4.4. Microturbulence: full raster

In broad terms, we find that the microturbulence is generally
higher towards the plage region and increases with height. There
are differences between the IRIS and IRIS+ALMA inversions as
shown in Fig. 6 where we compare the distribution of microtur-
bulence in the IRIS and IRIS+ALMA fits at log τ = −5, which
is the average optical depth at which the response function of the
1.25 mm continuum to temperature peaks.

The median values for the entire FoV are approximately
∼4 km s−1 and∼2 km s−1 for the IRISandIRIS+ALMAinversions
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respectively, which shows that ALMA is helping to constrain tem-
peratures (and electron densities) and reduce the need for larger
turbulent broadening. The IRIS+ALMA inversions have a more
skewed vturb distribution towards zero at log τ = −5.0, and a frac-
tion of the pixels have this parameter effectively reduced to near
zero. In the weakly magnetized areas we find similar average val-
ues for both schemes ∼3(±1) km s−1. For the hottest part of the
plage in this raster (approximately defined as the area inside the
Tb = 6000 K contours of the k line), we find ∼5(±)2 km s−1 and
∼3(±)2 km s−1 for the IRIS and IRIS+ALMA inversions, respec-
tively. We note that there is a time dependence on the values of
microturbulence in plage (Sect. 4.5).

The STiC code tries to raise the temperature in the chro-
mosphere and to move the location of the transition region
in column mass, but it can only do so to a certain extent
while imposing a smooth atmosphere and without overestimat-
ing the emission in the subordinate triplet lines, which is rarely
seen. Therefore, STiC is forced to convert the remaining excess
line broadening into large microturbulences in the line form-
ing region. Some parts of the FoV, particularly towards the
plage area, still require large values of microturbulence (up to
∼8 km s−1). This may be partly because the mm continuum is
still not perfectly fitted there and is typically underestimated by
a few percent. It may also confirm the significant nonthermal
broadening within the plage regions as suggested by the widths
of the O i line in the FUV (Carlsson et al. 2015). Indeed, we ran
an inversion test imposing vturb = 0 and found that, especially in
plage, it is difficult to obtain a satisfactory fit to the Mg ii lines
even when the 1.25 mm is fitted at the same time.

We note that it is possible that the formation height of the
mm continuum is significantly shifted in optical depth such that
we would not see its effect at exactly log τ = −5.0. We further
investigate the effect of ALMA on the inferred microturbulence
velocities in Sect. 4.5.

4.5. Time evolution of the plage region

Now we focus on the time evolution of a subfield located in the
plage region as indicated by the dotted box in Fig. 3 to inves-
tigate whether there are significant variations of the parameters
with time. We inverted 18 time steps, which is about ∼7.5 min
(before ALMA pauses for calibration), using either IRIS data
alone or in combination with ALMA, and compared the two.

Figure 7 displays the evolution of the subfield as seen in the
core of the k line, the Ni i core, and ALMA 1.25 mm for the first
11 time steps. The time stamps correspond to the center of the
IRIS raster. Initially, there is a region of enhanced emission in the
blue peak of the k line (k2v) around location A with Tb ∼ 6400 K
that is cospatial with a region of ∼9000 K in the ALMA map.
In the minutes that follow there is an enhancement of the red
peak (k2r) intensity in an region that is a few arcseconds across
where we also see brightenings in the mm continuum reaching
over 10 000 K. Such high temperatures only last for ∼2 min, but
a more extended area with Tb ∼ 9000 K is present after this
event.

The evolution of the bright mm features is not echoed in the
UV triplet maps or it happens below the noise level. We see hints
of enhanced emission towards the plage region in the core of
the Ni i line, which suggest that the upper photosphere is hot-
ter than average at these locations, but the contrast is poor. The
brightenings occur in the vicinity of a small pore, in an area
where the magnetic field is predominantly unipolar, at least at
the 1′′ resolution of the HMI magnetograms. We do not find
any obvious counterpart in the SDO/AIA images apart from

the already enhanced average plage emission compared to the
QS. Therefore, we conclude that these short-lived hot features
are also probably purely chromospheric phenomena, and they
are different from Ellerman bombs and UV-bursts that would
shine well above the average 1600 Å and 1700 Å continua (e.g.,
Young et al. 2018; Vissers et al. 2019b, and references therein).

Figure 8 shows the time evolution of the inverted tempera-
tures and microturbulence from IRIS and IRIS+ALMA inver-
sions, both of which were averaged within the optical depths
where the 1.25 mm continuum responds to temperature pertur-
bations. We find significant differences in the two parameters
obtained from the two schemes, in line with the results obtained
for the full raster (Sect. 4.2), which emphasizes that ALMA has
a systematic, meaningful effect on the inversions. The evolution
of the NUV and mm diagnostics is well reproduced by the inver-
sions. The residual in the ALMA data is typically better than 2%
within the 9000 K contours, and about 5% on average in the rest
of the subfield.

The inverted temperatures from IRIS data show enhanced
chromospheric temperatures (∼7000−7500 K in the range
log τ ∼ [−6,−5]) in the plage region that match the loca-
tion of the hot ALMA brightness temperature contours to some
extent, but they definitely do not reproduce the rapid tempera-
ture enhancements that the ALMA data displays. Instead, STiC
transforms the slight excess of line broadening and peak sep-
aration into relatively large microturbulence (up to ∼9 km s−1)
that increases throughout the event within the hot regions in the
ALMA data. This suggests that the source functions of the Mg ii
lines do not sense the temperature changes at these locations or
times. The picture drawn by the combined inversions of IRIS and
ALMA data is different: the chromosphere features much hotter
(∼9000−11 000 K) regions, which are needed to reproduce the
mm continuum approximately within the same range of optical
depths (log τ ∼ [−6,−5]) but with a clear shift to lower depths.

The depth-averaged microturbulence distributions in the
magnetic plage (BLOS > 100 G in the HMI magnetogram) for
all inverted time steps are plotted in Fig. 9 for both inversion
schemes. The values were averaged over the range log τ =
[−6,−4], which are the layers most relevant for the formation
of the h and k line cores and inner wings according to our
models, for comparison with the nonthermal widths of the O i
line in the literature. We find that inversions with ALMA tend
to favor smaller values in the plage region for different time
steps, but the average values of the distributions are not par-
ticularly distinct. The median 16th and 84th percentiles of the
distributions are 5.56.6

4.4 km s−1 and 4.85.9
3.9 km s−1 in the IRIS and

IRIS+ALMA inversions, respectively, and the uncertainty is typ-
ically ∼1−2 km s−1. We note that in the inversions with ALMA
the areas where vturb > 6 km s−1 correspond to pixels where the
mm continuum is most underestimated (∼5%).

Figure 10 shows in more detail the time evolution of the
spectra at the two selected locations marked in Fig. 7 in the
FoV within the ALMA brightest areas for the first 11 time steps.
The Mg ii lines are broad and double-peaked with a peak sep-
aration of about 35 km s−1 on average. The 1.25 mm brightness
temperature ranges from ∼8600 K to ∼10 900 K and increases
throughout the event. The average brightness of the h and k peaks
remains approximately constant during that time span, but there
is a (periodic) shift in the peak asymmetry from stronger k2v
(blue peak) to k2r (red peak) emission and a broadening of the
profiles that seems to coincide with the onset of the mm con-
tinuum enhancement. All of these features are very well repro-
duced by STiC, and the fits for the two inversion schemes (IRIS
and IRIS+ALMA) are almost indistinguishable.
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Fig. 7. Time evolution of ALMA brightenings. From top to bottom: k2v, k2r, Ni i core and 1.25 mm continua in brightness temperature scale
evolving in time from the left to the right. We superimpose the Tb[1.25 mm] contour levels of 9000 K (dashed) and 10 000 K (solid) in all panels.

The seemingly periodic nature of this effect is more clearly
seen in the wavelength–time diagrams in Fig. 11 for the full
inverted time span. The cadence is 25 s. The sensitivity to veloc-
ities from IRIS observations alone provides key information that
allows us to interpret the ALMA brightenings. At location A
(and neighboring pixels) we find a shock wave signature in the
Mg ii peak intensities with periods between 3.5 and 4 min. The
same trend is not so obvious at location B, but this latter nonethe-
less shows evidence of outflows that occur when the mm bright-
ness is increased. The modulation of the peak intensities of the
Mg ii lines is even less clear (if present at all) in the weakly mag-
netized areas of the FoV.

The main inversion results at these two locations (Fig. 12)
are a ∼2000 K increase in temperature around log τ ∼ −5.6, a
steepening of the temperature gradient above the temperature
minimum, and a change in the sign of the velocity gradient
in the range log τ ∼ [−7,−5.5], where the cores of the Mg ii

h and k lines are sensitive to velocity perturbations in plage,
from positive to negative along the LOS in just under 2 min.
The latter can be interpreted as a transition from downflows to
upflows.

Both changes in temperature and velocity gradient are well
above the estimated uncertainties. We note that the error bars
in Fig. 12 correspond to depth-averaged (1σ) uncertainties, and
these can be lower in the upper photosphere than in the upper
chromosphere (Sect. 3.3).

The changes in vLOS in the higher chromosphere are repli-
cated in deeper layers between log τ ∼ [−3,−2] which are set
by the k1v/k1r and h1r/h1r features from above, and the Ni i line
from below. We note that the velocity node at log τ ∼ −1 is
poorly constrained by our data, that is, the combined sensitiv-
ity range of the Mg ii and Ni i lines lies mostly within log τ ∼
[−7,−2]. The relationship of these brightenings to shocks is dis-
cussed in Sect. 5.3.
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Fig. 8. Time evolution of the ALMA brightenings. The panels show temperature and microturbulence averaged over the range (log τ =
[−5.8,−4.7]) inferred from IRIS NUV spectra alone (top two rows), and from IRIS+ALMA inversions (bottom two rows) evolving in time from
the left to the right. We superimpose the Tb[1.25 mm] contour levels of 9000 K (dashed) and 10 000 K (solid) in all panels. The range in the color
bars is the same in two inversion schemes to emphasize the differences in contrast.

5. Discussion

We investigated the physical properties of the solar atmosphere
at the edge of a plage region as observed by IRIS and ALMA.
Plage are hotter and have higher electron densities than the
QS. Both effects contribute to raising the observed brightness
temperatures in the mm range via the linear dependence of
the source function on temperature, and the increase of ther-
mal bremsstrahlung opacity that raises the observed mm contin-
uum to higher chromospheric layers which are also hotter. The
ALMA data also feature much cooler (∼3000 K) temperatures in
the weakly magnetic areas which shows the multi-thermal char-
acter of the chromosphere and the importance of ALMA as a
chromospheric diagnostic.

One of the most important findings is that the synthetic mm
spectra predicted from the model chromospheres inferred from
Mg ii lines alone do not accurately reproduce the observed high
contrast and range in brightness temperature of real ALMA data.

Apart from the ALMA flux calibration uncertainty (Sect. 2.1),
this could be partly due to: (1) NLTE and 3D radiative transfer
effects in the Mg ii line cores that make them only partially cou-
pled to the local temperature because the source function is more
dominated by photon scattering than collisions, and (2) nonequi-
librium ionization affecting the free-free opacity of the mm
continuum.

Even in the presence of time-dependent hydrogen ioniza-
tion, inversions with ALMA assuming statistical equilibrium
are expected to improve the inferred depth-averaged temper-
atures because they help to set the chromospheric gradient
(da Silva Santos et al. 2018). The inclusion of other chromo-
spheric lines such as the H and K lines of Ca ii would likely
improve the inference (da Silva Santos et al. 2018), and there-
fore it would be interesting to investigate whether predictions of
the mm continuum are improved when visible and UV diagnos-
tics are combined.
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Fig. 9. Averaged distributions of microturbulence in plage. The (nor-
malized) histograms correspond to depth-averaged microturbulences
for all inverted time steps within the plage region (see text) for the two
inversion schemes. The horizontal bars indicate the median 16th and
84th percentiles.

In broad terms, our results confirm that ALMA helps to
constrain temperatures (and electron densities) in inversions of
(single-atom) NLTE lines, and that it may help to reduce the
need for such large (up to ∼8 km s−1) microturbulence broaden-
ing in the Mg ii resonance lines at certain locations. Especially
in the very cool (Sect. 5.2) and very hot regions (Sect. 5.3), the
IRIS+ALMA inversions infer a temperature and density pro-
files for log τ . −4 that is significantly different from the ones
obtained by the NUV data alone. However, we also found cases
where the inverted atmospheres are very similar. Overall, the
contrast in temperature increases and microturbulence values
decrease.

The values of vturb that we find in the low chromosphere are
between the upper limits (∼3 km s−1) derived from photospheric
lines in plage (Buehler et al. 2019), and the larger typical val-
ues (∼7 km s−1) of nonthermal broadening implied by the opti-
cally thin O i line (Carlsson et al. 2015). Even if we correct the
latter taking into account the much hotter chromospheric tem-
peratures implied by the ALMA data, the nonthermal broaden-
ing component in the width of the O i line would decrease by
less than 1 km s−1. However, the properties of plage may sig-
nificantly differ from that dataset to ours since we are only tar-
geting the very edge of the plage region within a smaller FoV.
Perhaps there are more significant spatial and/or temporal inho-
mogeneities of microturbulence in plage than what is commonly
believed. Unfortunately, we cannot measure this value in our
IRIS data because the O i line is undetected due to the short
exposure time. In any case, we note that our values would agree
with the lower limits of (Carlsson et al. 2015) well within the
uncertainties, and we would need greater sample sizes and NUV
spectra with higher signal-to-noise ratio (S/N) as well as higher
resolution ALMA observations to further constrain nonthermal
broadening.

The IRIS+ALMA inversions accentuate the differences in
temperature and microturbulence between the plage region and
its surroundings, which is a consequence of the spatially depen-
dent behaviour of the response functions of the different diag-
nostics. ALMA has broader response functions in the hot plage
regions, and narrower ones in the cool pockets. In our models,
the h and k peaks are formed higher than the bulk of the 1.25 mm
continuum everywhere outside of the plage region. However, in
the hottest parts of the plage (Sect. 5.3) the formation heights
may reverse; in the weakly magnetic areas, ALMA responds to
temperature perturbations around log τ ∼ −5, but in the shocks

the response functions have a maximum around log τ ∼ −5.6
with tails extending to log τ ∼ −6.5, whereas the k2v and k2r
(and h2v, h2r) peaks have a contribution mostly from deeper
layers (log τ ∼ −4.2). There is a secondary contribution to the
k2v/k2r intensity at log τ ∼ −6 that evolves in time with the
shock: in particular, when the 1.25 mm continuum brightens dur-
ing the shock, the k2r peak intensity increases (see Fig. 7) and
the relative contribution from the layers around log τ ∼ −6 (that
is closer to the 1.25 mm) also increases, while the inverse hap-
pens in the k2v peak.

Observations with ALMA Band 3 could provide additional
constraints higher up in the atmosphere. Likewise, including
Band 7 at 0.8 mm, which is formed slightly lower than Band 6
(e.g., Wedemeyer et al. 2016), could provide constraints that
could be used to resolve: (1) the problem of the UV triplet mis-
fit that sometimes causes an exaggerated temperature increase
in the lower chromosphere (log τ ∼ −4) in plage, and (2): the
excess microturbulent broadening in lower layers than the ones
probed by Band 6.

5.1. Limitations of the inversions

This first attempt at creating models based on fits to NUV spec-
tra taken with IRIS and the 1.25 mm continuum observed with
ALMA was made under a few simplifying assumptions. Some
of these assumptions relate to the specificities of the STiC code
which assumes a 1D, plane-parallel atmosphere in hydrostatic
equilibrium that is interpolated in between pre-defined nodes.
Nevertheless, this approach has been shown to provide reason-
able results on real data (e.g., de la Cruz Rodríguez et al. 2016;
Gošić et al. 2018; Vissers et al. 2019a; Esteban Pozuelo et al.
2019). Other assumptions relate to the technicalities of the
ALMA interferometric data that are composed of a discrete set
of spatial scales unlike the UV data which show all scales down
to the IRIS spatial resolution. The critical premise is that these
two kinds of data can be directly compared.

The difference in spatial resolution itself of almost a factor
two and the calibration uncertainties also play a role in the inver-
sion accuracy (e.g., de la Cruz Rodríguez 2019). The lower res-
olution of the ALMA data is not as much of a problem as it
would be for IRIS because the Planck function has almost lin-
ear dependency on temperature at long wavelengths. This means
that the smoothed ALMA brightness temperatures correspond to
smoothed gas temperature maps, whereas smoothing the NUV
would result in a more nonlinear mapping between intensity and
temperature. Therefore, we chose not to sacrifice the informa-
tion provided by IRIS, and we instead perform the inversions
in the IRIS native resolution. This is nevertheless a potential
source of error in the parts of the FoV where there might be
sharper temperature gradients at scales shorter than the maxi-
mum ALMA resolution (∼0.8′′). This can only be investigated
with future observations at higher resolution, or using spatially
coupled inversions (de la Cruz Rodríguez 2019) that require a
better understanding of the ALMA instrumental profile, both of
which would improve the contrast at higher spatial scales. For
now, a discussion on the general trends at larger spatial scales is
more meaningful.

The fact that we are able to reproduce the NUV spectra and
the mm wavelength point simultaneously with a relatively low
error (<5%) for most of the FoV is quite remarkable and shows
that the calibration errors are probably not particularly large, or
are not so large as to make this kind of inversion unfeasible.
An alternative explanation is that the inferred temperatures from
Mg ii are somewhat degenerate in the range log τ ∼ [−6,−5],
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Fig. 10. Time evolution of the IRIS NUV spectrum in the hot pockets. The observed spectra and best fits in the range around the k line correspond-
ing to the pixels A and B marked in Fig. 7. Spectra are ordered by time stamp from the top to the bottom. The insets zoom into the region around
the UV triplet blend. The brightness temperatures of the observed and synthetic 1.25 mm continua are indicated.
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Fig. 11. Oscillations in the Mg ii lines. Wavelength–time diagrams for
the locations A and B marked in Fig. 7. The panels on the right show
the variation of the observed (dots) and synthetic (solid line) ALMA
brightness temperature.
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Fig. 12. Time evolution of the atmosphere in the plage brightenings. The
inferred temperature and velocity along the line-of-sight corresponding
to the fits shown in Fig. 10. We subdivide each panel into two phases,
namely the temperature rise and cooling, and color-code their progres-
sion in grayscale as shown by the color bars. The typical error bars
and the node locations are indicated by the vertical bars and crosses,
respectively.

meaning that they can accommodate a fairly large error in the
mm intensities.

5.2. The cool chromosphere

The ALMA chromospheric holes stand out in the distribution of
residuals as a failure of the inversions (see Fig. 2). The largest
of them at the top of the raster could be related to the underly-
ing pore with a strong vertical magnetic field. Other small dark
patches within the IRIS raster have no photospheric analog and
are shorter-lived, but they constantly disappear and reappear in
a dynamic way. There are chromospheric holes with sizes of a
few arcseconds and temperatures of ∼3000−3500 K that persist
for several minutes outside of the FoV scanned by IRIS in the
weakly magnetic areas (see Fig. 1).

The inability of inversions to reproduce cool pockets in the
atmosphere has been investigated by de la Cruz Rodríguez et al.
(2012) who showed that NLTE inversions of Ca ii 8542 Å com-
puted from 3D r-MHD simulations do not accurately predict the
low-temperature regions due to 3D radiation transport effects. A
similar effect is expected in the Mg ii lines (e.g., Leenaarts et al.
2013b,a), hence their partial visibility in intensity (Fig. 1). The
fact that the inversions do not perform well enough even when
ALMA is added could be due to a combination of several issues
such as the aforementioned non-negligible 3D radiation field in
the Mg ii lines to which STiC is blind when given solely those
lines to fit, but that turn up when ALMA tries to impose a
stronger local constraint in temperature. This happens because
ALMA tries to settle for a lower local electron temperature than
is required by Mg ii, due to the scattering contribution in the
source function of the latter. In addition, there could be nonequi-
librium ionization effects (Sect. 5.3).

It could also be a failure of the node parametrization scheme
that is not able to capture large fluctuations in temperature over
very small scale heights; in other words, the atmosphere is highly
nonsmooth, as in the simulations of de la Cruz Rodríguez et al.
(2012). We were able to improve some of the fits to the ALMA
data at certain locations within the cool areas (see Fig. 4) by
allowing for some extra degrees of freedom, but that is not a
good strategy overall. In any case, the match between the syn-
thetic and observed mm continuum is improved when ALMA is
taken into account in the inversion, which emphasizes its impor-
tance in constraining the temperature of the cool pockets that are
otherwise very hard to recover.

Loukitcheva et al. (2019) recently found analogous chromo-
spheric holes in an independent ALMA dataset in Band 3 which
suggests that these features are real. In that case, ALMA obser-
vations show that the chromosphere could harbor cool pock-
ets where molecules such as CO could form (see Fig. 5). Our
empirical models predict ubiquitous CO formation in the coolest
regions of the photosphere and at some locations in the chro-
mosphere except when there are hot shocks, which agrees with
numerical simulations (e.g., Wedemeyer-Böhm et al. 2005b,
2006; Wedemeyer-Böhm & Steffen 2007). Therefore, cool CO
clouds may be detected with the Cryogenic Near Infra-Red
Spectro-Polarimeter (Cryo-NIRSP, Kuhn et al. 2012) to be
installed on the upcoming (4m-) Daniel K. Inouye Solar Tele-
scope, (DKIST, Tritschler et al. 2016). If the chromospheric
holes extend further down in height they should also be seen
in ALMA Band 7 at 0.8 mm, which is offered from Cycle 7
onwards.

5.3. The hot chromosphere

Contrary to the chromospheric holes mentioned in the previ-
ous section, we managed to obtain very good quality fits in the
plage. This is probably because at these hot locations the tem-
perature stratification is relatively smoother in height, and the h
and k lines are more coupled to the local conditions as shown
by the good correspondence between bright features in IRIS
and ALMA (Fig. 7). We found that the inversions with ALMA
result in typically higher temperatures and lower microturbu-
lence in the chromosphere throughout the duration of the tran-
sient brightenings in plage, unlike the inversions of IRIS data
alone which infer nearly constant temperatures but increasing
turbulent broadening within the 9000 K areas of the ALMA data
(see Fig. 8). The photospheric properties, which are constrained
by IRIS, do not significantly change during the time span.
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The fact that the brightness is increased in the mag-
netic regions (except above the dark patch), suggests that
the magnetic field may play a role in explaining the bright
features either by means of reconnection or by increasing
the dissipation rate of waves. The latter scenario gains sup-
port from the swings between blue and red peak emission
in the h and k lines (Fig. 10) which are well-known signa-
tures of (slow) shock waves propagating upwards in magne-
tized regions (e.g., Hansteen et al. 2006; Jefferies et al. 2006;
De Pontieu et al. 2007b; Langangen et al. 2008) that heat up
the plasma and shift the formation height of the 1.25 mm con-
tinuum to higher layers. In simulations, shocks also manifest
as enhancements in the mm continua of the order of 1000
K (Wedemeyer-Böhm et al. 2007). In that case the observed
brightness temperatures of nearly 11 000 K may be evidence of
nonequilibrium hydrogen ionization according to the simula-
tions of Leenaarts et al. (2007) and Golding et al. (2016). Fol-
lowing the same interpretation, the chromospheric holes (except
the one above the pore) may be the mm counterparts of the cool
intershock regions that reach temperatures as low as 2500 K in
simulations. The shock wave pattern in the Mg ii lines has peri-
ods of between 3.5 and 4 min (<5 mHz), but the changes in the
mm continuum do not seem periodic (Fig. 11). The visibility of
the shock waves in the ALMA and IRIS data will be studied in
more detail in a forthcoming publication (Chintzoglou et al., in
prep.).

As a corollary, our statistical equilibrium calculations prob-
ably overestimate the electron densities during the shocks and
give an exaggerated temperature increase with height since in
non-equilibrium conditions the ionization degree of hydrogen
(the major donator of electrons in the chromosphere) stays fairly
constant due to the long recombination timescales. Detailed
comparisons between 3D r-MHD simulations of plage regions
taking into account time-dependent hydrogen ionization are
needed to properly assess these effects on the modeled inten-
sities, but these are beyond the scope of this paper.

6. Conclusions

IRIS and ALMA data have been used for the first time to
constrain the thermodynamical properties of the solar atmo-
sphere at the vicinity of a plage region near disk center using
a NLTE inversion code. Our findings are broadly consistent
with the predictions based on the publicly available snapshots of
state-of-the-art 3D MHD simulations of the solar chromosphere
(Carlsson et al. 2016) made by da Silva Santos et al. (2018), and
they reinforce the synergy between IRIS and ALMA.

The ALMA maps display a broad dynamical range in bright-
ness temperature from ∼3000 K in the cool patches, which we
refer to as chromospheric holes, to ∼11 000 K compact bright-
enings that evolve on scales of only a few minutes. We ana-
lyzed examples of both of these features and conclude that they
are probably purely chromospheric phenonomena because they
lack obvious counterparts in the photospheric diagnostics, which
is supported by our inversion results. While the chromospheric
holes could be caused by a sharp drop in temperature at low
continuum optical depths where cool CO clouds could form,
the brightenings seem to be associated with a hot propagating
shock wave and possibly nonequilibrium ionization effects (e.g.,
Leenaarts et al. 2007), both of which require nonsmooth temper-
ature stratifications that are difficult to infer based on inversions
of NLTE lines alone.

Overall, including the 1.25 mm continuum in inversions of
IRIS NUV data sets stronger constraints on temperatures and

microturbulences around log τ ∼ −5 and lower optical depths
where the response functions peak. The ALMA data show that
the temperatures in the chromosphere of plage are on aver-
age ∼8500 K, that is ∼2000 K hotter than what the Mg ii lines
suggest (Carlsson et al. 2015), and this cannot be exclusively
attributed to the uncertainty in the ALMA flux calibration. Inter-
estingly, the IRIS+ALMA inversions tend to infer lower micro-
turbulence: ∼2 km s−1 is the median in the whole FoV compared
to ∼4 km s−1 inferred from IRIS alone. In the shocks in the plage
region the 1.25 mm is formed at lower optical depths than in
the weakly magnetized areas (around log τ ∼ −5.6), and the
depth- or spatially averaged microturbulence is ∼5(±1) km s−1,
which is similar to what is predicted by the IRIS inversions
but with a skew to higher values in the latter. Our values are
within the lower limits of nonthermal broadening in the O i lines
(Carlsson et al. 2015), but differences in formation heights as
well as spatial and temporal inhomogeneities of microturbulence
have to be taken into account. ALMA observations of plage
regions at higher spatial resolution and IRIS FUV spectra with
higher S/N and larger rasters are needed to further investigate
these findings.

Whether other lines (even photospheric diagnostics) in the
IRIS spectral windows can be included in the inversions remains
to be investigated. The results described in the above highlight
the need for more work on inversions that combines data from
more lines such as the C ii lines in the IRIS FUV passband, as
well as other NLTE lines such as Ca iiH, K, and 8542 Å obtained
from ground-based telescopes like SST and DKIST.

The Mg ii lines alone may not be sufficient to infer accu-
rate chromospheric temperatures and microturbulence due to
well-known NLTE effects, but they greatly help us to interpret
ALMA observations because they provide complementary infor-
mation on temperature, LOS velocities, and microturbulence
(e.g., de la Cruz Rodríguez et al. 2016). Furthermore, fast inver-
sions of the h, k, and UV triplet lines are now easily available
through the IRIS2 database (Sainz Dalda et al. 2019). This paper
shows that the combination of IRIS and ALMA is a powerful
tool for diagnosing a wider range of physical conditions in the
atmosphere, and it underscores the need for more coordinated
observations and 3D r-MHD simulations of plage and other solar
features taking into account nonequilibrium hydrogen ionization
to better understand the formation of the IRIS and ALMA diag-
nostics in chromospheric conditions.
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