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Biases and imperatives in handling medical technology

Abstract:

Objectives:
For a long time key actors in health care have conceived of medical technology as a rational science-based means to obtain specific human goals, such as reducing suffering and increasing health. However, this appears paradoxical as medical technologies are handled in ways that appear non-rational by the standards of the field itself, e.g., by implementing non-efficient technologies and by not abandoning harmful or low-value technologies. The objective of this article is to investigate this apparent paradox. How can it be explained? Accordingly, the research question is: What biases and imperatives are involved in the handling of medical technology that counter and hamper what is conceived of as rational handling of such technology in medicine and health care?

Methods:
Kahneman’s framework of System 1 and 2 modes of thinking from cognitive psychology is applied and combined with Mazarr’s analysis of imperatives in order to study and develop a typology of irrational implementation of technology. Examples from health care are found by targeted searches in PubMed.

Results:
Health policy on technology assessment and implementation is based on measures, such as safety, effectiveness, and efficiency. Nevertheless, a range of technologies are implemented and used without obtaining such goals. This can be explained by, a range of affective biases, such as the Identifiability Effect, Affective Forecasting, and Impact bias, as well as cognitive biases, such as the Focusing Illusion, Prominence Effect, Status Quo Bias, Endowment Effect, Availability Heuristics, Anchoring Effect and others. Various imperatives also contribute to this, such as Positive feedback loops, Imperative of Action, Technology Placebo Effect, Imperative of Knowledge, the Boys and Toys Effect and others. Examples illustrate how all of these effects can distort rational technology implementation and policy.

Conclusion:
We need to include biases and imperatives in our theories and our strategies to handle medical technologies. Believing and acting as if we implement and use technology in health care as external means to our internal goals may be treacherous. Understanding technology indeed includes understanding of ourselves.

Highlights:
- Medical technology is handled contrary to explicit principles, elaborate systems, and foundational documents for health technology assessment, priority setting, as well as policy and decision making.
- One reason for such non-rational handlings of medical technologies is biases and imperatives.
- Accordingly, we need to include biases and imperatives in our theories of medical technologies as well as in our efforts to handle such technologies.

Key words: medical technology, health care, bias, imperative, rationality
Introduction
Technology has been conceived of as a rational science-based means to obtain specific human goals. Nowhere has this been as dominant as in medicine and health care, where technology is considered to be a powerful means for preventing, detecting, and treating disease as well as promoting health. This rationalistic conception of technology implementation is still very much viable in medicine and health care (1). It is expressed in basic and guiding documents in health technology assessment (HTA), priority setting, and health policy making (2-7).

Contrary to what is widely recognized in science and technology studies (STS) (8-11) and in technology assessment (TA, in general), seeing technology as value-laden has not yet become widespread within health technology assessment (HTA) and policy making (1, 12-14). Given these strong aspirations for rational handling of technology in medicine and health care it appears paradoxical that technology frequently is implemented without evidence (15-17) and sometimes applied even when it is harmful (18). The same goes for the extensive use of low-value health technologies (19-24), where “low-value technology” is defined as failing to improve health but increasing cost (25). In particular, 1350 specific low-value technologies have been identified (26). There is an outspoken resistance to disinvestment of such technologies (27), even when it hampers the implementation of (expensive) high-value technologies. Why is this so? This is the key question of this article.

There may of course be a wide range of explanations for the implementation and use of low-value technology. This article will only study two specific factors that have not been widely scrutinized: biases and imperatives in the implementation of medical technologies.

Accordingly, the research question of this article is: What biases and imperatives are involved in the handling of medical technology that counter and hamper what is conceived of as rational handling of such technology in medicine and health care? With “handling” I refer to assessment, implementation, use, reassessment, and/or disinvestment (or decommissioning) of technology. With “rational handling of technology” I refer to what is expressed as justified handling in foundational documents for HTA, priority setting, and health policy making. Bias here refers to an unwarranted or disproportionate weight in favor of or against a specific technology. Imperative here means following “an intensely felt requirement or obligation” (28) to take specific action (with respect to technology) without closer analysis or rigorous thought.

Approach (Methods)
As non-rational behavior is extensively described and addressed in cognitive psychology and behavioral economics, this study will apply the influential framework developed by Daniel Kahneman and colleagues. In particular the System 1 and System 2 modes of thinking will be applied, where non-rational aspects refer to what has been defined as non-analytical, intuitive, fast, affective, or System-1 reasoning. This is contrasted with analytic, slow, deliberative, or System-2 reasoning (29, 30), which corresponds to the preferred rationality in HTA, priority setting and health policy making.

However, as some of the phenomena to be studied are not covered by System 1 and System 2 thinking, or lie at their intersection, the study supplements this analysis with the framework of Michael Mazarr including imperatives. Imperatives are actions that are felt needed (independent of or due to dim outcomes). They are immediate reflections of long-established doctrine or belief, and can be rooted in deontology (28). Imperatives are frequently referred to in the literature on medical technology (31-38). However, it is seldom studied in detail and classified.

Hence, this study will analyze biases and imperatives hampering rational (System-2-based) handling of technology, as declared in HTA, priority setting, and in health policy documents.
The typology will follow the traditional (but not always clear and coherent) division between cognitive and affective biases.

To find relevant studies in the field, US National Library of Medicine, National Institutes of Health (PubMed) was used. The search was performed January 20 2019 with the search string "health technology assessment"[All Fields] OR "Health Technol Assess"[Journal] OR "hta"[All Fields]) AND ("bias"[MeSH Terms] OR "bias"[All Fields]) OR imperative[All Fields]) AND (deliberation[All Fields] OR (priority[All Fields] AND setting[All Fields]) OR ("health policy"[MeSH Terms] OR ("health"[All Fields] AND "policy"[All Fields]) OR "health policy"[All Fields])). 94 references were identified, but only 5 were relevant for the topic, judged by title and abstract.

In order to find examples from health care a series of targeted searches in PubMed are performed. Search strings were tailored to specific technologies and biases/imperatives and snowballing technique was applied. The search was stopped when a relevant example was found that adequately illustrates the phenomenon.

The included studies were analyzed with directed content analysis (39). In the search for biases and imperatives the texts were searched for non-rational handling of technologies. In search for examples, texts were searched for the specific biases and imperatives and how they could explain the phenomena. Only biases and imperatives relevant for medicine and health care and where illuminating examples can be provided are included.

**Results: Non-rational aspects of handling medical technology**

Let us start with investigating whether and how some of the well-known affective biases from the literature apply to the handling of medical technology before we move to the cognitive biases.

**Affective biases and emotional inclinations**

Table 1 gives an overview of affective biases, explanations and examples, while the text below provides more information about the biases.

<table>
<thead>
<tr>
<th>Bias</th>
<th>Explanation</th>
<th>Example (reference)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identifiability effect</td>
<td>Identified diseases, groups, or persons call for attention and empathy</td>
<td>Prostate cancer screening</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mammography screening</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Angelina Jolie</td>
</tr>
<tr>
<td>Affective forecasting</td>
<td>One’s emotional state and conception of technology is projected to future events.</td>
<td>Swan-Ganz catheters</td>
</tr>
<tr>
<td>Impact bias</td>
<td></td>
<td>Thyroid cancer screening</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pulse-oximetry</td>
</tr>
<tr>
<td>Aversion to risk</td>
<td>Fear of missing something</td>
<td>Excessive laboratory tests</td>
</tr>
<tr>
<td>Aversion to ambiguity</td>
<td>Fear of uncertainty and ignorance</td>
<td>Futile imaging</td>
</tr>
<tr>
<td>Technology optimism</td>
<td>Strong belief in technology as a problem solver and symbol of progress</td>
<td>CT, MRI, robotic surgery</td>
</tr>
</tbody>
</table>

Some technologies are implemented because they are specialized and targeted to specific diseases, groups, or persons (independent of the outcome of identifying the condition). This effect has been called the **Identifiability effect**. For example, the prostate-specific antigen test (PSA-test) has made it possible to identify a condition indicating a risk for prostate cancer. Although the effectiveness of the test for reducing prostate cancer mortality is low, and the treatment can be harmful (40, 41), the test is widely implemented and used. This is because
identification gives importance. The same phenomenon can be observed in mammography screening. While there is broad agreement that women’s health has been neglected, the balance of benefits and harms of screening is highly controversial (42, 43). A similar example is Angelina Jolie, who through her personal story promoted preventive genetic testing (44). This effect is related to what has been called “bias towards identified victims” (45) and “the singularity effect” (46).

Another observed phenomenon in health care is that the benefits of technologies are frequently overestimated while risks may be downplayed. Swan-Ganz catheters, cardiotocographs, pulse-oxymeters and many other technologies were proposed to have great benefits, while their outcomes have been meager (47, 48). With thyroid cancer screening severe consequences of overdiagnosis was ignored for many years (49). The tendency to overestimate benefits (and underestimate risks) relates to what has been called Affective forecasting, where one’s emotional state and conception of technology is projected to future events (50).

One specific type of Affective forecasting is Impact bias, i.e., the tendency to overestimate the impact of a future event (51). For example, in health care various forms of information and communication technology (ICT) have repeatedly and forcefully been launched to solve a wide range of the challenges in health care, without by far fulfilling its promises. Most lately this is evident with BigData and Artificial Intelligence (52-56).

Handling technologies by aversions, is yet another affective bias. Aversions to dangers or uncertainties may make us implement and use low-value technologies. Extra blood tests and excessive imaging may be extensive even though they will not increase our knowledge or change the clinical pathway, are but two examples (57-59). We tend to test because we are afraid of missing something and to treat because we are uncertain of how to handle the risk. These tendencies correspond to biases such as Aversion to Risk and Aversion to Ambiguity (60).

Technology optimism is yet another kind of affective bias where we assess and implement technologies based on enthusiasm and strong belief in technology. A wide range of medical technologies have been implemented based on optimism and long before there was strong evidence of their effectiveness and efficiency, such as CT, MRI, robotic surgery etc.

Cognitive biases

Corresponding to what may be classified as affective biases, there are also a range of cognitive biases influencing the handling of medical technology. Table 2 gives a brief overview of such biases.

<table>
<thead>
<tr>
<th>Bias</th>
<th>Explanation</th>
<th>Example (reference)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focusing illusion</td>
<td>Focusing on specific aspects</td>
<td>Assessing diagnostic technologies</td>
</tr>
<tr>
<td>Prominence effect</td>
<td>Letting certain gain prominence</td>
<td>based on technical specifications</td>
</tr>
<tr>
<td>Status Quo Bias</td>
<td>Preserving the current state of affairs</td>
<td>Not abandoning low-value</td>
</tr>
<tr>
<td>Endowment Effect</td>
<td>Clinging to existing technologies beyond reason</td>
<td>technologies and not</td>
</tr>
<tr>
<td>Loss aversion</td>
<td></td>
<td>implementing high-value technologies</td>
</tr>
<tr>
<td>Anticipated Decision</td>
<td>Implementing and using technology out of fear of</td>
<td>Extra laboratory tests</td>
</tr>
<tr>
<td>Regret; “Better safe</td>
<td>what would happen if we did not</td>
<td>Excessive x-rays</td>
</tr>
<tr>
<td>than sorry”</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anchoring Effect</td>
<td>Relying on initial information</td>
<td>Basing deliberations on initial and</td>
</tr>
<tr>
<td></td>
<td></td>
<td>unwarrantedly positive studies</td>
</tr>
</tbody>
</table>
Handling health technologies is notoriously complex, and taking all aspects into account is very demanding. When assessing and implementing technologies, we tend to focus on specific features, ignoring other and important aspects. For example, when assessing diagnostic technologies we tend to focus on accuracy data (such as test sensitivity and specificity) and not on what matters for patients, i.e., diagnostic impact and subsequent therapeutic outcomes (61). This can be related to what has been called the **Focusing Illusion** according to which we tend to focus too much on certain details of an event, ignoring other factors (62). It is also related to the **Prominence effect**, according to which one dominant factor determines the decision-makers’ preferences. We may focus on the increased spatial resolution of a diagnostic ultrasound device, but not on what this means for patients health (61). For example, the complexity of assessing and implementing health technology may be eased by highlighting one (or a few) aspects. This is most visible in the assessment and implementation of diagnostic technologies, where technical specifications are at the fore of decision-making while outcomes from subsequent treatments and complexity are discounted (63-65). However, such effects hamper rational handling of technology as it can result in what has been called the **opportunity cost neglect** (66). We tend to ignore the alternative uses of the resources spent for a poorly assessed technology.

Another relevant bias is the **Status Quo Bias**, which describes the irrational preference for an option only because it preserves the current state of affairs (67). This may result from people’s **aversion to change** (conservativism), making them avoiding changing practice (60). For example a lot of technologies may be used although they are of low-value (26), while new high-value technologies may not be implemented. Accordingly, the status quo bias may hamper rational handling of technology.

The **Status Quo Bias** is associated with the **Endowment Effect**, according to which we tend to overvalue what we already have got compared to alternatives. In economic terms: “the fact that people often demand much more to give up an object than they would be willing to pay to acquire it” (68). Accordingly, the health technology that we have implemented and used for a long time, and which constitutes our professional identity, tends to be valued higher than other technologies; even when there is evidence that the alternative technology is better. The Endowment Effect in turn is related to an asymmetry of value expressed as **Loss Aversion**, according to which we feel uncomfortable with loosing what we have. In economic terms “the disutility of giving up an object is greater than the utility associated with acquiring it” (68). This appears to be happening in handling medical technology. As already mentioned, disinvesting old and low-value technologies seems to be much more difficult than to invest and implement new technologies (27, 69-73).

Two other related effects are **anticipated decision regret** (74) and **better safe than sorry** (75). The fear of doing too little appears to be greater than the fear of doing too much. This “fear asymmetry”) may drive defensive medicine and what has been called the “popularity paradox,” i.e., that people think they are saved by extra diagnostic tests while they in fact result in overdiagnosis¹ and overtreatment (76, 77). The better-safe-than-sorry-bias is prevalent both in diagnostics (78) and therapeutics (79, 80).

Yet another cognitive biases that tends to be observable in handling medical technology is the **Anchoring Effect**, where the decision-maker tends to rely too much on initial information, and ignores more hard to get high quality evidence (60). Initial studies may be unwarrantedly

---

¹ Overdiagnosis occurs when we find conditions that will not develop into symptoms or disease if left untreated. The problem is that we do not know in advance which condition will develop to something harmful or not.
positive (81) and may dominate deliberations on technologies. This is related to the Focusing illusion.

Correspondingly, Availability Heuristics may make diagnostics or treatments implemented and used primarily because they are available. This phenomenon is easily observed in imaging, where there is a significant association between available imaging technology and the number of examinations performed (82, 83). Despite awareness of this effect, which has been coined “Roemer’s law,” very few effective measures have been taken to counter this effect. Hence, despite awareness of “irrational aspects” of handling technology, it has turned out to be difficult to neutralize this effect. This gives us reasons to believe that some of the biases we have in handling technology in medicine and health care are deeply ingrained in human psychology.

The problem with these (and many other) affective and cognitive biases is that they tend to hamper what is considered to be rational handling of technology by the field of medicine and health-care itself.

**Imperatives**

However, there are many other non-rational ways of handling of technology that do not fall under the concept of bias. In line with the framework of Mazarr, these can be scrutinized as imperatives (although they may be called biases). Table 3 gives an overview over such imperatives apparent in handling medical technology.

<table>
<thead>
<tr>
<th>Imperative</th>
<th>Explanation</th>
<th>Example (reference)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Roemer’s law</td>
<td>If a technology is available, it will be used</td>
<td>Imaging technologies, Robotic surgery</td>
</tr>
<tr>
<td>Progress Bias</td>
<td>Implementing technologies because they symbolize novelty and progress</td>
<td>ICT in health care, Xeno-transplantation, AI, BigData, gene editing</td>
</tr>
<tr>
<td>Complexity Bias</td>
<td>Advanced systems are thought of as better than simple</td>
<td>Pulse oximetry</td>
</tr>
<tr>
<td>Extension Bias</td>
<td>More is better than little</td>
<td>Overdiagnosis, overtreatment</td>
</tr>
<tr>
<td>Asymmetry of risks and benefits</td>
<td>Overestimating benefits and underestimating risks</td>
<td>Screening (e.g., thyroid, prostate and breast cancer)</td>
</tr>
<tr>
<td>Positive feedback loops</td>
<td>Detecting and treating milder cases gives better results</td>
<td>Overdiagnosis, Overtreatment</td>
</tr>
<tr>
<td>Prestige bias</td>
<td>Diseases and specialties using advanced technologies have high prestige</td>
<td>Intensive Care Units, Anesthesiology</td>
</tr>
<tr>
<td>Imperative of Action</td>
<td>It is better to do something than not to do anything</td>
<td>Overtreatment of patients at the end of life</td>
</tr>
<tr>
<td>Technology Placebo Effect</td>
<td>Strong belief in technology influences outcome</td>
<td>Laser surgery for occluded cardiac arteries</td>
</tr>
<tr>
<td>Imperative of Knowledge</td>
<td>It is better to know than not to know</td>
<td>Excessive (biochemical) testing and imaging</td>
</tr>
<tr>
<td>Imperative of the Primus</td>
<td>Early detection is better than late detection</td>
<td>Screening</td>
</tr>
<tr>
<td>Competency Effect</td>
<td>Procedures to gain competency (and not to help patients)</td>
<td>Surgical procedures (endoscopy)</td>
</tr>
<tr>
<td>Multiple</td>
<td>Replacing a technology several times</td>
<td>Ultrasound machines</td>
</tr>
</tbody>
</table>
One such imperative has been called Roemer’s law, according to which provided services will be used independent of their efficacy, i.e., “a built bed is a filled bed,”(84). The imperative is that whenever a technology is implemented, it must be used. This is frequently observed in the implementation of advanced imaging (MRI, CT, PET) as well as in therapies (e.g., robotic surgery) and has been related to supply-sensitive services (85) and supplier-induced demand (86).

Moreover, according to what has been called the Progress Bias we experience a strong propensity to promote what is considered to be progressive (87-89). A wide range of technologies have been promoted because of their progressiveness: neural networks, xenotransplantation, artificial intelligence, BigData, gene editing, and precision medicine. But also more ordinary hospital-based systems, such as picture archiving and communication systems (PACS) have been promoted and implemented without proper assessment (90, 91). Although one might think that a strong belief in progress would promote transition, eliminating old technologies when implementing new ones, there seems to be an accumulative effect in practice. We tend to think that science in general and medicine in particular progresses by adding new technologies and services, not by disposing, reducing or removing old ones. Expansion and accumulation appears as part and parcel of progress.

Related to the Progress Bias one can observe very strong tendency to expect positive outcomes of advanced technologies and a strong urge to adopt new technologies. This is sometimes called Adoption Addiction (92, 93) (94). This directs the handling of technologies towards implementing and applying technologies and is related to other phenomena such as “denial of the need for disinvestment” (95). It also advances the use of technology for other purposes than intended without documentation of outcomes. Diagnostic imaging is but one example, where technologies are adopted beyond justification (96). In imaging, technologies that are developed to detect somatic disease, such as CT, MRI, and PET, are used to treat mental conditions, such as health anxiety, or to confirm health rather than detecting disease (97-99).

Another imperative can be called Complexity Bias, which denotes a tendency to think that advanced systems and technologies are better than simple ones. For example using pulse oximetry (a light-based system for measuring blood oxygenation) is considered to be better than observing the wounds or skin of the patient, although evidence for this is wanting (47, 48). Although a great number of advanced technologies identified as low-value care are (26), and it counters our intuition that hi-tech services could be ineffective, inefficient, or even harmful. Such tendencies may undermine rational handling of technology in medicine and health care.

Another and related imperative is Extension Bias, which is a tendency to think that more is better than little (100). This can be observed in the imperative of testing (“more testing is better than less”) as well as in the imperative of action (described in more detail below). While there are many examples of where more diagnostics and more treatment is good, lessons on overdiagnosis and overtreatment has learned us that this is no general rule (101). Extension bias certainly challenges what is conceived of as rational handling of medical technology. However, any measures to restrict extensive use of technology breaks with basic intuitions that more is good. This imperative stems from the confusion of quantity and quality and is based on the reasoning from is to ought ( “the naturalistic fallacy”). This imperative
finds support in metaphorical theory (102), which explains how we have an ingrained tendency to think that more is good.

Additionally, we tend to understand risks and benefits in very unbalanced and biased ways (103, 104). Accordingly, there is an imperative stemming from the **Asymmetry of risks and benefits**. Technologies and health services may not be assessed in an unengaged way (105). The risks of low-value technologies may be underestimated while the benefits may be overestimated, framing the handling of medical technology. Again, the eager to adopt new technologies and the resistance (or in some cases, resistance to disinvest or decommissioning is a good example.

Yet another imperative can be observed as **Positive feedback loops**. For example, increasing the accuracy of diagnostic tests, e.g., by increasing the spatial resolution of an imaging technology, may lead to the detection of more cases. Finding more cases increases the intensity of testing, in turn increasing the number of cases detected. At the same time increased accuracy results in finding more milder cases. However, when treating milder cases this increases the success rate (99, 101, 106), justifying trying to increase the accuracy even further. Any objections to this experience of success appear counterintuitive, “irrational,” and regressive. However, although it may lead to early detection and avoidance of disease and death, it may as well result in overdiagnosis, overtreatment, and harm. Hence, the Asymmetry of risks and benefits enhances the Positive feedback loops. See Figure 1.

**Figure 1** Feedback loop in handling diagnostic technology. Adapted from (15).

Yet another effect that tends to influence rational handling of technology is the fact that specific diseases and technologies differ in status and prestige. In particular, diseases (and the corresponding specialties) that are organ-specific, action oriented, acute, and involve the application of advanced technology have higher prestige than others (107, 108). This can be called **Prestige bias** and may certainly result in non-rational handling of technology, for instance in excessive use of technology because it can increase the prestige of the disease. It tends to make us reluctant to disinvest in anything that is associated with progress, action, and control.

Another such tendency is identified as an **Imperative of Action**: action is better than inaction. This imperative can be recognized in the traditional medical phrase *ut uliquid fiat* (something must happen). Modern health care, and technology in particular, is strongly connected to action, intervention and control, and reducing readiness to do so can be conceived of as undermining professional integrity. Withholding and withdrawal of technology use appears to
be difficult, when technology is available, even if it is futile (109). This Imperative of Action can be connected to the tendency to use technology as a placebo.

It is well known that technology boosts the placebo effect (110-112). As pointed out already, diagnostic technology is used therapeutically, and sometimes somatic diagnostic technology (imaging) is applied to treat mental conditions in physicians (fear of litigation). When this Technology Placebo Effect is a great part of the total outcome compared to the documented (placebo-controlled) effect it may become important for handling medical technology (113). This may explain the extensive use of a wide range of low-value care, including several kinds of surgery (112), and it can hamper or undermine rational handling of technology.

A related imperative is fostered by professionals experiencing a series of new technologies entering their professional scene all the time. Professionals experience a continuous progress as new methods and technologies relentlessly enter the professional scene. This is partly because technology is associated with innovation, action, control, progress, and optimism (114-117) and is related to the Technology Placebo Effect and Progress bias.

Correspondingly, any efforts to hamper this forward-flow of advancement appear regressive and counterintuitive and an incorrect way to handle technology. In the field of diagnostics this is expressed as an Imperative of Knowledge, e.g., in terms of that “to know is better than not to know.” While knowledge certainly can be a good thing in health care, false positives, incidental findings, ambiguous and uncertain results, and overdiagnosis undermine the universality of this benefit. Related to the Imperative of Knowledge is the strong belief that early is better than late. Detecting and treating disease early is better than detecting it late. One result of this Imperative of the primus is that we tend to think that early detection is better than late (118). Accordingly, to reduce technologies for early detection and treatment appears counterintuitive and opposes professional norms and values (119). This presupposes a specific (linear progressive) conception of disease development that by far holds for all diseases.

Another imperative is related to the need of training and education: the Competency Effect. Professionals need to practice in order to obtain and maintain skills in the use of specific technologies. This results in diagnostic and therapeutic procedures sometimes being performed more for the sake of professionals than for patients (120). Procedures performed for professionals and not for patients counter rational handling of technology as stated in HTA, priority setting, and health policy documents.

Other effects that counter rational handling of technology can be observed in everyday clinical practice. One example of this is what can be called Double (or multiple) replacement. For example, it is strongly argued to replace an ultrasound machine because it is “outdated,” “provides low quality images,” or “is dangerous.” However, when the new machine arrives, the old machine is kept as a backup, and after some time, the old machine re-enters the daily practice, for example because of high demand. After a while, it is argued again that it is “outdated,” “provides low quality images,” and “is dangerous” and needs replacement. This effect can be related to Roemer’s law and the Extension bias.

Yet another phenomenon is what has been called “White Elephants.”2 These are technologies that are implemented in order to attract proficient professionals, to keep specific health professionals happy, or to attract patients, but where the technology may not be of any or little value to patients’ outcome. Regrettably, many technologies have been bought and maintained for many years without ever being used. Monitoring devices as well as surgical lasers have become deserted when specific professionals leave for new positions. In anesthetics the trends have swung between inhalation anesthesia and intravenous anesthesia.

---

2 The term «white elephants» stems from South-East Asia, where white elephants were considered to be holy, and thus neither could work nor be killed.
for decades, with local variations very much depending on context (121, 122). This generates opportunity costs and challenges rational handling of medical technology. Moreover, there are many technologies that have been implemented because of their attractiveness to professionals and patients and not because of their effectiveness or efficiency. Surgery robots are but one example that are widely implemented and used without documented effect on reduced mortality or morbidity (123-125). This “Boys and Toys Effect” can be related to the fact that the requirements for documented effectiveness and efficiency has been different for devices than for drugs (16). Table 4 summarizes the biases and imperatives identified in this study.
Table 4  Overview of various biases, imperatives, and rational handling of technology

<table>
<thead>
<tr>
<th>Biases (System 1)</th>
<th>Imperative</th>
<th>System 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Affective biases</td>
<td>Roemer’s law</td>
<td>Rational handling of technology, according to</td>
</tr>
<tr>
<td>Identifiability Effect</td>
<td>Progress Bias</td>
<td>documented evidence for effectiveness, cost-</td>
</tr>
<tr>
<td>Affective Forecasting</td>
<td>Adoption Addiction</td>
<td>effectiveness/efficiency,</td>
</tr>
<tr>
<td>Aversion to risk</td>
<td>Complexity Bias</td>
<td></td>
</tr>
<tr>
<td>Aversion to ambiguity</td>
<td>Extension Bias</td>
<td></td>
</tr>
<tr>
<td>Technology Optimism</td>
<td>Positive feedback loops</td>
<td></td>
</tr>
<tr>
<td>Cognitive biases</td>
<td>Prestige bias</td>
<td>Principles for priority setting (severity,</td>
</tr>
<tr>
<td>Focusing Illusion</td>
<td>Imperative of Action</td>
<td>effectiveness, efficiency, equity, solicarity,</td>
</tr>
<tr>
<td>Prominence Effect</td>
<td>Technology Placebo Effect</td>
<td>Methods and guidelines for HTA, Health Policy</td>
</tr>
<tr>
<td>Status Quo Bias</td>
<td>Imperative of Knowledge</td>
<td>Making</td>
</tr>
<tr>
<td>Endowment Effect</td>
<td>Imperative of the Primus</td>
<td></td>
</tr>
<tr>
<td>Availability Heuristics</td>
<td>Competency Effect</td>
<td></td>
</tr>
<tr>
<td>Loss Aversion</td>
<td>Multiple Replacements</td>
<td></td>
</tr>
<tr>
<td>Anchoring Effect</td>
<td>White Elephants</td>
<td></td>
</tr>
<tr>
<td>Better safe than sorry</td>
<td>Boys and Toys Effect</td>
<td></td>
</tr>
<tr>
<td>Aversion to Risk or Ambiguity</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Discussion

Hence, there are a wide range of affective and cognitive biases that may counter rational handling of technology, as expressed in foundational documents for HTA, priority setting and health policy making. Additionally, a series of imperatives that may do the same have been identified. However, many more than have been discussed here are relevant for the handling of medical technology (126). Certainly, social pressures frequently studied in Human Relations may be relevant, e.g., Bandwagoning (127). The same goes for Context Errors, which are well known from clinical decision making. For example, when the physician is not able to see the context of the patient’s condition and makes erroneous diagnostic or therapeutic judgements (126).

Nonetheless, the intention has not been to provide an exhaustive list of biases and imperatives, but more modest to give some examples to illustrate how biases and imperatives can affect the handling of technology in different ways. The classification of affective and cognitive biases and imperatives is not strict. Certainly, there are close connections between all of these. E.g., there is a close connection between Technology Optimism (classified as affective) and Progress Bias (classified as cognitive), between Aversion to Risk and Loss aversion and so on. However, the intention has not been to dive into the diverse and detailed debates on the classification and relationship between affective and cognitive biases. Rather it has been to point to some effects that seem relevant for rational handling of medical technology.

Besides, there are close connections between imperatives and both System-1 and System-2 modes of thinking. For example, various types of System-1-biases may underlie the imperatives, e.g., various types of framing-effects can contribute in the various imperatives. Correspondingly, information bias (60) may underlie the Imperative of Knowledge. As already pointed out, some of the imperatives also are named “biases.” Likewise, the biases and imperatives that have been described here may be classified, analyzed, and explained in a wide range of other ways, for example as inertia (128-131), as technological imperatives or drivers (31, 35, 38, 97) or as human deficiencies (132).
the point has not been to develop a specific typology or nomenclature, but to increase the awareness of the phenomena and how they influence the handling of medical technologies. Moreover, the various effects that have been studied have not been placed within specific theoretical frameworks. Clearly, many of the effects can be explained by conceptual-metaphorical theory (102), as vices of the mind (133), conflict of interests (134), or other theories. However, theoretical framing is beyond the scope of this study. One reason why this study is not exhaustive is that handling technology itself is a complex issue. To investigate to what extent the various effects hamper various parts of handling technology and how they interact in detail is well beyond the scope of this study. Nonetheless, this indicates the next and important steps for research: to investigate how the various types of biases and imperatives influence the different levels and stages of handling technology, such as (e.g., development, assessment, appraisal, decision making, implementation, use, disinvestment, or health policy making).

Nonetheless, this study provides the first step to addressing the issue: to identify it. To reveal, acknowledge, analyze, and address the various non-rational ways of handling technologies is a necessary step to address the issue. It may of course be argued that it is not possible to eliminate biases (135) and that one instead should revise the scope, goal, principles, regulations, criteria, and norms for handling technology. Again, this is an important question, but it is beyond the scope of this article. Besides, there are important measures available already, such as debiasing (127) (136-138), decision support (139-141) and interventions to improve clinical decision-making skills (142). It is also important to notice that I have neither given an objective account of what is considered to be rational handling of technology, nor have I defined the term. I have much more modestly applied the term as it is used in medicine and health care itself, and most particular how it is expressed in basic documents for HTA, priority setting, and health policy making. This conception of “rational handling of technology” is closely connected to what has been called Evidence Based Medicine (EBM), relying on a specific kind of rationality (143, 144). It is clearly beyond scope to enter the interesting and important debates on rationality (145) and EBM (144, 146). The point here is merely to take the basic conception of rational handling of technology at face value.

Although research from cognitive psychology and behavioral economics has become widely acknowledged, they may not yet be practically integrated in health policy making. This article has not been able to go into the details of all the biases and imperatives and the many theories that can be used to understand and handle them. However, a wide range of basic phenomena, explanations and examples have been provided, as well as an extensive number of references in order to help the reader to pursue the various issues discussed in this article, which is meant to be a brief overview of an important and partly ignored challenge to handling technology in health policy making.

**Conclusion**

Medical technology has widely been conceived of as a rational science-based means to obtain specific human goals, such as reducing suffering and increasing health. However, there are many examples that we are not handling medical technology as rational as core stakeholders in the field appear to think. By using the framework of System-1 and System-2 thinking of Kahneman and the framework of imperatives by Mazarr, I have tried to investigate this non-rational handling of medical technologies in terms of biases and imperatives. If my analysis is reasonable, then it challenges the way we handle medical technology in health care today. Moreover, it poses challenges technology theories that do not encompass emotional and
cognitive biases as well as imperatives. Understanding technology indeed includes understanding of ourselves.
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