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Abstract: Summer monsoon rainfall forecasting in the Yangtze River basin is highly valuable for 18 

water resource management and for the control of floods and droughts. However, improving the 19 

accuracy of seasonal forecasting remains a challenge. In this study, a statistical model and four 20 

dynamical global circulation models (GCMs) are applied to conduct seasonal rainfall forecasts for 21 

the Yangtze River basin. The statistical forecasts are achieved by establishing a linear regression 22 

relationship between the sea surface temperature (SST) and rainfall. The dynamical forecasts are 23 

achieved by downscaling the rainfall predicted by the four GCMs at the monthly and seasonal scales. 24 

Historical data of monthly SST and GCM hindcasts from 1982-2010 are used to make the forecast. 25 

The results show that the SST-based statistical model generally outperforms the GCM simulations, 26 

with higher forecasting accuracy that extends to longer lead times of up to 12 months. The SST 27 

statistical model achieves a correlation coefficient up to 0.75 and the lowest mean relative error of 28 

6%. In contrast, the GCMs exhibit a sharply decreasing forecast accuracy with lead times longer 29 

than 1 month. Accordingly, the SST statistical model can provide reliable guidance for the seasonal 30 

rainfall forecasts in the Yangtze River basin, while the results of GCM simulations could serve as a 31 

reference for shorter lead times. Extensive scope exists for further improving the rainfall forecasting 32 

accuracy of GCM simulations. 33 
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1. Introduction 44 

Rainfall forecasts are an essential component of hydrological forecasting systems and widely 45 

used in understanding the hydrological response to climate change at local, regional and global 46 

scales. Water resource management and agricultural development also need rainfall forecasts for 47 

planning and dealing with flood and drought events. Seasonal rainfall forecasting, defined as the 48 

forecast of rainfall in the next few months, is of great importance to the survival and development 49 

of humanity as it is highly demanded in agriculture, water resource management, and the energy 50 

sectors (McGregor and Phillips, 2004; Wetterhall et al., 2015). For example, seasonal forecasts can 51 

provide a warning about the coming rainy season, which might reduce the impact of droughts and 52 

floods by increasing the level of preparedness. Understanding the variation of seasonal rainfall and 53 

providing a reliable forecast are significant in disaster preventions. 54 

Generally, seasonal rainfall forecasting includes the following two types of models: a) 55 

Dynamical models, which are employed in climate simulations of physical processes that reveal 56 

interactions between ocean, atmosphere and land (Alessandri et al., 2011); and b) Statistical models 57 

that employ statistically demonstrable relationships between various predictors such as sea surface 58 

temperature and hydro-climate variables such as rainfall and streamflow (Badr et al., 2014). In terms 59 

of dynamical models, coupled atmosphere-ocean-land global circulations models (CGCMs) have 60 

been used widely for obtaining forecasts at multiple timescales, ranging from medium-term weather 61 

forecasting (1 or 2 weeks), monthly and seasonal predictions (1 to 12 months), to long-term climate 62 

predictions (Kim et al., 2012; Kumar, 2005; Wang et al., 2010; Yuan et al., 2013). The multiple time 63 

scale capability of GCMs is due to their predictability from different sources, such as initial 64 

conditions from the atmosphere and slow evolution of boundary conditions, like soil moisture and 65 

SST (Pattanaik et al., 2012). Scientific and technological progress over the past years has resulted 66 

in the development of GCMs with a steadily increasing sophistication. Several GCMs have been 67 

currently developed and adopted for conducting climate forecasts, such as the Climate Forecast 68 

System Version 2 (CFSv2) model developed at the U.S. National Centers for Environmental 69 

Prediction (Yuan et al., 2011) and the European Centre for Medium-Range Weather Forecast’s 70 

Systems 4 model (Kim et al., 2012; Vitart, 2014). The North American Multimodel Ensemble 71 

(NMME) project has assessed the strengths and weaknesses of more than 10 GCMs (Givati et al., 72 

2017; Kirtman et al., 2014). However, the application of GCMs for seasonal forecasts has 73 

demonstrated greater facility for predicting sea surface variables like SST than land surface 74 

variables like rainfall (Ding and Ke, 2013; Smith et al., 2012), although the land surface variables 75 

have a more direct impact on society than the sea surface variables. For example, GCMs have 76 

demonstrated significant forecasting accuracy for Pacific SSTs for a lead time of up to 14 months, 77 

while the forecasting of precipitation has demonstrated a pronounced decrease in accuracy for lead 78 

time longer than one month (Villarini and Serinaldi, 2011).  79 

In addition to GCMs, statistical methods have demonstrated wide practical application for 80 

rainfall and streamflow forecasting. The statistical methods commonly used for seasonal forecasts 81 

involve autoregressive models (Wang et al., 2016), canonical correlation analysis (Ciancarelli et al., 82 

2014; Wilks, 2008), discriminant analysis (Viana and Sansigolo, 2016) and linear regression (Chen 83 

and Georgakakos, 2015; Tippett and DelSole, 2013; Knaff and Landsea, 1997). Of these, linear 84 

regression models for rainfall forecasting are particularly simple and are usually built by 85 
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establishing a linear relationship between large-scale predictors and precipitation. Many studies 86 

have employed SST as the main predictor to estimate statistical relationships, because deviations   87 

from average SST conditions, denoted as SST anomaly (SSTA), play an important role in reflecting 88 

the fluctuations of atmospheric circulation that relate to land surface variables like rainfall (Chen 89 

and Georgakakos, 2013; Sittichok et al., 2016).  90 

Given the wide use of these dynamical and statistical models, the verification of their 91 

forecasting skills is necessary. A good weather forecast is usually identified as three types of 92 

goodness (Murphy 1993): Type 1 is the correspondence between the judgments and the forecasts of 93 

the forecasters (consistency). For forecasters, the forecasts must reflect the uncertainty of their 94 

judgments, then, the forecasts are more properly to be expressed in probabilistic or ensemble terms. 95 

Some common measures of the accuracy of probabilistic forecasts, such as the ranked probability 96 

score and the ensemble reliability are commonly used to evaluate high or low levels of consistency 97 

(Acharya et al., 2014; Chen and Georgakakos, 2013). Type 2 is the correspondence between the 98 

forecasts and observations (quality), prominent measures which focus on one or two aspects of 99 

forecast quality (accuracy and skill) are commonly used, such as the mean absolute error and the 100 

Pearson’s correlation (Krishna Kumar, 2005; Wang et al., 2008). Type 3 indicates the benefits of the 101 

use of forecasts by decision makers (value). The value of the forecasts is not under the forecasters’ 102 

control, thus, a forecaster can do no better than provides the best possible forecasts consistent with 103 

knowledge and judgements. Thus, previous researches mainly focus on the verification of the former 104 

two types of goodness. 105 

Although both GCMs and statistical models show reasonable performance in the verification 106 

of seasonal forecasts, two questions still need to be discussed. Firstly, there are limited studies 107 

involved in comparing the difference of seasonal rainfall forecasting skill between dynamical 108 

models and statistical models over land. Even though GCMs show increasingly accurate forecasting 109 

skill in many climate variables, the skill of seasonal rainfall forecasting over land is not so 110 

satisfactory (Givati et al., 2017). It is necessary to evaluate the performance of GCMs in seasonal 111 

rainfall forecasts. In addition, the statistical and dynamical methods need to be compared to provide 112 

end-users with the information required for making decisions. Secondly, the accuracy of season 113 

rainfall forecasting is limited to a great extent by the adopted lead time. As such, evaluating the 114 

performance of different models with various lead times and extending the effective lead time of 115 

forecasting models is also essential for supporting the forecasting decisions.  116 

Floods and droughts occur frequently in China during the summer time (Ding et al., 2008; Wu 117 

et al., 2017). This is particularly the case in the Yangtze River basin because the rainfall here exhibits 118 

strong intra- and interannual variabilities as a result of tropical air-sea interactions (Wang and Zhang, 119 

2002). The Three Gorges Reservoir, which is the largest hydropower plant in the world, is located 120 

in the middle reach of the Yangtze River basin, and its electrical output is crucial for the management 121 

of energy sectors. Being the longest river in China, the Yangtze River possesses rich water resources 122 

that are greatly affected by variations in summer rainfall (Wu et al., 2018). For example, the 1998 123 

flood in the Yangtze River basin resulted in extremely severe economic loss, thousands of deaths, 124 

and millions of homeless people (Jiang et al., 2008; Li et al., 2016). Moreover, in the context of 125 

climate change, rainfall extremes in the Yangtze River basin may be more frequent and severe in 126 

the future (Birkinshaw et al., 2017; Deng et al., 2013). However, in spite of the recent progress 127 

attained for climate forecasting, accurate monsoon rainfall forecasting for the Yangtze River basin 128 

monsoon rainfall remains a significant challenge. While numerous dynamical and statistical 129 
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methods have been used to predict monsoon rainfall in this region, the forecasting accuracy obtained 130 

has thus far been undesirably low, particularly for long lead times (Alfiri et al., 2013; Lang et al., 131 

2014; Li and Lin, 2015; Peng et al., 2014; Zhao et al., 2017). Nevertheless, the summer monsoon 132 

rainfall over the Yangtze River basin may be potentially predictable because a strong link between 133 

the EI Niño Southern Oscillation (ENSO) in the tropical region of the eastern Pacific and rainfall 134 

during the summer monsoon season (Cao et al., 2017; Hardiman et al., 2018; Hui et al, 2006). As a 135 

result, the accuracy of Yangtze River basin rainfall forecasting can be expected to improve using 136 

GCMs or SST statistical models owing to the relatively good performance of GCMs in strong ENSO 137 

periods and the stable correlation between SSTA and rainfall in the Yangtze River basin. 138 

This article aims to: (1) investigate the underlying relationship between SSTA and summer 139 

monsoon rainfall in the Yangtze River basin; (2) compare the accuracy of monthly and seasonal 140 

monsoon rainfall forecasting employing simulations using four different GCMs and a SST statistical 141 

model over various lead times; and (3) determine the most precise rainfall forecasting method for 142 

the Yangtze River basin for given lead times to provide practical guidance to forecasters.  143 

The article is organized as follows: Section 2 introduces the study area and data sources used 144 

in the study. Section 3 describes the SST statistical model and the derived rainfall forecasting 145 

method. Section 4 presents the forecasting results obtained using the four GCMs and the SST 146 

statistical model. Section 5 compares and discusses the forecasting accuracy of these two types of 147 

models. Section 6 provides a brief summary.  148 

 149 

2. Study area and data 150 

2.1. Study area 151 

As shown in Fig. 1a, the study area covers the entire Yangtze River basin and the SSTA spatial 152 

domain. Considering the diversity of rainfall distribution, the Yangtze River basin is divided into an 153 

upper Yangtze River basin (UYRB) and a middle-lower Yangtze River basin (LYRB) using the 154 

Three Gorges Dam as a boundary. Rainfall in China is influenced by the ENSO (in the tropical 155 

region of Eastern Pacific Ocean) and modulated by the East Asian monsoon. Therefore, the area 156 

shown in Fig. 1a (65°S–65°N, 35°E–285°E) is adopted as the SSTA spatial domain.  157 

   158 

2.2. Data 159 

The long-term monthly rainfall data (Fig. 1b) presents a single high-rainfall period during June-160 

September (JJAS), then the period of JJAS is selected as the target forecasting months. Observed 161 

monthly data in June, July, August, and September (JJAS) during the period of 1982-2010 are 162 

obtained from the China Meteorological Administration gauge-based gridded daily rainfall database  163 

(http://data.cma.cn/en/?r=data/detail&dataCode=SURF_CLI_CHN_PRE_DAY_GRID_0.5) with a 164 

latitude and longitude resolution of 0.5°×0.5°. Monthly rainfall data are aggregated from the daily 165 

data and then averaged over all grid cells in the UYRB and LYRB in this study. Kaplan SST data 166 

(Kaplan et al., 1998) obtained from NOAA/OAR/ESRL/PSD, Boulder, Colorado, USA 167 

(https://www.esrl.noaa.gov) are used for SST data in the present study. For SST statistical method, 168 

we employ the forecast lead time from 1 month to 12 months. The 1-month lead time means that 169 

the SST data in May are used to forecast June rainfall, and the average SST data in March-170 

http://data.cma.cn/en/?r=data/detail&dataCode=SURF_CLI_CHN_PRE_DAY_GRID_0.5
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May(MAM) are used to forecast the average rainfall of June-August (JJA). The same definition is 171 

employed in other lead times and target forecasting months or season. 172 

The NMME seasonal forecasting system provides global hindcasting data and real-time data 173 

obtained from more than 10 GCMs. In this paper, four GCMs (CFSv2, IRI-MOM3-AC, IRI-174 

MOM3-DC and CMC2) which over a common period of 1982 to 2010 are selected for comparison. 175 

The detailed information of these four GCMs is listed in Table 1. Since the form of ensemble mean 176 

is the simplest and most popular measure (Zhao et al., 2017; Dirmeyer and Harder, 2017), only 177 

ensemble mean monthly rainfall is used in this study. Considering the limited forecasting accuracy 178 

of GCMs for lead times longer than 1 month (Alessandri et al., 2011; Pokhrel et al., 2015), only 0-179 

month lead times and 1-month lead times are employed. Here, 0-month lead time indicates that, for 180 

example, data initiated in early June are used to forecast June rainfall, and for seasonal forecasting, 181 

data initiated in early June for the next three months of June to August (JJA) are used to forecast 182 

JJA mean rainfall, while 1-month lead times are the same as 0-month lead times, but the data are 183 

initiated in early May. 184 

 185 

3. Forecasting methods and parameters 186 

3.1. Statistical forecasting model  187 

The dipole-based forecasting model is built by identifying the most significant SSTA regions 188 

that can best predict the rainfall time series according to the teleconnection patterns established 189 

between the most significant SSTA regions and rainfall. These most significant SSTA regions are 190 

identified using a systematic search procedure, denoted as a dipole search algorithm (Chen and 191 

Georgakakos, 2013), which defines the geographic location and the size of significant SSTA regions 192 

based on a significance threshold established according to the Gerrity Skill Score (GSS; Gerrity, 193 

1992). The algorithm uses the difference between two SST pole regions as the predictor, which is 194 

defined as  195 

𝐷𝜙1,𝜙2
(𝑡) = 𝐴𝑣𝑔[𝜙1] ± 𝐴𝑣𝑔[𝜙2],                        (1) 196 

where 𝐴𝑣𝑔 represents the mean SST over a given pole region 𝜙. Therefore, the teleconnection 197 

between the two poles 𝜙1 𝑎𝑛𝑑 𝜙2  represents an SST dipole. The GSS-based threshold is 198 

determined according to a hypothesis 𝐻0  that the GSS of the SST dipole (GSSD) is equal to a 199 

random series (GSSR), and an alternative hypothesis indicating that GSSD is greater than GSSR as 200 

follows: 201 

 202 

        {
𝐻0: 𝐺𝑆𝑆𝐷 = 𝐺𝑆𝑆𝑅 ,
𝐻1: 𝐺𝑆𝑆𝐷 > 𝐺𝑆𝑆𝑅 ,

                             (2)                  203 

Here, H0 is rejected If 𝐺𝑆𝑆𝐷 > 𝐺𝑆𝑆𝑅,𝛼  (where 𝛼  is a significance level). The value of 204 

𝐺𝑆𝑆𝑅,𝛼  can be calculated from the distribution of 𝐺𝑆𝑆𝑅 using the bootstrap method. Chen and 205 

Georgakakos (2013) found that 𝐺𝑆𝑆𝑅,𝛼  is determined only by the data size and 𝐺𝑆𝑆𝑅,𝛼=0.05 206 

approaches a constant of about 0.25 when the data size reaches 30. Therefore, the significant SST 207 

dipoles are determined based on the dipole search algorithm with GSS =0.25 as the significance 208 

threshold. The parameters used in the dipole search algorithm in the present study are summarized 209 

in Table 2. 210 

 211 
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 The significant SST dipoles are then used to establish linear regressions as 212 

        𝑌𝑖 = 𝐷𝑖𝛽̂𝑖,      𝑖 = 1,2, … , 𝜉;                             (3) 213 

where  𝑌𝑖 denote the historical monthly or seasonal rainfall values, 𝐷𝑖 are the 𝐷∅1,∅2
(𝑡) values 214 

of SST dipoles, and 𝛽̂𝑖 represent the regression coefficients. In addition, a leave-one-out cross-215 

validation method (Elsnr and Schmertmann, 1994) is employed to avoid overfitting. Here, this 216 

method leaves one value (validation data) out at a time and uses the remaining data (calibration data) 217 

to establish the regression equation. The regression equation is then used to estimate the validation 218 

point. When the method is repeated h times where h is the data size, all the forecasted values are 219 

obtained using one of h different regression equations. The parameter 𝜉 is the number of significant 220 

SST dipoles sorted according to the lowest mean absolute error (MAE). The ensemble reliability 221 

(Re) reaches a maximum value when 𝜉  is about 20 (Chen and Georgakakos, 2013), so 20 222 

significant SST dipoles are eventually selected to generate an ensemble range. 223 

 224 

3.2. Bias correction of GCM simulations 225 

   The outputs of GCMs are too biased to be directly used at a regional scale (Crochemore et al., 226 

2016; Chen et al., 2011). Therefore, the present work seeks to reduce the bias to an acceptable level 227 

by applying a simple linear scaling (LS) method (Mpelasoka and Chiew, 2009; Chen et al., 2013). 228 

The leave-one-out cross-validation method is again employed in the bias correction method. 229 

Specifically, GCM-simulated monthly rainfall for each validation year is scaled by the ratio of the 230 

GCM-simulated mean rainfall over all other years divided to the corresponding observed mean 231 

rainfall. After bias correction, all validation years are combined to construct the corrected time series. 232 

The bias-corrected rainfall is compared to the raw data to ascertain the performance of the bias 233 

correction method.  234 

 235 

3.3. Evaluation metrics  236 

     To quantitatively evaluate the forecasting skill, several deterministic and ensemble metrics 237 

are used. They include three deterministic metrics, i.e., MAE, Mean relative error (MRE), and 238 

Pearson’s correlation (ρ), and four ensemble metrics, including Re, lower-minimum excess (LME) 239 

and upper-maximum excess (UME), and the ratio of mean width of an ensemble envelope to the 240 

observation range (γ). The formulas and brief descriptions of these metrics are listed in Table 3. 241 

Additional details regarding these metrics can be found in Chen and Georgakakos (2013). 242 

 243 

4. Results 244 

4.1. Monthly forecasting accuracy  245 

4.1.1. Monthly SST forecasting accuracy and SST dipole illustrations 246 

Tables S1 and S2 in the Appendix A list of the values of the forecasting accuracy metrics 247 

obtained using the SST statistical model for June to September rainfall at a given lead time of 1 to 248 

12 months in the UYRB and LYRB. To assess the variations and relative magnitudes of these metrics, 249 

the MRE, R and Re values of different lead times are plotted in Fig. 2. 250 

In general, the SST statistical model performs reasonably well with respect to forecasting June 251 
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to September rainfall in the UYRB and LYRB. However, it performs better in the UYRB than in the 252 

LYRB for all four months. The lowest MRE is within 10% for all four months in the UYRB, and 253 

within 15% for June through August, and 20% for September in the LYRB, as shown in Figs. 2a, b.  254 

In Figs. 2a, c, the lowest value of MRE (5.461%) and the highest value of ρ (0.664) are obtained 255 

at the 11-month lead time for June rainfall forecasting in the UYRB. For June rainfall forecasting 256 

in the LYRB, the highest prediction accuracy is obtained with the 4-month lead time which provides 257 

the lowest MRE and the highest ρ (0.7). In this case, the best trace (using the best predicting dipole) 258 

explains 50% of the rainfall variance. Compared to the reasonably accurate June rainfall forecasts, 259 

July rainfall forecasting is less accurate with greater relative errors for both UYRB and LYRB. 260 

However, relatively good forecasting accuracy is obtained in July for both UYRB and LYRB at two 261 

lead times of 11 and 12 months, based on nearly all skill metrics. In Figs. 2a, c, e, the August rainfall 262 

forecasts in the UYRB obtained with 2 and 3-month lead times appear to provide better accuracy 263 

than forecasts obtained with longer lead times. Lastly, the rainfall forecasting accuracy in September 264 

is watershed dependent with the lowest MRE being equal to 8.5% for the UYRB and equal to 22% 265 

for the LYRB (Figs. 2a, b). The ensemble range of September rainfall exhibits a satisfactory 266 

performance in the UYRB, where the highest Re reaches about 0.8 and the best single trace accounts 267 

for 59% of the rainfall variance. However, rainfall in September cannot be well predicted in the 268 

LYRB, where the best-fitting time series exhibits large errors (Fig. 2b). In addition to these three 269 

metrics, in Table S2, it is worth noting that the values of UME obtained for June and July rainfall 270 

forecasts in the LYRB are obviously higher than those for other months. These high UME values in 271 

conjunction with the fact that LYRB experiences heavy rain in June and July, indicate that the SST 272 

statistical model fails to accurately forecast extreme rainfall events (e.g., the rainfall observed in 273 

1998).     274 

To understand how the deviations between the observed rainfall and the ensemble range are 275 

related to the SST dipoles, two different lead times that provide reasonably good forecasting 276 

accuracy for each month are displayed and the actual SST dipoles employed in the model 277 

construction are also investigated. The primary criterion for the selection of the two lead times of 278 

each month is that the corresponding forecasts must provide a relatively low MRE and either a 279 

high ρ or Re. In addition, the two selected lead times for the UYRB should be similar to those for 280 

the LYRB to enable comparison. The time series of rainfall and their corresponding SST dipoles are 281 

respectively shown in Figs.3-4 for June rainfall and Fig. S1-S6 in Appendix B for July-September 282 

rainfall.  283 

Fig.3a shows that the best-fitting forecasted time series for June rainfall agrees with 284 

observations reasonably well, with most of the observations included within the ensemble range. In 285 

Fig. 3c, the best predicting dipole locates in the tropical eastern region of the Pacific Ocean, which 286 

is a major ENSO region. Two other major dipole areas are in the Central to West Pacific and the 287 

middle latitude of the North Pacific. The Central to West Equatorial Pacific is usually considered as 288 

the complementary region of the ENSO. Compared with the 11-month lead time forecasting time 289 

series, the forecasted values for the 1-month lead forecasts overestimate the rainfall in dry years 290 

(e.g., 1988 and 2006). In this case, the central to West Equatorial Pacific, considered as the 291 

complementary region of ENSO, has changed from a positive pole in Fig.3c to a negative one in 292 

Fig.3d. The June rainfall in the LYRB exhibits large interannual variability, with rainfall values 293 

ranging from about 100 to 300 mm per month, which is quite difficult to capture when using the 294 

SST statistical model, as shown in Figs. 4a, b. The corresponding SST dipoles for the 11-month lead 295 
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forecasts in both the UYRB and LYRB have roughly similar distribution. Therefore, the distribution 296 

of the dipoles for the 11-month lead time is more credible for forecasting June rainfall than the 1-297 

month (in the UYRB) or 3-month lead times (in the LYRB). In Figs. S1a, b, the accuracy of the July 298 

forecasting in the UYRB is better during wet years (e.g., 1984 and 1998) than dry years (e.g., 1994 299 

and 2006). The distributions of the related SST dipoles are quite different between these two lead 300 

times. For the 11-month lead time, positive poles are located in the Western Indian Ocean and the 301 

ENSO region (in Figs. S1c, d). This may imply that the seasonal SST variation in the Indian Ocean 302 

is similar to that in the ENSO region. Regarding the forecasted time series in the LYRB shown in 303 

Figs. S2a, b, the forecasting accuracy associated with 12-month lead time appears to diminish after 304 

1990, as reflected by the larger errors in the maxima and minima forecasted values. The related SST 305 

dipoles shown in Figs. S2c, d present similar patterns between two selected lead times, and are 306 

mainly located in the Central to West Pacific, surrounding the marine area of Australia.  307 

For August, as shown in Figs. S3a, b, the rainfall forecasting for UYRB provided by the SST 308 

statistical model is unreliable in 1993 and 2006 for both lead times, indicating that the model is not 309 

sensitive to signals reflecting rainfall variability for specific wet or dry years. With regard to the 310 

LYRB, nearly half of observed values reside outside of the ensemble range due to low Re values for 311 

lead times of 2 and 7 months, as shown in Figs, S4a, b. Thus, relatively larger errors are observed 312 

for both the deterministic and ensemble metrics. However, it is notable that the dipole patterns (Figs. 313 

S3c, d and Figs.S4c, d) at the two lead times are similar for UYRB and LYRB. Here, the positive 314 

poles mainly appear in the Indian Ocean and the negative poles appear in the Pacific Ocean (except 315 

for the case of the 2-month lead time in the LYRB). The interaction of these two oceans determines 316 

the SSTA that influences the August rainfall in the Yangtze River basin.  317 

For September, the forecasts for the two selected lead times (10 and 6 months) in the UYRB 318 

accurately capture the maxima and minima rainfall values, as shown in Figs. S5a, b, respectively.  319 

The corresponding SST dipoles shown in Figs.S5c, d and Figs.S6c, d for the UYRB and LYRB, 320 

present a wide distribution range, and are mainly distributed in the low latitudes of the Indian Ocean 321 

and the Eastern Pacific which are both near the mainland of Australia. Other significant dipoles are 322 

located in the middle latitudes of the Eastern Pacific which reside close to the coastlines. Significant 323 

dipoles are also frequently observed in this area during other months considered.  324 

 325 

4.1.2. Monthly GCM forecasting accuracy 326 

Table 4 lists the values of the forecasting accuracy metrics obtained using the four GCMs with 327 

and without bias correction for June rainfall at lead times of 0 and 1 months, in both the UYRB and 328 

the LYRB. The respective results of July to September rainfall are listed in Table S3 in the Appendix 329 

A. 330 

As shown in Tables 4 and S3, among the four GCMs, CFSv2 provides the best prediction 331 

performance in the monthly forecast for both the UYRB and LYRB, while CMC2 provides the 332 

second best performance. In contrast, MOM3-AC and MOM3-DC exhibit modest prediction 333 

performance for all the four months. In general, the forecasting accuracy is improved to some degree 334 

after bias correction, with a large decrease in MAE and MRE for all months. In addition, the 335 

correlations between the predicted and observed monthly rainfall values are similar before and after 336 

bias correction. For example, bias correction has a pronounced effect for the MAE and MRE metrics 337 

of CFSv2, where the MAE decreases from 36.2 to 9.7 mm after bias correction and the MRE 338 

decreases from 36.4% to 9.4% for September rainfall in the UYRB with 0-month lead time. These 339 
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results demonstrate the validity of the bias correction method.  340 

Fig. 5 is plotted to observe the variation of different values of ρ among GCMs and lead times 341 

after bias correction. Values above the red lines (0.367) are significantly different from zero at a 5% 342 

level (using a t-test). For the 0-month lead time, the best prediction accuracy is obtained for the 343 

UYRB in September with the highest ρ, followed by CMC2 (in Fig. 5a). The high correlation and 344 

error less than 10% indicate that CFSv2 provides reliable rainfall forecasting for the September in 345 

the UYRB with the 0-month lead time. Similar forecasting accuracy is obtained for CFSv2 during 346 

July and August in the UYRB, although CMC2 performs better than CFSv2 for forecasting August 347 

rainfall with higher ρ. For LYRB, the ρ values for all GCMs are not significant for June, July and 348 

August rainfall, except for September rainfall (Fig. 5b). September rainfall predicted by CFSv2 and 349 

CMC2 shows a high ρ (0.75), however, the bias correction method has little effect on the results 350 

(larger errors after bias correction shown in Table S3).  351 

The forecasting accuracies of the GCMs obviously decrease when the lead time is extended to 352 

1 month for both the UYRB and LYRB. For example, the four GCMs exhibit no predictive 353 

capabilities whatsoever for the 1-month lead time in the UYRB since the values of ρ are all under 354 

a significant level. Overall superiority is obtained by CFSv2 for forecasting rainfall in the LYRB. 355 

Similarly, despite the relatively high ρ, the bias correction method has little effect on improving the 356 

forecasting accuracy (e.g., MRE=19.7% for raw CFSv2 data, but MRE=29.9% under bias correction 357 

in Table S3 in Appendix A).  358 

 359 

4.2. Seasonal forecasting accuracy  360 

4.2.1. Seasonal SST forecasting accuracy and SST dipole illustrations 361 

The seasonal forecasting accuracy of the SST statistical model is evaluated for two seasons 362 

(JJA and JAS) to further investigate its timescale dependence. The forecasting accuracies for JJA 363 

and JAS rainfall are listed in Table S4 for the UYRB and LYRB, while the three metrics (MRE, R 364 

and Re) are plotted in Fig.6. 365 

The results in Fig.6 indicate that the SST statistical model forecasts JJA and JAS rainfall in the 366 

UYRB with better accuracy for shorter lead times. The best forecasting accuracy of JJA rainfall is 367 

obtained with the 1-month lead time (i.e. when MAM SSTs are used to forecast JJA rainfall), as 368 

indicated by the optimum metric values obtained for all three metrics. The forecasting model 369 

exhibits good forecasting accuracy for JAS rainfall in the UYRB with a Re value of 0.72 (1-month 370 

lead time) and a ρ value of 0.66 (2-month lead time). For the LYRB, the lowest MRE values of the 371 

JJA and JAS rainfall forecasts are less than 10%. JAS rainfall in the LYRB is better forecasted at 372 

longer lead times of 9 to 12 months, and the Re value reaches up to 0.8. Notably, the most skillful 373 

lead times providing the greatest accuracy are also concentrated on a seasonal scale (3 consecutive 374 

months or more), which is consistent with the monthly forecasts. 375 

    The seasonal forecasting rainfall time series obtained in the UYRB and LYRB for JJA and JAS 376 

are also compared with two different lead times, and again investigate the actual SST dipoles 377 

employed in the model construction. The forecasted and observed rainfall time series and their 378 

corresponding SST dipoles are respectively shown in Figs. 7-8 for JJA rainfall and Figs. S7-S8 in 379 

Appendix B for JAS rainfall. 380 

For JJA rainfall in the UYRB, Figs. 7a, b indicate the better predictions of the maxima and 381 

minima rainfall values are obtained with 7-month lead time than those with 5-month lead time in 382 
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the 1980s and 1990s, while the opposite situation is observed in the 2000s.This indicates that the 383 

JJA rainfall over different years is sensitive to the SSTA associated with different lead times. As 384 

shown in Figs. 7c, d, the SST dipoles associated with the 7-month lead time are mainly located in 385 

the Eastern Pacific Ocean which is near the ENSO region, and dipoles associated with the 5-month 386 

lead time are located off the east coast of Australia. As for JJA rainfall over the LYRB shown in 387 

Figs. 8a, b, the best forecasted time series exhibit large fluctuations, and yet cannot fit the 388 

observations due to their large interannual variability, particularly for the very wet years (e.g., 1996 389 

and 1998). For those two lead times, the most significant dipoles in Figs. 8c, d are separately 390 

distributed in the Central Pacific Ocean and the Indian Ocean, which is completely different from 391 

the dipole distributions associated with JJA rainfall in the UYRB. 392 

As shown in Figs. S7a, b, a large proportion of the minima rainfall values falls outside of the 393 

lower ensemble boundary for JAS rainfall in the UYRB with both lead times of 7 and 10 months, 394 

while the upper ensemble boundary typically encompasses the maxima values for JAS rainfall. This 395 

is particularly significant for the rainfall value observed in 1998, which is successfully captured by 396 

the upper ensemble boundary with 9-month lead time (Fig. S7a). This implies that the seasonal 397 

forecasts may provide better guidance for flood control than for drought control. In terms of the SST 398 

dipoles shown in Figs. S7c, d, the dipoles obtained with a 10-month lead time for the JAS are mainly 399 

located in middle latitudes of the Central to East Pacific Ocean. As for JAS rainfall over the LYRB 400 

shown in Figs. S8a, b, the high values of Re obtained for the forecasted JAS rainfall with a lead 401 

time of 10 months indicate that the ensemble range provided here is more accurate than that obtained 402 

for JJA rainfall. However, the best forecasted time series obtained for JAS rainfall in the LYRB 403 

cannot capture the observed maxima values. In contrast, acceptable performance is obtained for 404 

predicting rainfall during dry years (e.g., 1990 and 1992). Finally, a comparison of the SST dipoles 405 

associated with JAS forecasting in the LYRB with a 10-month lead time (Fig. S8d) is very similar 406 

to those in the UYRB (Fig. S7d).  407 

 408 

4.2.2 Seasonal GCM forecasting accuracy 409 

    Table 5 lists the values of the seasonal forecasting accuracy metrics obtained using four GCMs 410 

with and without bias correction at lead times of 0 and 1 months in both the UYRB and LYRB for 411 

JJA rainfall. The respective forecasting accuracies for JAS rainfall are listed in Table S5 in Appendix 412 

A. 413 

As shown in Tables 5 and S5, the seasonal rainfall forecasts of the four GCMs are more 414 

accurate than the monthly forecasts in terms of the MAE and MRE values, but the maximum values 415 

of ρ are less than those obtained for monthly forecasts. In Fig.9, almost all of the ρ values (after 416 

bias correction) are under the significant line, indicating the poor abilities of the GCMs for seasonal 417 

forecasts. JAS rainfall (0-month lead time) forecasted by CFSv2 and CMC2 provides relatively high 418 

ρ  values and reasonable MRE values (shown in Table S5), which can provide some useful 419 

information for decision-makers. When the lead time is extended to 1 month, all the four GCMs 420 

exhibit no predictive capabilities whatsoever (shown in Fig. 9b).  421 

 422 
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5. Discussion 423 

5.1. Analysis of the dipole-based statistical model  424 

     In general, the results of this study have demonstrated that the SST statistical model performs 425 

better for seasonal forecasts than for monthly forecasts. This may be because the monthly forecasts 426 

involve a time period that is too short to respond adequately to variability in oceanic variables like 427 

SST. Also, the lead times providing relatively satisfactory forecasting performance often appear at 428 

a seasonal timescale (three consecutive months or more) for both seasonal and monthly forecasting. 429 

Previous studies (e.g. Wang et al., 2001) have demonstrated that the influence of ENSO events is 430 

two to three seasons later than the East Asian summer circulation. The most significant SST dipoles 431 

associated with the forecasting results are distributed mainly in two regions: the Central to Eastern 432 

Pacific Ocean, particularly the ENSO region, and the tropical Equatorial Indian Ocean. In addition, 433 

some dipoles are located in the complementary region of the ENSO, i.e., the Central to West 434 

Equatorial Pacific. A number of previous studies (e.g., Ashok et al., 2003) have found that the SSTA 435 

locations in the tropical Indian Ocean cause the climate anomalies in neighboring areas. However, 436 

SSTA locations in the Indian Ocean do not represent a completely independent system and are in 437 

close contact with the Pacific Ocean through the Walker circulation and other processes (Ashok et 438 

al., 2003; Stuecker et al., 2017). Therefore, a reasonable approach for considering the impact of 439 

SSTA locations on rainfall in the Yangtze River basin is to consider the effects of SSTA locations in 440 

the tropical Pacific and tropical Indian Oceans. The dipole search algorithm employed in the present 441 

work capitalizes on these considerations by capturing the process of changing ocean interactions at 442 

different lead times for different target months or seasons. Another similar method called Empirical 443 

Orthogonal Teleconnections (EOT) has been applied in China (Stephan et al., 2017a, 2017b, 2018). 444 

This method aims at looking for SST regions which have strong teleconnection with rainfall regions 445 

in China. Specifically, it uses linear regressions to search for a point (the base point) in space as the 446 

predictor that explains the most of the variance over all other points, then the first EOT time series 447 

(at the base point) is removed and the above steps are repeated to compute the second, third, ... and 448 

all other EOTs. The EOTs can then be used to establish the regression maps of SST to link the 449 

rainfall variability to large-scale dynamical mechanisms (such as ENSO). The advantage of this 450 

method is that it can create forecasts for only a few selected rainfall base points when used for 451 

rainfall forecasts over large regions. However, the EOT patterns are only dominated by monopoles 452 

rather than dipolar patterns, so the interaction between different Ocean areas are not taken into 453 

account. The dipole-based statistical model employed in this study aims to reveal this interaction 454 

and then establishes the teleconnection relationship between the variation of different ocean areas 455 

and the rainfall region.  456 

 457 

5.2. Uncertainty of GCMs  458 

The results demonstrate that the differences between the forecasting accuracies of the 459 

different GCMs are significant. Generally, the raw GCM forecasts provide limited rainfall 460 

information. After bias correction, CFSv2 typically outperforms the other three models with overall 461 

better ρ , MAE, or MRE values for both monthly and seasonal forecasts. However, CMC2      462 

occasionally provides superior forecasting performance. While CFSv2 and CMC2 present reliable 463 

rainfall forecasting performance at the 0-month lead time in the UYRB, particularly for July and 464 
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September, the sharply decreasing forecasting reliabilities of all four GCMs obtained when the lead 465 

time is extended to one month indicates that a single model has limited forecasting capability for 466 

the Yangtze River basin when the lead time is longer than 1 month. In fact, many GCMs share 467 

similar atmospheric and oceanic components, which may explain why they exhibit similar trends 468 

with respect to the prediction capabilities associated with longer lead times (Givati et al., 2017). 469 

Some studies have also shown that an ensemble of models performs better than any single model 470 

(Kirtman et al., 2014, Li and Lin, 2015). Thus, the use of a multimodel ensemble that combines the 471 

benefits of several GCMs may provide higher predictive performance for monthly and seasonal 472 

forecasts. 473 

 474 

5.3. Analysis of SST and GCM forecasting advantages and potential for integration 475 

Improved guidance for forecasting the monsoon rainfall in the Yangtze River basin may be 476 

provided by integrating the distinct prediction performances of the SST statistical model and the 477 

four dynamical GCMs. The SST statistical model provides relatively accurate rainfall forecasts and 478 

longer forecasting periods with lead times of up to 12 months. The forecast ensembles obtained by 479 

the model provide a prediction interval rather than a single deterministic value. However, changes 480 

in the SST mechanism affecting rainfall patterns in the Yangtze River basin can alter the most 481 

advantageous lead time. In contrast, the forecasting capability of GCMs is unsatisfactory when the 482 

lead time is extended beyond 1 month, particularly in the LYRB. However, CFSv2 and CMC2 can 483 

provide robust forecasting within the 0-month lead time. Therefore, GCMs can serve as a reference 484 

if rainfall forecasts in the coming month or coming season are needed because the short-lead-time 485 

performance of these models is definitely better than that of long lead times, while the SST statistical 486 

model can provide more stable rainfall forecasts for a lead time longer than 1 month. Forecasting 487 

based on GCMs is also much more dependent on the location of the region of interest than the 488 

statistical model, which is a very important consideration when predicting rainfall in the UYRB and 489 

LYRB. However, the SST statistical model can maintain practical and credible forecasting 490 

capabilities in both the UYRB and LYRB. In this regard, the forecasting capabilities of the SST 491 

statistical model can be combined with those of GCMs to conduct more accurate rainfall forecasting 492 

for the Yangtze River basin, particularly when short lead times are involved. Meanwhile, the SST 493 

statistical model would be the primary choice for forecasting monthly and seasonal rainfall in the 494 

Yangtze River basin when considering long lead times. 495 

Even though this study compared the forecasting accuracies of the dynamical models and the 496 

SST statistical model, both methods are separately evaluated. The best solution should combine 497 

advantages of both methods. In fact, some previous studies have tried to combine these two types 498 

of models to strengthen the ability of seasonal forecast. Some involve the outputs of dynamical 499 

GCMs (for example, the Met Office’s GloSea5 system) to statistically make the seasonal rainfall 500 

forecasting. Specifically, these studies applied linear regression model to the indirect GloSea5 501 

hindcasts (e.g, the mean sea-level pressure) or the direct forecasts of precipitation of the GloSea5 502 

system to statistically predict regional rainfall (Baker et al., 2018; Bett et al., 2018). Other 503 

approaches have applied some complex statistical techniques such as neural networks to the large 504 

scale driver outputs from dynamical models to forecast rainfall (Hartmann et al., 2008; Mekanik et 505 

al., 2013). These statistical-dynamical techniques can be applied to further studies to strengthen the 506 

prediction ability of the SST statistical model or the raw GCM outputs. This can be an avenue for 507 

future studies. 508 
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 509 

6. Conclusions 510 

This study has applied a statistical model based on SST dipoles and four GCMs with and 511 

without bias correction to forecast monsoon rainfall in the Yangtze River basin at monthly and 512 

seasonal timescales. The SST statistical model searches the most significant dipoles as the predictor 513 

and establishes a statistical relationship between the SST dipoles and monsoon rainfall. The analysis 514 

provides the following conclusions.  515 

(1) The SST statistical model demonstrates a stable forecasting capability for the four monthly 516 

and two seasonal periods. The best value of ρ is 0.75 and the lowest MRE is less than 6%. The 517 

highest Re (0.83) represents a strong ensemble performance of the ensemble range. The dipole 518 

search algorithm successfully identifies the most significant dipoles presenting the locations and 519 

interconnection relationships of the SST poles. Interactions between the Eastern Pacific Ocean, 520 

Central to West Equatorial Pacific, the Indian Ocean and the atmospheric circulation possibly 521 

influence the rainfall in the Yangtze River basin. 522 

(2) The differences between the forecasting accuracies of the four GCMs are significant. After 523 

bias correction, CFSv2 generally outperforms the other three GCMs, while CMC2 occasionally 524 

provides the superior forecasting performance. The best value of ρ obtained by CFSv2 is 0.78 and 525 

the lowest MRE is 9.4% for September rainfall in the UYRB, however, the forecasting capabilities 526 

of all four GCMs decrease sharply when the lead time is extended to 1 month. 527 

(3) The forecasting capabilities of the SST statistical model and four GCMs can provide the 528 

guidance for conducting monthly and seasonal rainfall forecasts in the Yangtze River basin. The 529 

SST statistical model provides more stable forecasting capability than the GCMs, owing to the 530 

overall better values obtained for forecasting evaluation metrics and the longer lead time provided. 531 

For short lead times (no longer than one month), CFSv2 and CMC2 provide some forecasting 532 

capabilities that are comparable with that of the SST statistical model, for example, for the 533 

September rainfall in the UYRB. For longer lead times, the SST statistical model is more credible 534 

for its stable rainfall forecasting performance. A combination of these two types of models may be 535 

more reliable for water resource management activities when conducted with a relatively short lead 536 

time. 537 

 538 
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 774 

Table 1．NMME partner models employed in the present study and their corresponding 775 

forecasting information  776 

Model 

Hindcasting 

period 

Resolution Ensemble 

size 

Lead times 

(months) 

Arrangement of 

ensemble members  

Reference 

CFSv2 1982–2010 1°× 1° 24(28) 0.5-9.5 Four members(0000, 

0600,1200,and 1800 

UTC every fifth day 

Saha et al., 

2014 

IRI-MOM3-

AC 

1982–2010 1°× 1° 12 0.5-7.5 All first of the 

month 0000 UTC 

 DeWitt 2005 

IRI-MOM3-

DC 

1982–2010 1°× 1° 12 0.5-7.5 All first of the 

month 0000 UTC 

 DeWitt 2005 

CMC2-

CanCM4 

1981–2010 1°× 1° 10 0.5-11.5 All first of the 

month 0000 UTC  

 Merryfield 

et al., 2013 

 777 

 778 

Table 2. Parameters of the dipole search method in Yangtze River basin 779 

Data size 

(h) 

Predictor 

description 

Predictand 

description 

Upper threshold of 

clustering pixels [p×q] 

𝑮𝑺𝑺𝑹,𝜶

= 𝟎. 𝟎𝟓 

ξ Lead times 

29(1982-

2010) 

Kaplan SSTA 

[65°S-65°N, 

35°E–285°E] 

JJAS rainfall 

at UYRB,LYRB 

[p=q=10] 0.25 20 1,2,…，12

（months） 
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 804 

Table 3. Specific formulas for forecasting accuracy metrics 805 

Measures Formulas Description 

 

ρ 
ρ =

∑ (𝑓𝑗 − 𝑓̅)(𝑜𝑗 − 𝑜̅)ℎ
𝑗=1

√∑ (𝑓𝑗 − 𝑓̅)2ℎ
𝑗=1 √∑ (𝑜𝑗 − 𝑜̅)2ℎ

𝑗=1

 
 

Pearson’s correlation 

 

 

Mean absolute error  

 

 

Mean relative error  

 

MAE MAE =
1

ℎ
∑|𝑓𝑗 − 𝑜𝑗|

ℎ

𝑗=1

 

 

MRE MRE =
1

ℎ
∑|𝑓𝑗 − 𝑜𝑗|/𝑜𝑗

ℎ

𝑗=1

 

 

Re Re =
1

ℎ
∑ 𝐼𝐹𝑗

(𝑜𝑗),   

ℎ

𝑗=1

𝐼𝐹𝑗
(𝑜𝑗) = {

1 𝑖𝑓 𝑜𝑗 ∈ 𝐹𝑗 ,

0 𝑖𝑓 𝑜𝑗 ∉ 𝐹𝑗 .
 

Number of data points 

observed within ensemble 

range. 

 

LME LME = min  (𝑜𝑗 − min(𝑓𝑗) |𝑜𝑗 < min (𝑓𝑗)) Largest difference between 

the observed data and the 

ensemble range. 

 

UME UME = max (𝑜𝑗 − max(𝑓𝑗) |𝑜𝑗 > max (𝑓𝑗)) 

 

γ γ =

1
ℎ

 ∑ (max(𝑓𝑗) − min (𝑓𝑗))ℎ
𝑗=1

max(𝑜𝑗) − min (𝑜𝑗)
 

Similarity of the ensemble 

range and the range of the 

observations. 

Here, 𝑓  represents the 20 forecasted rainfall series, o represents the observed rainfall, h is the 806 

number elements in the rainfall data series, and F indicates the ensemble range of 20 members 807 
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Table 4. Monthly forecasting accuracy metric values for June rainfall in the UYRB and LYRB at 827 

0-, and 1-month lead time (the results for July, August, and September are presented in the Appendix 828 

A as Table S5) 829 

 ρ MAE(mm) MRE (100%) 

 Raw GCM LS Raw GCM LS Raw GCM LS 
UYRB-June lead 0 

CFS 0.11 0.04 48.3 14.7 36.2 11.4 
MOM3-AC 0.24 0.18 27.9 14.1 43.1 10.9 
MOM3-DC 0.34 0.28 57.6 12.9 42.9 10.2 

CMC2 0.02 0.02 98.5 17.7 72.9 13.3 
LYRB-June lead 0 

CFS 0.17 0.11 30.9 32.5 14.8 16.6 
MOM3-AC 0.04 -0.1 39.0 34.1 18.5 17.6 
MOM3-DC -0.1 -0.1 41.0 33.1 19.7 17.3 

CMC2 0.36 0.32 37.3 28.8 18.0 15.2 
UYRB-June lead 1 

CFS 0.23 0.1 39.2 10.6 29.6 7.9 
MOM3-AC -0.2 -0.3 56.0 12.0 42.0 9.0 
MOM3-DC -0.3 -0.3 56.4 12.9 42.3 9.7 

CMC2 0.28 0.24 106.6 11.1 78.6 8.2 
LYRB-June lead 1 

CFS 0.08 -0.1 42.9 31.2 20.1 16.4 
MOM3-AC 0.14 0.08 42.2 32.6 20.2 17.2 
MOM3-DC 0.17 0.11 42.9 33.6 20.2 17.7 

CMC2 0.36 0.29 37.4 27.5 17.2 14.1 

The red italic underline indicates the best value of each metric.  830 

 831 

 832 

Table 5. Seasonal forecasting metric values for JJA rainfall in the UYRB and LYRB at 0-month and 833 

1-month lead times (the corresponding results for JAS rainfall are presented in Appendix A as Table 834 

S7) 835 

 ρ MAE(mm) MRE (100%) 

 Raw GCM LS Raw GCM LS Raw GCM LS 
UYRB-JJA lead 0 

CFS 0.47 0.41 22.4 9.9 16.2 7.1 
MOM3-AC 0.08 -0.1 30.8 11.9 22.0 8.3 
MOM3-DC 0.22 0.07 28.8 11.5 20.5 8.0 

CMC2 0.03 -0.1 47.0 15.2 33.1 10.6 
UYRB-JJA lead 1 

CFS 0.06 -0.1 19.9 11.9 14.3 8.3 
MOM3-AC 0.01 -0.1 30.4 12.0 21.7 8.5 
MOM3-DC 0.15 0.01 27.4 11.2 19.5 7.8 

CMC2 0.20 0.13 11.3 12.0 8.1 8.5 
LYRB-JJA lead 0 

CFS 0.26 0.20 25.7 16.8 22.6 13.9 
MOM3-AC -0.3 -0.4 26.4 19.7 23.7 16.4 
MOM3-DC -0.1 -0.2 26.4 17.8 23.4 14.7 

CMC2 0.13 0.06 2.8 17.0 21.3 14.3 
LYRB-JJA lead 1 

CFS 0.22 0.14 17.9 16.6 16.1 13.8 
MOM3-AC -0.1 -0.2 22.4 18.8 20.1 15.7 
MOM3-DC -0.1 -0.1 21.0 17.3 19.1 14.6 

CMC2 0.10 -0.1 21.9 16.6 19.5 13.8 

The red italic underline indicates the best value of each metric. 836 
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 839 

 840 

 841 

 842 

 843 

Fig. 1 (a) SSTA spatial domain and the locations of the upper and middle-lower sections of the 844 

Yangtze River basin with the Three Gorges Dam as the boundary (red dot). (b) Long-term average 845 

(1961-2010) of the monthly rainfall in UYRB and LYRB. 846 

 847 

 848 
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 849 

Fig.2 MER, ρ, and Re values of June-September rainfall for lead times of 1 to 12 months, (a), (c), 850 

and (e): UYRB; (b), (d), and (f): LYRB. 851 

 852 

Fig. 3 Rainfall forecasting time series (Best Trace) and observed data (OBS) at two selected lead 853 

times and the corresponding dipoles for June in the UYRB. (a) and (c): 11-month lead; (b) and (d): 854 

1-month lead. The light red shading in (a) and (c) represents the ensemble range based on the best 855 

20 dipoles. The black lines in (b) and (d) are the best 20 dipoles formed between the positive poles 856 

given in red and negative poles given in blue (The best predicting dipoles are linked with the bold 857 

black line)  858 
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 859 

Fig. 4 As in Fig. 3, but for LYRB. 860 

 861 

 862 

 863 

Fig. 5 ρ values after bias correction at 0 and 1 month lead times for four GCMs in the UYRB and 864 

LYRB. Values above the red dashed lines are significantly different from zero at a 5% level. 865 

 866 

 867 
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 868 

Fig.6 MER, ρ, and Re values of JJA, JAS rainfall for lead times of 1 to 12 months. U-JJA, U-JAS 869 

represent the JJA and JAS rainfall in UYRB, and L-JJA, L-JAS represent the JJA and JAS rainfall 870 

in LYRB. 871 

 872 

 873 

  874 

 875 

 876 

Fig. 7 Rainfall forecasting time series (Best Trace) and observed data (OBS) at two selected lead 877 

times and the corresponding dipoles for JJA in the UYRB. (a) and (c): 5-month lead; (b) and (d): 7- 878 

month lead. The light red shading in (a) and (c) represents the ensemble range based on the best 20 879 

dipoles. The black lines in (b) and (d) are the best 20 dipoles formed between the positive poles 880 
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given in red and negative poles given in blue. 881 

 882 

 883 

Fig.8 As in Fig. 7, but for LYRB.  884 

 885 

 886 

 887 

Fig.9 ρ values after bias correction at 0 and 1 month lead times for four GCMs in the UYRB and 888 

LYRB. U-JJA, U-JAS represent the JJA and JAS rainfall in UYRB, and L-JJA, L-JAS represent the 889 

JJA and JAS rainfall in LYRB. Values above the red dashed lines are significantly different from 890 

zero at a 5% level. 891 

 892 

 893 

 894 

 895 

 896 

 897 



doi: 10.1002/joc.6216. 
 

 

 898 

 899 

 900 


