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Abstract: In pressurised water reactors (PWRs), fuel rods are clad with zirconium alloy tubes chosen for 13 
their low neutron capture cross section and good oxidation resistance. Understanding cladding-water 14 
corrosion reactions at 280-350 °C and the correlated hydrogen pickup into these Zr alloys is crucial to the 15 
safe operation of PWRs and to increasing the burnup of the fuel. Here we describe a method based on 3D 16 
mapping by high resolution SIMS to measure the distribution of deuterium in oxidised Zircaloy-4 alloy 17 
samples. Two analysis directions, depth-profiling and cross-sectional, were used to ensure we understand 18 
possible imaging artefacts during sputtering of the complex microstructure in these samples. The 19 
topography of the sputtering carter and sputtering rate have been calibrated by Focused Ion Beam 20 
(FIB)/Scanning Electron Microscopy (SEM) analysis. The deuterium diffusion coefficients at 360 °C is 21 
calculated suing the depth profile in both samples. The results show that the 3D deuterium distribution 22 
can be successfully measured in isotopically spiked samples, but that care has to be taken to understand 23 
the effect of deuterium outgassing and surface diffusion during Cs+ primary ion bombardment, which 24 
results in a degraded lateral resolution, which distorts the apparent deuterium distribution. The detection 25 
method in this paper can be a useful tool in the analysis of the distribution of hydrogenic species in 26 
zirconium fuel cladding materials in service, and can also provide other engineering materials. 27 
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1. Introduction 31 

For many years zirconium alloys have been used as fuel cladding in the nuclear industry due to their 32 
low neutron capture cross section [1], reasonable mechanical properties and corrosion resistance [2]. 33 
However, hydrogen pickup (HPU) during corrosion of Zr alloys in contact with high-temperature water is 34 
still a major limiting factor for achieving high fuel burnup. Water dissociation by the cathodic reaction and 35 
radiolysis results in the creation of hydrogen atoms, some of which recombine to form H2 that is released 36 
to the environment but the rest can penetrate into the Zr matrix, contributing to HPU [3]. If the hydrogen 37 
concentration exceeds the bulk solubility, brittle hydrides are formed in alloy matrix resulting in a 38 
reduction the cladding strength [4]. The pathways and mechanisms by which the hydrogen migrates 39 
through the oxide layer formed by aqueous corrosion on the Zr surface are still not well understood. 40 



The inner, protective part of the oxide is reported to have a high electrical resistance, be impermeable 41 
by the electrolyte and to contain almost no hydrogen [5, 6]. Based on previous SIMS analysis of hydrogen 42 
distributions [7], compressive stress in this barrier layer has been suggested to suppress hydrogen diffusion 43 
in this region [8]. There have been several suggestions for the key mechanisms of hydrogen penetration 44 
through the barrier oxide. Second Phase Particles (SPPs) could provide a diffusion pathway [9-11], although 45 
they are usually too well separated to offer a continuous permeation path. Cracks and pores [12], 46 
interconnected porosity [13, 14] and oxide grain boundaries [15, 16] have all been described as preferential 47 
paths for both hydrogenic and oxidising species to reach the reacting metal surface. However, there is a 48 
lack of direct experimental data, especially on the 3D hydrogen distribution in the oxide, to support these 49 
mechanisms, partly because of the experimental difficulty of mapping hydrogen isotopes with high spatial 50 
resolution.  51 

Finding an appropriate analytical technique is the key to solving this problem. Atom probe 52 
tomography (APT) allows the analysis of trace element distributions with a higher sensitivity than can be 53 
achieved by Transmission Electron Microscopy (TEM) analysis [17, 18], but this technique is limited by 54 
complicated sample preparation, and the relatively low mass resolution [19, 20] can also make it difficult 55 
to resolve interferences between different hydrogen-containing ionic species. Secondary Ion Mass 56 
Spectrometry (SIMS) depth profile analysis is very widely used to characterise elemental distributions in a 57 
variety of inorganic and organic samples [21-24] and has a high sensitivity for light elements. Combined 58 
focused ion beam secondary ion mass spectrometry (FIB-SIMS) [25, 26], and correlated secondary ion mass 59 
spectrometry and atomic force microscopy (SIMS-AFM) [27, 28] experiments have reported results on 3D 60 
elemental distributions, including of light elements. However, FIB-SIMS instruments sacrifice the 61 
performance of dedicated SIMS analysis, typically showing low ionisation and transmission efficiencies 62 
and relatively poor mass resolution. SIMS-AFM instruments can also have problems with measuring deep 63 
craters that result in tip damage. No 3D hydrogen/deuterium measurements have yet been reported, and 64 
there has been little discussion of possible distortion of the apparent distribution of trapped hydrogen as a 65 
result of bombardment by the intense primary beam. 66 

We have recently shown that high-resolution SIMS analysis of oxidised zirconium alloys using a 67 
CAMECA NanoSIMS 50 instrument enables the mapping of hydrogen distributions on a sub-micrometre 68 
scale with minimal sample preparation [6]. However, the interpretation of hydrogen distributions in 69 
NanoSIMS analysis is challenging because the signal at one Dalton can originate from various external 70 
sources, including the vacuum system and surface contamination. In this study deuterium spiking as a 71 
surrogate for hydrogen is used as previously described [6], and our aim here is to present an analytical 72 
methodology that gives reliable data on the key mechanisms of hydrogen penetration through the thin 73 
oxide layer formed on zirconium alloy surfaces in service.  74 

2. Materials and Methods  75 

2.1. Sample Description 76 

Two Zircaloy-4 alloy samples were used in this study. These were recrystallised sheet materials, 77 
initially supplied by Westinghouse Electric Company after oxidation in an autoclave at 360 °C and 18 MPa 78 
in pure water for 30 and 75 days. These samples were subsequently oxidised in pure heavy water for 79 
another 31 days in a similar autoclave at the University of Manchester. Z4-5, with a total oxidation time of 80 
61 days was chosen to represent the pre-transition stage of oxidation before the first characteristic 81 
acceleration in corrosion rate caused by breakdown in the protective nature of the oxide. Z4-9 with a total 82 
oxidation time of 106 days was around the transition point in oxidation kinetics. The overall oxide 83 
thicknesses of the two samples were measured by FIB/SEM to be 1.9 µm and 2.2 µm for samples Z4-5 and 84 
Z4-9 respectively. Samples for depth-profiling were made simply by cutting the oxidised sheet material to 85 



7 × 7 mm2 using a slow speed diamond saw and loading into the NanoSIMS without any further pre-86 
treatment. Cross-sectional samples were prepared by the method described in detail in ref [6]. Briefly, sheet 87 
samples were cut into 6x3 mm sections that were then glued together (oxide to oxide) in a single block to 88 
expose the cross-section of the metal oxide interface for both samples on one polished face. The block was 89 
cut to fit the NanoSIMS holder, and samples were ground flat using silicon carbide paper down to 4000 90 
grit and subsequently polished over several hours using only water-diluted colloidal silica. A further 91 
colloidal silica polish was performed immediately before loading samples into the NanoSIMS to remove 92 
the native oxide that forms on the polished metal surface. Both depth-profiling and cross-sectional samples 93 
were coated with 5 nm of platinum to minimise charging from the insulating oxide layer and surrounding 94 
resin, and to provide a conducting pathway from the sample to the holder. Figure 1 shows a schematic of 95 
the depth-profiling (panels a, c and e) and cross-sectional (panels b, d and f) analysis geometries arranged 96 
in the order of sample preparation, NanoSIMS analysis and FIB/SEM measurements. The direction of oxide 97 
growth is defined by the z-axes; the oxide surface and oxide/metal interface are parallel to the x-y plane, 98 
and the NanoSIMS measurement surfaces are the x-y plane and the y-z plane for depth-profiling and cross-99 
sectional analysis, respectively.  100 

 101 

Figure 1. Schematic of sample preparation geometries for NanoSIMS analysis and FIB/SEM measurements. 102 
(a) and (b) are the depth-profiling and cross-sectional sample orientations, respectively, (c) and (d) the 103 
geometry of NanoSIMS measurements for depth-profiling and cross-sectional experiments, and (e) and (f) 104 
the geometry of FIB/SEM measurements for depth-profiling and cross-sectional experiments.  105 

2.2. NanoSIMS analysis 106 

High-resolution SIMS analysis was undertaken using a CAMECA NanoSIMS 50 with a 16 keV Cs+ 107 
primary beam, and simultaneous secondary ion collection of 2D- and 16O- or 18O-. It was often necessary to 108 
use the 18O- signal to protect the electron multipliers because from the oxide layer the 16O- ion yield can 109 
exceed 5×106 counts per second. Figure 2 is a typical detail of a mass spectrum from a sample without the 110 
final deuteration treatment, and illustrates the clear separation of 2D- and H2- signals around 2 Daltons using 111 
a mass resolving power of about 1300, showing that unwanted contributions to a 2D- signal from H2- can be 112 
ignored under our typical analysis conditions. The lateral resolution of the secondary ion image is 113 



controlled by the primary beam spot size, and a 3D dataset is built up by the collection of a large number 114 
of 2D images. This kind of 3D mapping is time-consuming, and depending on what precise experiment we 115 
are undertaking. Figure 1 panel (c) and (d) show schematics of the geometry of the NanoSIMS 116 
measurements for depth-profiling and cross-sectional experiments respectively. 117 

In order to reduce the overall experimental time while minimizing the amount of data collected, we 118 
have used what we term coarse-scan tuning with a small raster area (5×5 µm2) and high primary beam 119 
dwell time per pixel analyzed (> 1000 µs/pixel). For samples Z4-5 and Z4-9, this reduces the measurement 120 
time through to the oxide/metal interface to less than 18 hours. The fine-scan tuning is used to obtain higher 121 
resolution data on the precise 3D deuterium distribution, so we used a larger raster area (10 × 10 µm2) and 122 
shorter dwell time (300-1000 µs/pixel), which needs longer measurement times and generates a larger 123 
amount of data. The three different analytical settings are defined in Table 1. A large beam size to pixel size 124 
ratio (6-10) was used in all cases to ensure that the crater bottom is as flat as possible to help with accurate 125 
3D data reconstruction.  126 

 127 

Figure 2. High-resolution mass spectra around two Daltons showing the 2D- and H2- peaks. The isotope ratio 128 
of D/H measured from this unspiked sample is 1.5 × 10-4, close to the natural value. The units on the x-axis 129 
and y-axis are atomic mass units (a.m.u) and counts per second (cps), respectively. 130 

Table 1. NanoSIMS settings for coarse and fine scans for depth-profiling, and for the cross-sectional scanning mode.  131 

Scan mode Coarse-scan Fine-scan Cross-sectional 

samples  

Entrance slit  open open open 

Aperture slit open open open 

D1 aperture (µm) D1-2, 300 D1-2, 300 D1-3, 150 

Lateral resolution (nm) 150-200 150-200 100-150 

Raster size (µm2) 25 (5×5)  100 (10×10) 64 (8×8)  

Pixels 256×256 512×512 512×512 

Beam size / pixel size 8-10 8-10 6-10 

Dwell time (µs) 1000-5000 300 1000 

Analysis time (h) <18 50-70 50-70 

2.3. FIB/SEM measurements 132 



FIB sectioning of SIMS craters was carried out on a Zeiss Auriga 40 FIB/SEM instrument using 30 kV 133 
Ga+ incident beam energy. Figure 1 panel (e) and (f) show schematics of the geometry of the FIB/SEM 134 
measurements for depth-profiling and cross-sectional experiments respectively. Samples were orientated 135 
so that the focused Ga+ ion beam was at normal incidence to the metal-oxide interface (depth-profiling 136 
measurement) and parallel to the metal-oxide interface (cross-sectional measurement).  Before sectioning, 137 
a protective coating of platinum was deposited on the area of interest and then a staircase trench was made 138 
in front of the volume of interest. The front trench was made to reveal the cross-section to be imaged and 139 
to provide space to accommodate re-deposited materials during the sectioning process. A beam current of 140 
1 nA was used to carry out the sectioning. SEM images of the crater depth and shape were taken at a tilt 141 
angle of 54°. 142 

2.4. NanoSIMS data processing 143 

To minimise edge-related effects during NanoSIMS analysis, we only chose the pixels more than 0.4 144 
µm and 0.8 µm away from the edge of the image during coarse (5 × 5 µm2 raster area) and fine analysis (10 145 
× 10 µm2 raster area), respectively. ImageJ with the OpenMIMS plugin (Harvard) [29] was used to read raw 146 
NanoSIMS data and create deuterium depth profiles and cross-sectional views. Mercury Avizo 9.2 is a 147 
software package that enables users to perform interactive visualization and computation on 3D data sets 148 
with an interface modelled on visual programming [30], and was used for 3D data reconstruction.  149 

Depth profile plots of deuterium (see Figure 5) are created from ‘Image’ then ‘Stacks’ and ‘Plot Z-axis 150 
Profile’ routines. The x-axis is the number of images, and the y-axis is counts per pixel. Then the x-axis is 151 
converted from number of images to distance using the FIB/SEM measurements on the crater depth. Cross-152 
sectional images (see Figure 6) are created from ‘Image’ then ‘Stacks’ and ‘Reslice’ routines, and then the 153 
x-axis is converted from number of images to distance using the FIB/SEM measurement. 154 

3D data reconstruction:  155 
1) Extracted stack data in ImageJ of deuterium, oxygen and secondary electron (SE) signals are saved 156 

as ‘*.raw’ format files, separately, and then loaded into Avizo 9.2 for 3D reconstructions. 157 
2) Oxygen and secondary electron (SE) signals are smoothed by the following steps: 'Image 158 

Processing' then 'Smoothing and Denoising' and 'Median Filter'. Then data is smoothed by 159 
averaging over 3 pixels to obtain a clear 3D oxide/metal interface. 160 

3) Deuterium pixels are masked by the function ‘Edit New Label Field’. Because the coarse 161 
measurements usually have high 2D- secondary ion signals, the pixels were separated into two 162 
groups; high-count pixels containing ≥ 4 2D- counts, and low-count pixels containing fewer than four 163 
2D- counts (see Figure 8). For fine-scan measurement data, the 2D- ion signals are low and the pixels 164 
which contain ≥ 2 counts are used to do the 3D reconstruction (see Figure 9).  165 

4) The masking pixels are generated and showed as a 3D surface by functions 'Generate surface' and 166 
'Show surface', sequentially. 167 

3. Results and discussion 168 

3.1. The topography of crater bottom 169 

To obtain an accurate 3D-characterization of deuterium from a stack of 2D images (planes) it is 170 
necessary to consider the topography of the crater bottom and the different sputter rates of the phases or 171 
crystallographic orientations encountered during sputtering [31, 32]. Since the zirconium dioxide grain size 172 
(30-40 nm in diameter [33]) is much smaller than the incident Cs+ primary beam diameter (200 nm with 173 
aperture D1-2), we supposed that crystallographic effects in the oxide layer were unlikely to have a strong 174 
influence on the sputtering process. To confirm this, we carried out three tests in the depth-profiling 175 
geometry, with 2 × 2 µm2, 5 × 5 µm2 and 10 × 10 µm2 raster areas to measure the topography of the resulting 176 



crater. The results are shown in Figure 3, and the solid yellow lines mark the position of the metal/oxide 177 
interface in each case. Image (a) is for raster area 2 × 2 µm2 and the bottom surface of the crater is located 178 
in the middle of the oxide. Image (b) is for raster area 5 × 5 µm2 and the bottom surface is closer to the top 179 
of the oxide. Images (c) and (d) for raster area 10 × 10 µm2 used a longer analysis time, and the crater bottom 180 
is near the oxide/metal interface. While in the oxide the bottom of the crater remains flat during sputtering, 181 
but as soon as the primary ion beam reaches the oxide/metal interface and the underlying Zr alloy is 182 
exposed, the higher sputtering rate of the metal rapidly creates a hole, and as shown in Figure 3 (d) a 183 
complex topography is created at the bottom of the crater.  184 

For cross-sectional samples, typical topography craters are shown in Figure 3 (e) and (f). It is clear that 185 
the top edge of the oxide (left hand side of the images) has been sputtered away much faster than the bulk 186 
oxide, the well-known edge effect in sputter analysis [34],  and that the metal also shows uneven sputtering 187 
since grains with different crystallographic orientation show different sputter yields.  188 

 189 

Figure 3. Cross section FIB/SEM views of NanoSIMS raster craters. Depth profiling samples at different 190 
locations are shown for raster areas (a) 2 × 2 µm2, (b) 5 × 5 µm2 and (c and d) 10 × 10 µm2. Images (e) and (f) 191 
are the raster craters in cross-sectional samples of Z4-5 and Z4-9, respectively. Solid yellow lines mark the 192 
position of the oxide/metal interface. The dashed black lines show the bottom of the crater in (e) and (f), and 193 
the dotted red lines show the original sample surface before SIMS analysis. 194 

In order to compare the topography of the crater bottom to the raster size, the surface roughness of 195 
the crater bottom was calculated from the arithmetic mean of the absolute ordinate values Z(x) within a 196 
sampling length (ISO 4287-1997) using Equation 1: 197 



𝑅𝑎 =
1

𝑙𝑤
∫ |𝑍(𝑥)|𝑑𝑥

𝑙𝑤

0
          (1) 198 

where  𝑍(𝑥) = 𝑍0 − 𝑍0(𝑥),  lw is the length of crater bottom in a cross-section image and Z0 is the 199 
measured ordinate along the z-axis. The results show that in the oxide, after high overlap beam 200 
sputtering, the crater bottom is very smooth. The crater bottom roughness is measured to be 9 ± 5, 15 201 
± 8 and 64 ± 25 nm for raster sizes 2 × 2, 5 × 5 and 10 × 10 µm, respectively. Compared to the large 202 
sputtering volumes in this work, and our focus on 3D reconstruction of the deuterium distribution in 203 
the oxide phase, this small roughness can be ignored, and we have applied no topographic corrections 204 
in this paper.  205 

3.2. Sputtering rate 206 

We have previously shown in 3D analysis of oxidised Zr alloys that cracks and porosity can be 207 
distributed in different locations from the sample surface to the oxide/metal interface [35]. Thus, in order 208 
to establish an accurate depth ordinate it is important to have a precise measure of the sputtering rate at 209 
different depths, defined as the time required to sputter a measured depth of the ZrO2 matrix using known 210 
primary ion beam current for a given raster area (ISO 18115-1:2013(E)): 211 

 212 

Sputtering rate =  
𝑠𝑝𝑢𝑡𝑡𝑒𝑟𝑒𝑑 𝑑𝑒𝑝𝑡ℎ ×𝑟𝑎𝑠𝑡𝑒𝑟 𝑎𝑟𝑒𝑎 

𝑝𝑟𝑖𝑚𝑎𝑟𝑦 𝑏𝑒𝑎𝑚 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ×𝑠𝑝𝑢𝑡𝑡𝑒𝑟 𝑡𝑖𝑚𝑒
 (

nm × 𝜇𝑚2

𝑝𝐴×𝑠
)   (2) 213 

 214 
Table 2 shows a series of analyses using various sputtering times (150 to 1000 planes) but with all other 215 

parameters, dwell time (1000 µs), raster area (5 × 5 µm2), 256 × 256 pixels, remaining constant. The sputter 216 
rates at each different sputter depth were then calculated from Equation 3: 217 

R𝑖 =  
𝐷𝑖×𝑆

𝐹𝐶𝑜𝑖×𝑝𝑖𝑥×𝑑𝑡×𝑛𝑖
        (3) 218 

where Ri is the average sputter rate and i is the analysis number, Di is the sputtering depth, S is the raster 219 
area, ni is the number of planes in analysis i, FCoi is the primary beam current on the sample, pix is the 220 
number of pixels in each plane and dt is the dwell time on each pixel. FCoi was determined from the 221 
primary column current FCp from equation 4: 222 

𝐹𝐶𝑜𝑖 =  
𝐹𝐶𝑝𝑖×𝐹𝐶𝑜0

𝐹𝐶𝑝0
        (4) 223 

where FCo0 and FCp0 are the measured sample primary current and column current before the start of the 224 
measurement. FCpi was monitored in each analysis from equation 5:  225 

𝐹𝐶𝑝𝑖 =
𝐹𝐶𝑝𝑖_𝑏𝑒𝑔𝑖𝑛+𝐹𝐶𝑝𝑖_𝑒𝑛𝑑

2
       (5) 226 

where FCpi_begin and FCpi_end are the measured column current before and after each analysis. 227 
The sputtering rates in Table 2 are the same within experimental error for different sputtering depth 228 

and samples after different corrosion time (and so different oxide thicknesses), showing that in this study 229 
that the distribution of cracks and porosity has little influence on the sputtering rate. The average sputtering 230 
rates in the ZrO2 matrix are 0.20 ± 0.03 and 0.19 ± 0.04 (nm×um2)/(pA×s) for samples Z4-5 and Z4-9, 231 
respectively. Errors in this calibration mainly result from the crater depth measurement by SEM/FIB, due 232 
to image drift in the insulating sample, and also from fluctuations in measured primary ion current due to 233 
the variation of Faraday cup (FCo) detection efficiency and Cs+ ion source stability during long-term 234 
measurements (3 to 18 hours). Due to the measured constant sputtering rate in both samples and at various 235 
sputtering depths, we concluded that there was no need to include a sputtering rate calibration in the depth 236 
profile and 3D reconstructions in this study.  237 



Table 2. Measurement parameters and the sputtering rates in each analysis of samples Z4-5 and Z4-9. 238 

Analysis 

name 

Number 

of planes 

FCp 

before 

analysis 

(pA) 

FCp 

after 

analysis  

(pA) 

Average 

FCp  

(pA) 

FCo 

(D1-2) 

(pA) 

Average 

depth 

(µm) 

Error 

(2σ) 

Total Cs+ 

(dose/µm2) 

Sputtering rate 

(nm×µm2/pA/s) 

Error  

(2σ) 

Z4-5           

201808_12 150 15650 17070 16360 3.25* 0.27 0.07 7.98×109 0.21 0.06 

201808_15 269 14290 14450 14370 2.85 0.37 0.10 1.26×1010 0.18 0.05 

201808_13 300 17060 16270 16665 3.31 0.52 0.08 1.63×1010 0.20 0.03 

201808_14 450 16270 14290 15280 3.04 0.82 0.05 2.24×1010 0.23 0.01 

201808_16 600 14450 15900 15175 3.01 1.08 0.03 2.96×1010 0.23 0.01 

201808_17 750 15860 14470 15165 3.01 1.13 0.03 3.70×1010 0.19 0.01 

201808_18 1000 14450 13240 13845 2.75 1.39 0.13 4.50×1010 0.19 0.02 

Average         0.20 0.03 

Z4-9           

201808_6 150 19490 18790 19140 3.73* 0.33 0.06 9.16×109 0.23 0.04 

201808_7 300 18800 17370 18085 3.52 0.59 0.06 1.73×1010 0.21 0.02 

201808_8 450 17370 17080 17225 3.36 0.69 0.05 2.47×1010 0.18 0.01 

201808_9 600 17070 16190 16630 3.24 0.99 0.16 3.18×1010 0.19 0.03 

201808_10 750 16180 16450 16315 3.18 1.17 0.12 3.90×1010 0.19 0.02 

201808_11 1000 16440 14410 15425 3.01 1.31 0.15 4.92×1010 0.17 0.02 

Average         0.19 0.04 

* FCo0 is the measured FCo current (primary current on sample) before measurement. Other values of FCo are calculated from 239 
FCo0 using Equation 4. 240 

3.3. 1D depth profiles and deuterium diffusion coefficient  241 



 242 

Figure 4. Secondary ion images (2D- and 16O-) taken from cross-sectional analysis, and the comparison of line 243 
profiles for the 2D- signal from cross-sectional and depth-profiling samples for (a) Z4-5 and (b) Z4-9. The 244 
secondary ion images are the sum of 5 images. The metal substrate is on the right-hand side of the upper 245 
ion images and the yellow dashed lines mark the approximate positions of the oxide/metal interface. The 246 
intensities of 2D- in the position 1 µm are normalised to 1. The black lines in (b) mark the position of the 247 
oxide metal interface. 248 

Figure 4 top images show the secondary ion images (2D- and 16O-) from cross-sectional analysis of 249 
samples Z4-5 and Z4-9. To avoid topography effects, the results only show data collected before the oxide 250 
edge is sputtered away. In both samples, there is a gradual decrease in deuterium concentration from the 251 
outer part of the oxide towards the metal/oxide interface, with occasional abrupt increases in 2D- signal. The 252 
lower plots in Figure 4 bottom plots compare directly the 2D- line profiles extracted from cross-sectional 253 
and depth-profiling samples for (a) Z4-5 and (b) Z4-9. Since the general form of the deuterium distribution 254 
is so similar from the cross-sectional and depth-profiling experiments, we can be confident that we have 255 
avoided major sputtering artefacts, apart from for Z4-9 the absence of the initial 2D- peak near the oxide 256 
surface which is a result of preferential sputtering of the top surface of the oxide away, in Figure 3 image 257 
f. The 2D- peak just above the metal/oxide interface in the cross sectional analysis of Z4-9 appears much 258 
broader than the sharp peaks in the depth-profiling samples, but this is because resolution in the z direction 259 
in the depth-profiling samples is controlled by atomic mixing (~ 20 nm) during Cs+ ion bombardment and 260 
by the primary beam diameter in the cross sectional analysis (100-150 nm).    261 

The diffusion behaviour of hydrogen/deuterium through the oxide layer contributes to determining 262 
the HPU performance of the cladding [36]. An estimate of the diffusion coefficient of deuterium in our 263 
samples was calculated by fitting the 2D- depth profile (red dotted line the NanoSIMS in-depth 264 
measurement in Figure 5) with the appropriate solution to Fick’s 2nd law [37]:  265 

C (X)

𝐶𝑠
= (1 −

𝐶𝑚

𝐶𝑠
) ∙ 𝑒𝑟𝑓𝑐 (

𝑋

2√𝐷𝑎𝑡
) +

𝐶𝑚

𝐶𝑠
      (6) 266 



with C(X) as the deuterium concentration at a distance X from the water/oxide interface, Cs the deuterium 267 
concentration at the water/oxide interface, Cm the concentration of deuterium pre-existing in the metal, erfc 268 
the complementary error function, Da the deuterium diffusion coefficient and t the time the sample has 269 
been oxidised in heavy water (D2O) which is 31 days in this study for both samples. All the deuterium 270 
concentrations are normalised by the concentration at the outer surface, Cs. Fitting to this equation yields 271 
diffusion coefficients of about 10-20 m2/s at 360 °C, very close to previous experimental results that lie 272 
between 10-18 and 10-21 m2/s [38-41]. Our results show that the pre-transition sample Z4-5 (61 days corrosion 273 
time) has a higher deuterium diffusion coefficient of 9.1 ± 0.2 × 10−20 m2/s than that in sample Z4-9 (106 days 274 
corrosion time) of 5.4 ± 0.2 × 10−20 m2/s.  This is agreement with previous reports that the instantaneous 275 
hydrogen pickup fraction decreases just before the transition in oxidation rate [42].  276 

 277 

Figure 5. Initial fitting calculations of the diffusion coefficient of deuterium through the oxide using Fick’s 278 
2nd law on depth profile results from sample Z4-5 (a) and Z4-9 (b). The intensities of 2D- and secondary 279 
electron are normalised by the intensity at the surface (0 µm). The vertical black lines mark the position of 280 
the oxide metal interface. 281 

3.4. 2D view images and the shape of hot deuterium spots 282 

There is no suitable ZrO2 standard to measure the depth resolution for 2D- secondary ions. Here the 283 
depth resolution is influenced by atomic mixing effects during the sputtering process resulting from the 284 
interaction of the energetic Cs+ ions with the sample surface [34]. SRIM [43] simulations for 16 keV Cs+ ion 285 
implantation suggest an ion range around 20 nm in zirconium dioxide. Considering the non-uniform 286 
sputtering effects within the analysed area due to inhomogeneous primary ion current density [34] is very 287 
low, the total depth resolution might be expected to be 20 nm. 288 

From the 1D depth profiles in Figure 5, we can see there are many sharp peaks above the deuterium 289 
background. In the 2D image perpendicular to the Cs+ beam direction in Figure 6, it is clear that these peaks 290 
are from apparent deuterium hot spots 1 to 2 µm in diameter and tens of nanometres in thickness. These 291 
types of hot deuterium spots are not only found in the in-depth analysis (a-d) both in coarse and fine scans, 292 
but also shown in the cross-sectional analysis in Figure 6 (e). However the shape of the hot spots is not the 293 



same in the 2 analysis directions; both are lenticular, but with the long axes in the x-y plane in the in-depth 294 
analysis and in the x-z plane in the cross-sectional analysis. Figure 7 shows a typical single deuterium hot 295 
spot in sample Z4-5. The thickness of each image/scan is simply calculated by dividing the oxide thickness 296 
by the total number of images, 3100 in this case. We define the location of the maximum 2D- intensity as 0 297 
nm in depth, and the images above and below this point are treated as negative and positive locations. 298 
2D- images from five different depths (-6 nm, -4 nm, 0 nm, 4 nm and 6 nm) are shown at the bottom of 299 
Figure 7.  The upper plots are profiles in the 2D- signal in depth and laterally.  The top right plot shows line 300 
scans across images at -4nm, 0 nm and 4 nm, with an apparent hot spot radius of 1-2 m, and the line scan 301 
data are fitted by a Gaussian. In the top left plot, it is clear that the apparent thickness of the hot spot is 302 
around 15 nm, similar to the depth resolution estimated above. During the sputtering process, the 303 
deuterium hot spots appear and disappear quickly, and seem to have a lenticular shape that is microns in 304 
diameter but only tens of nanometres thick in the direction of Cs+ beam analysis.  305 

 306 

Figure 6. 2D 2D- ion images perpendicular to the Cs+ beam direction. Image (a-d) are the results of in-depth 307 
analysis with the Cs+ ion beam perpendicular to the water/oxide interface. Images (a) and (b) are coarse and 308 
fine scan results of sample Z4-5, respectively. Images (c) and (d) are coarse and fine scan results of sample 309 
Z4-9. Image (e) is a cross-sectional analysis of sample Z4-9 with the Cs+ ion beam parallel to the water/oxide 310 
interface. White dashed lines mark the oxide/metal interface. Yellow arrows indicate the direction of 311 
incidence of the Cs+ primary ion beam. 312 



 313 

Figure 7. The bottom images are details of 2D deuterium ion images at 5 depths along the Cs+ beam direction. 314 
The depth at the maximum 2D- intensity defined as 0 nm, and above and below this position are defined as 315 
negative and positive values of depth. The top left plot shows the depth profile through the deuterium hot 316 
spot in the centre of these images, and the top right plot shows line scans across the hot spot. 317 

We have considered possible explanations for the apparent difference in shape of the deuterium hot 318 
spots in the two analysis directions, assuming that these must be the same microstructural features trapping 319 
deuterium in the oxide. One obvious explanation is the difference between lateral resolution (>150 nm) and 320 
depth resolution (~20 nm) in these experiments. If we compare the two hot spots rotated to the same 321 
orientation, the size of the overlapping volume is a few tens of nanometres in diameter. Another 322 
explanation is the suggested processes of hydrogen outgassing and diffusion during Cs+ ion bombardment 323 
that creates an ‘analysis zone’ where the primary beam modifies the sample surface. In a NanoSIMS 324 
measurement, heat accumulates in the region bombarded by the highly focused primary ion beam. Ishitani 325 
and Kaga [44] and Schmied et al [45] predict that the local temperature increase could be as high as 326 
hundreds of degrees in a sample with poor thermal conductivity like zirconium dioxide. Using a range for 327 
16 keV Cs+ ions of 20 nm in zirconium dioxide, and taking the incident beam size to be ~150 - 200 nm, the 328 
volume of material that will transiently experience a significant increase in temperature is estimated to be 329 
3.5×105 to 6.3 ×105 nm3. Bringing these factors together, we suggest that when this analysis zone reaches a 330 
region of the microstructure in which deuterium is trapped, deuterium atoms will become mobile and 331 
diffuse to the surface resulting in a measured depth (15 nm) that is slightly less than the thickness of atom 332 
mixing layer (20 nm). Moreover, another evidence is the asymmetry of the peak with up and down. When 333 
the beam reaching deuterium reached area, the hot spot appears gradually and as more Cs+ ion energy 334 
deposited in this area, the movement of deuterium is enhanced, then results in the disappearance of the 335 
hot spot faster. The area of the surface influenced by this outgassing and diffusion process is then 336 
convoluted with the incident Cs+ beam size, resulting in the analysis of a deuterium-rich region with a 337 
horizontal diameter much larger than the scale of the original trapping site. Obviously, when we analyse 338 
the samples in the depth-profiling and cross-sectional directions, this process will result in the same 339 
deuterium-rich regions having lenticular shapes oriented differently with respect to the metal/oxide 340 
interface.  341 



3.4. 3D deuterium reconstruction 342 

 343 

Figure 8. Typical 3D distributions of 2D- from the coarse scan analysis of samples Z4-5 (a and b) and Z4-9 (c 344 
and d). (a) and (c) are high-count pixel images, and (b) and (d) are low-count pixels images. The calibrated 345 
imaged volumes were x = 3.8 µm, y = 3.8 µm and 3D-z = 1.9 µm (oxide) for sample Z4-5, and x = 2.6 µm, y = 346 
2.2 µm and z = 2.2 µm (oxide) for sample Z4-9.  347 

For each sample, we have analysed in this study, we detect well-defined, broad peaks in the 2D- signals 348 
near the surfaces of the depth profiles (Figure 4) that correspond well with the volume at the top of the 3D 349 
images in Figure 8 (a) and (c), where almost every pixel contains > 4 counts, indicating the region of the 350 
oxide with the highest levels of trapped deuterium. Overlaid on the gradual decrease in deuterium 351 
concentration with depth, there are sharp spikes in the 2D- signal in Figure 5 that correspond to the 352 
apparently planar ‘hotspots’ in the cross section view Figure 6, and disk-shaped features in the 3D 353 
representation in Figure 8 (a) and (c). 2D- ion signals are also found around the oxide/metal interface 354 
suggesting deuterium penetration into the metal substrate in the low-count image in Figure 8 (d). 355 
References [37, 46] describe how at the oxide/metal interface hydrogen is reduced and accumulates into the 356 
metal and will precipitate as zirconium hydrides if the solubility limit is exceeded.  357 

According to previous reports, the multiple phases at, and roughness of, the oxide/metal interface 358 
could result in different sputtering behaviours caused by the exposure of different material surfaces and 359 
topographies [31], and this might cause strong variations in 2D- ion yield during sputtering – the so-called 360 
matrix effect. However, when we compare low-count pixel image in Figure 8 images (b) and (d) at the 361 
oxide/metal interfaces in our two samples at different oxidation stages, Z4-9 shows a thicker deuterium-362 
rich layer than the earlier sample Z4-5 (where we can detect no 2D-  signal at all), and it seems unlikely that 363 
this difference can be simply explained by the matrix effect.  364 



 365 

Figure 9. Typical 3D distributions of 2D- from fine scan analysis of samples Z4-5 (a) and Z4-9 (b) in the y-z 366 
view with the z direction stretched for clarity. (c) and (d) are magnified images of the red boxes in (a) and 367 
(b) respectively. The green volume represents the measured 3D distributions of deuterium, the red spots 368 
represent our suggested real deuterium distribution in the oxide and the red lines possible deuterium 369 
transport paths.  370 

The coarse-scan measurements described above can give useful information on the deuterium 371 
distributions, but information can be lost in the 3D reconstructions due to the small raster area. Therefore 372 
we designed a fine-scan measurement protocol with larger raster area (10×10 µm2) and shorter dwell time 373 
(300 µs/pixel) that required much longer measurement times, usually 50 – 70 hours to penetrate down to 374 
the metal/oxide interface. Increasing the scan speed can reduce the deuterium degassing effect because the 375 
local temperature rise will be reduced. More details of the deuterium distribution can be seen in the 3D 376 
reconstructions for the fine-scan experiments in Figure 9 than in the coarse-scan experiments in Figure 8. 377 
For instance, both magnified images, Figure 9 (c) and (d), show over a distance of about 120 nm  a 378 
suggestion of a vertical pathway connecting three 2D- hotspots.  A similar possible pathway can be seen 379 
immediately below the red box in (c).  380 

Due to the imaging artefacts discussed above, we have to be aware that these detailed 3D 381 
reconstructions of the deuterium distribution suggest larger trapping volumes than the real deuterium 382 
distribution in the oxide. In the magnified images in Figure 9 (c) and (d), we suggest with red spots what 383 
size the real deuterium trapping volumes might be, and can also see that some of these hot spots may be 384 
connected by narrow pathways of high deuterium concentration, which could be regions of interconnected 385 
porosity in the oxide as previously observed in similar samples [13]. In future research, detailed modelling 386 
of hydrogen/deuterium movements during Cs+ beam sputtering will be needed to estimate the precise 387 
hydrogen/deuterium trapping volumes and diffusion pathways.  388 



4. Conclusions 389 

We have presented an analytical method using high-resolution secondary ion mass spectrometry to 390 
characterise with sub-micron resolution the 3D distribution of deuterium in Zircaloy-4 samples oxidised in 391 
high-temperature heavy water. The key findings are: 392 

1. Careful calibration of the sputtering process has allowed us to measure the sputtering rates in 393 
different depth in both samples, and find that effects due to cracks and porosity can be ignored. 394 
The average sputtering rates in the ZrO2 matrix are 0.19 ± 0.04 and 0.20 ± 0.03 (nm×um2)/(pA×s) for 395 
samples Z4-5 and Z4-9, respectively and the sputtering rate is constant at different depths in both 396 
samples.  We also estimate the depth resolution of NanoSIMS measurements in the oxide to be no 397 
more than 20 nm, controlled by atomic mixing effects.  398 

2. We have explored different analytical conditions for depth-profiling, coarse- and fine-scans, and 399 
have shown that because of the larger raster area and shorter dwell time, the fine-scan results can 400 
give higher resolution information on the deuterium distribution.   401 

3. By comparing cross-sectional and depth profiling experiments on the same materials, and by 402 
measuring the imaging artefacts that result from a primary beam that is much larger than the 403 
intrinsic depth resolution, we have determined the true morphology of the strong deuterium 404 
trapping sites in the oxide.  405 

4. With this detailed understanding of the experimental conditions, we have been able to show that 406 
the deuterium is highly concentrated in the fossil oxide near the water/oxide interface, and there 407 
is a gradual decrease in trapped deuterium in the denser oxide towards the oxide/metal interface 408 
with abrupt peaks in 2D- signal that are evidence for local trapping sites like small cracks and 409 
porosity [13, 14] linked by diffusion paths through which the deuterium can penetrate through to 410 
the metal matrix.  411 

5. Confidence in this analysis is given by the fact that the deuterium diffusion coefficients at  360 °C 412 
calculated using the depth profile in both pre-transition (9.1 ± 0.2 × 10−20 m2/s) and near-transition 413 
samples (5.4 ± 0.2 × 10−20 m2/s) agree well with previous experimental results.  414 

We propose that experiments of this kind can be used to generate a better understanding of the key 415 
mechanism that control HPU in zirconium fuel cladding materials in service, and can also provide a useful 416 
tool in the analysis of the distribution of hydrogenic species in other engineering materials. 417 
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