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#### Abstract

We analyze a model equation arising in option pricing. This model equation takes the form of a non-linear, non-local diffusion equation. We prove the well-posedness of the Cauchy problem for this equation. Furthermore, we introduce a semidiscrete difference scheme and show its rate of convergence.


## 1. Introduction

A huge amount of option pricing models has been developed since the seminal work of Black, Scholes and Merton [2], who model the evolution of an underlying (e.g. stock) as a geometric Brownian motion with drift. One branch of literature focuses on local volatility models, which extend the Black-Scholes model by the introduction of a spatially (and temporaly) inhomogeneous volatility parameter. It is well-known that these models allow for a perfect fit under weak assumptions on the data. A drawback of such models is their inability to produce realistic paths of the underlying, and unrealistic parameters in certain situations. Another branch of literatures focuses on stochastic volatility models, such as the Hull-White model, the Heston model or the SABR model, see [6, 7]. These models assume a stochastic evolution of the volatility variable. Such models often lead to more realistic pricing paths, but usually do not allow for a perfect fit to data, due to a small number of degrees of freedom. More recently, [5] introduced a combination of both models, so-called local-stochastic volatility models, which combine the advantages of both approaches.

This paper is dedicated to the well-posedness and convergence of a numerical scheme fo the Cauchy problem

$$
\begin{cases}\partial_{t} u=\Delta_{x}(\mathcal{I}[u] u)+\Delta_{y} u, & t>0, x \in \mathbb{R}^{M}, y \in \mathbb{R}^{N},  \tag{1.1}\\ u(0, x, y)=u_{0}(x, y), & x \in \mathbb{R}^{M}, y \in \mathbb{R}^{N},\end{cases}
$$

where

$$
\begin{equation*}
\mathcal{I}[u](x)=\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} b(x, \xi, z) u(\xi, z) d \xi d z, \quad x \in \mathbb{R}^{M} \tag{1.2}
\end{equation*}
$$

Here $M \geq 1$, and $N \geq 0$, if $N=0$ the last term with $\Delta_{y}$ is absent.
Pricing of European options in the described models leads to different type of partial differential equations (see [3]). While option prices in the Black-Scholes model correspond to solutions of a univariate parabolic PDE with constant coefficients, option pricing in local volatility framework leads to the solution of parabolic PDEs with non-constant and non-degenerate diffusion coefficients $\sigma$ such as

$$
\left\{\begin{array}{l}
\partial_{t} u-\partial_{x}\left(\sigma(x) \partial_{x} u\right)=0  \tag{1.3}\\
u(0, \cdot)=u_{0}
\end{array}\right.
$$

[^0]Option pricing in the Heston model leads to the solution of the bivariate degenerate parabolic PDE

$$
\left\{\begin{array}{l}
\partial_{t} u-\frac{1}{2} \operatorname{tr}\left(\mathcal{Q}(x) D^{2} u\right)+b(x)^{\top} \nabla u(x)=0  \tag{1.4}\\
u(0, \cdot)=u_{0}
\end{array}\right.
$$

Pricing equations for local-stochastic volatility models are the following fully-non linear PDEs

$$
\left\{\begin{array}{l}
\partial_{t} u-\partial_{x}\left(c_{1}+\sigma(t, x, u) u\right)-\partial_{x}^{2}(\sigma(t, x, u) u)-\partial_{y}\left(c_{2}(y) u\right)-\partial_{y}^{2}\left(c_{3}(y) u\right)=0  \tag{1.5}\\
u(0, \cdot)=u_{0}
\end{array}\right.
$$

where $c_{2}$ and $c_{3}$ are sufficiently regular. The function $\sigma$ depends on the solution $u$ and takes the following form

$$
\sigma(t, x, u)=c_{4}(t, x) \frac{\int_{\mathbb{R}} u(t, z) d z}{\int_{\mathbb{R}} c_{5}(z) u(t, z) d z},
$$

for some regular function $c_{4}$ and $c_{5}$. Some results on the stochastic analysis for the corresponding SDEs are given in [10]. A particle method for the approximation of solutions of the arising pricing SDEs was provided by [4]. An existence result for the arising PDE under certain assumptions on the coefficients is given in [1]. Discretization schemes have been suggested, but to our best knowledge, a thorough numerical analysis of the corresponding class of differential equations is not available. The aim of this paper is to provide some steps in this direction. We focus on the following class of non-linear PDEs, which are closely related to the pricing equation in local stochastic volatility model

$$
\begin{equation*}
\partial_{t} u=\Delta_{x}(\mathcal{I}[u] u)+\Delta_{y} u, \quad t>0, x \in \mathbb{R}^{M}, y \in \mathbb{R}^{N} \tag{1.6}
\end{equation*}
$$

where the operator $\mathcal{I}[\cdot]$ is defined as follows

$$
\begin{equation*}
\mathcal{I}[u](x)=\int_{\mathbb{R}^{N}} b(x, z) u(x, z) d z, \quad x \in \mathbb{R}^{M} \tag{1.7}
\end{equation*}
$$

for some suitable function $b$. The fact that both $b$ and $u$ are evaluated in the same $x$ adds several difficulties to the problem. To avoid some of these issues, in this paper we shall approximate the operator $\mathcal{I}[\cdot]$ by

$$
\begin{equation*}
\mathcal{I}_{\delta}[u](x)=\frac{1}{\delta^{M}} \int_{\mathbb{R}^{N}} \int_{B_{\delta}(x)} b(x, z) u(\xi, z) d \xi d z, \quad x \in \mathbb{R}^{M} \tag{1.8}
\end{equation*}
$$

Unfortunately, several of our estimates blow up as $\delta \rightarrow 0$ so we did not obtain any results for (1.6).
We shall assume that
(H.1) $b \in C^{4}\left(\mathbb{R}^{M} \times \mathbb{R}^{M} \times \mathbb{R}^{N}\right) \cap W^{4, \infty}\left(\mathbb{R}^{M} \times \mathbb{R}^{M} \times \mathbb{R}^{N}\right), b \geq 0$, and

$$
\begin{aligned}
\sup _{x \in \mathbb{R}^{M}}\left\|\nabla_{x} b(x, \cdot, \cdot)\right\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)} \leq C, \\
\sup _{x \in \mathbb{R}^{M}}\left\|\Delta_{x} b(x, \cdot, \cdot)\right\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)} \leq C, \\
\sup _{x \in \mathbb{R}^{M}}\left\|b(x, \cdot, \cdot)-b_{0}\right\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)} \leq C,
\end{aligned}
$$

for some constants $C>0, b_{0} \in \mathbb{R}$;
(H.2) $u_{0} \in H^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right) \cap L^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right), 0 \leq u_{0} \leq u^{*}$ for some positive constant $u^{*}$.

In all the financial applications we have

$$
\left\|u_{0}\right\|_{L^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}=1
$$

An example of coefficient $b$ satisfying (H.1) is

$$
b(x, \xi)=\frac{1}{\delta \sqrt{\pi}} e^{-|x-\xi|^{2} / \delta^{2}}
$$

for some $\delta>0$. We use this in our numerical example, see Section 4.

Remark 1.1. Our model is a simplification of a more complicated model. We can have several different definitions of the functional $\mathcal{I}[\cdot]$. Two cases deserve to be noted

$$
\begin{align*}
& \mathcal{I}_{1}[u](x)=\left(\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} b_{1}(x, \xi, z) u(\xi, z) d \xi d z\right)^{2}, \quad x \in \mathbb{R}^{M}, \\
& \mathcal{I}_{2}[u](x)=\frac{\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} b_{2}(x, \xi, z) u(\xi, z) d \xi d z}{\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} b_{3}(x, \xi, z) u(\xi, z) d \xi d z}, \quad x \in \mathbb{R}^{M} \tag{1.9}
\end{align*}
$$

Our arguments can be applied also in these two cases. To do this we do not need to assume that $b_{1} \geq 0$, but we do need to assume that $b_{2} \geq 0$ and that $b_{3} \geq b_{*}>0$.

The rest of this paper is organized as follows. In Section 2 we give the definition of solution to (1.1) and prove that it is well-posed. In Section 3 we introduce a difference numerical scheme for (1.1) and prove its convergence to the solutions of (1.1). We provide also an estimate on the rate of convergence. Finally, in Section 4 we present some numerical experiments based on the scheme introduced in Section 3.

## 2. Well-Posedness

We use the following definition of solution to (1.1).
Definition 2.1. A function $u:[0, \infty) \times \mathbb{R}^{M} \times \mathbb{R}^{N} \rightarrow \mathbb{R}$ is a solution of (1.1) if
(D.1) $u \in C\left([0, \infty) ; L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)\right) \cap L^{\infty}\left(0, T ; H^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)\right) \cap H^{1}\left((0, T) \times \mathbb{R}^{M} \times \mathbb{R}^{N}\right)$ for every $T>0$;
(D.2) for every test function $\varphi \in C^{\infty}\left(\mathbb{R} \times \mathbb{R}^{M} \times \mathbb{R}^{N}\right)$ with compact support

$$
\begin{aligned}
& \int_{0}^{\infty} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}\left(u \partial_{t} \varphi-\nabla_{x}(\mathcal{I}[u] u) \cdot \nabla_{x} \varphi-\nabla_{y} u \cdot \nabla_{y} \varphi\right) d t d x d y \\
&+\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} u_{0}(x, y) \varphi(0, x, y) d x d y=0
\end{aligned}
$$

We prove the well-posedness of (1.1). The main result of this section is the following.
Theorem 2.1. Assume that (H.1) and (H.2) hold. The Cauchy problem (1.1) admits a solution $u$ in the sense of Definition 2.1 such that
(2.1) $u(t, x, y) \geq 0, \quad\|u(t, \cdot, \cdot)\|_{L^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}=\left\|u_{0}\right\|_{L^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}, \quad(t, x, y) \in[0, \infty) \times \mathbb{R}^{M} \times \mathbb{R}^{N}$.

Moreover, if we assume also

$$
\begin{equation*}
b \in C^{6}\left(\mathbb{R}^{M} \times \mathbb{R}^{M} \times \mathbb{R}^{N}\right) \cap W^{6, \infty}\left(\mathbb{R}^{M} \times \mathbb{R}^{M} \times \mathbb{R}^{N}\right), \quad u_{0} \in H^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right) \tag{2.2}
\end{equation*}
$$

we have the additional regularity on $u$

$$
\begin{equation*}
u \in L^{\infty}\left(0, T ; H^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)\right), \quad T>0 \tag{2.3}
\end{equation*}
$$

Finally, let $u$ and $v$ be two solutions of (1.1) with initial data $u_{0}$ and $v_{0}$ respectively, and assume that (2.2) holds and that $\left\|u_{0}\right\|_{L^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}=\left\|v_{0}\right\|_{L^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}$. Then

$$
\begin{equation*}
\|u(t, \cdot, \cdot)-v(t, \cdot, \cdot)\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}^{2} \leq e^{e^{\kappa t}}\left\|u_{0}(t, \cdot, \cdot)-v_{0}(t, \cdot, \cdot)\right\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}^{2} \tag{2.4}
\end{equation*}
$$

for every $t \geq 0$ and some constant $\kappa>0$ depending only on $b,\left\|u_{0}\right\|_{L^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}$, and $\left\|v_{0}\right\|_{L^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}$.
Our arguments are based on two steps. First we fix $\varepsilon>0$ and study the well-posedness of the approximated problem

$$
\begin{cases}\partial_{t} u_{\varepsilon}=\Delta_{x}\left(\mathcal{I}_{\varepsilon}\left[u_{\varepsilon}\right] u_{\varepsilon}\right)+\Delta_{y} u_{\varepsilon}, & t>0, x \in \mathbb{R}^{N}, y \in \mathbb{R}^{M}  \tag{2.5}\\ u_{\varepsilon}(0, x, y)=u_{0}(x, y), & x \in \mathbb{R}^{N}, y \in \mathbb{R}^{M},\end{cases}
$$

using a fix point argument, where

$$
\mathcal{I}_{\varepsilon}[u](x)=\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}(b(x, \xi, z)+\varepsilon) u(\xi, z) d \xi d z+\varepsilon, \quad x \in \mathbb{R}^{M}
$$

Secondly, we send $\varepsilon \rightarrow 0$ and prove Theorem 2.1.
We prove the well-posedness of (2.5) for every given $0<\varepsilon<1$.

Theorem 2.2. Assume that (H.1) and (H.2) hold. The Cauchy problem (1.1) admits a solution $u_{\varepsilon}$ such that (D.1) hold,
(2.6) $u_{\varepsilon}(t, x, y) \geq 0, \quad\left\|u_{\varepsilon}(t, \cdot, \cdot)\right\|_{L^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}=\left\|u_{0}\right\|_{L^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}, \quad(t, x, y) \in[0, \infty) \times \mathbb{R}^{M} \times \mathbb{R}^{N}$, and for every test function $\varphi \in C^{\infty}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)$ with compact support

$$
\begin{align*}
\int_{0}^{\infty} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}\left(u_{\varepsilon} \partial_{t} \varphi-\nabla_{x}\left(\mathcal{I}_{\varepsilon}\left[u_{\varepsilon}\right]\right.\right. & \left.\left.u_{\varepsilon}\right) \cdot \nabla_{x} \varphi-\nabla_{y} u_{\varepsilon} \cdot \nabla_{y} \varphi\right) d t d x d y  \tag{2.7}\\
& +\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} u_{0}(x, y) \varphi(0, x, y) d x d y=0
\end{align*}
$$

Moreover, if we assume also (2.2) we have the additional regularity on $u_{\varepsilon}$

$$
\begin{equation*}
u_{\varepsilon} \in L^{\infty}\left(0, T ; H^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)\right), \quad T>0 \tag{2.8}
\end{equation*}
$$

Finally, if $u_{\varepsilon}$ and $v_{\varepsilon}$ are two solutions of (1.1) with initial data $u_{0}$ and $v_{0}$ respectively such that (2.2) $\left\|u_{0}\right\|_{L^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}=\left\|v_{0}\right\|_{L^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}$, then

$$
\begin{equation*}
\left\|u_{\varepsilon}(t, \cdot, \cdot)-v_{\varepsilon}(t, \cdot, \cdot)\right\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}^{2} \leq e^{e^{\kappa t}}\left\|u_{0}(t, \cdot, \cdot)-v_{0}(t, \cdot, \cdot)\right\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}^{2} \tag{2.9}
\end{equation*}
$$

for every $t \geq 0$ and some constant $\kappa>0$ depending only on $b,\left\|u_{0}\right\|_{L^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}$, and $\left\|v_{0}\right\|_{L^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}$.
Consider the set $\mathcal{B}$ of functions $u:[0, \infty) \times \mathbb{R}^{M} \times \mathbb{R}^{N} \rightarrow \mathbb{R}$ such that

$$
\begin{aligned}
& 0 \leq u(t, x, y) \leq u^{*} e^{\kappa_{0} t}, t \geq 0,(x, y) \in \mathbb{R}^{M} \times \mathbb{R}^{N} \\
& \|u(t, \cdot, \cdot)\|_{L^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}=\left\|u_{0}\right\|_{L^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}, t \geq 0 \\
& u \in H^{1}\left((0, T) \times \mathbb{R}^{M} \times \mathbb{R}^{N}\right), \quad T \geq 0
\end{aligned}
$$

where

$$
\kappa_{0}=\left\|\Delta_{x} b\right\|_{L^{\infty}\left(\mathbb{R}^{M} \times \mathbb{R}^{M} \times \mathbb{R}^{N}\right)}\left\|u_{0}\right\|_{L^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}
$$

Since for every $u \in \mathcal{B}$ we have that

$$
\begin{align*}
0<\varepsilon & \leq \mathcal{I}_{\varepsilon}[u](t, x)=\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}(b(x, \xi, z)+\varepsilon) u(\xi, z) d \xi d z+\varepsilon  \tag{2.10}\\
& \leq\left(\|b\|_{L^{\infty}\left(\mathbb{R}^{M} \times \mathbb{R}^{M} \times \mathbb{R}^{N}\right)}+\varepsilon\right)\left\|u_{0}\right\|_{L^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}+\varepsilon
\end{align*}
$$

we can define the operator $\mathcal{T}$ such that, for every $u \in \mathcal{B}, v=\mathcal{T}[u]$ is the solution of

$$
\begin{cases}\partial_{t} v=\Delta_{x}\left(\mathcal{I}_{\varepsilon}[u] v\right)+\Delta_{y} v, & t>0, x \in \mathbb{R}^{N}, y \in \mathbb{R}^{M}  \tag{2.11}\\ v(0, x, y)=u_{0}(x, y), & x \in \mathbb{R}^{N}, y \in \mathbb{R}^{M}\end{cases}
$$

Lemma 2.1 (Nonnegativity). Let $u \in \mathcal{B}$, we have that

$$
\begin{equation*}
\mathcal{T}[u] \geq 0 \tag{2.12}
\end{equation*}
$$

Proof. Since

$$
\partial_{t} v-\Delta_{x}\left(\mathcal{I}_{\varepsilon}[u] v\right)-\left.\Delta_{y} v\right|_{v=0}=0, \quad u_{0} \geq 0
$$

0 is a subsolution of (2.11). Therefore, (2.10) and the maximum principle for parabolic equations give (2.12).
Lemma 2.2 ( $L^{1}$ estimate). For any $u \in \mathcal{B}$, we have

$$
\begin{equation*}
\|\mathcal{T}[u](t, \cdot, \cdot)\|_{L^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}=\left\|u_{0}\right\|_{L^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)} \tag{2.13}
\end{equation*}
$$

for every $t \geq 0$.
Proof. Let $v=\mathcal{T}[u]$. By (2.12),

$$
\begin{aligned}
\frac{d}{d t} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}|v| d x d y & =\frac{d}{d t} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} v d x d y=\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \partial_{t} v d x d y \\
& =\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}\left(\Delta_{x}\left(\mathcal{I}_{\varepsilon}[u] v\right)+\Delta_{y} v\right) d x d y=0
\end{aligned}
$$

Therefore, integrating over $(0, t)$ we get $(2.13)$.

Lemma 2.3 ( $L^{\infty}$ estimate). For any $u \in \mathcal{B}$, we have

$$
\begin{equation*}
\mathcal{T}[u](t, x, y) \leq u^{*} e^{\kappa_{0} t} \tag{2.14}
\end{equation*}
$$

for every $t \geq 0$ and $(x, y) \in \mathbb{R}^{M} \times \mathbb{R}^{N}$.
Proof. By (H.1), (2.12), and (2.13)

$$
\begin{align*}
\left|\Delta_{x} \mathcal{I}_{\varepsilon}[u](t, x)\right| & \leq \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}\left|\Delta_{x} b(x, \xi, z)\right| u(t, \xi, z) d \xi d z \\
& \leq\left\|\Delta_{x} b\right\|_{L^{\infty}\left(\mathbb{R}^{M} \times \mathbb{R}^{M} \times \mathbb{R}^{N}\right)} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} u(t, \xi, z) d \xi d z  \tag{2.15}\\
& =\left\|\Delta_{x} b\right\|_{L^{\infty}\left(\mathbb{R}^{M} \times \mathbb{R}^{M} \times \mathbb{R}^{N}\right)}\left\|u_{0}\right\|_{L^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}=\kappa_{0} .
\end{align*}
$$

Therefore

$$
\begin{aligned}
\partial_{t} v-\Delta_{x}\left(\mathcal{I}_{\varepsilon}[u] v\right)-\left.\Delta_{y} v\right|_{v=u^{*} e^{\kappa_{0} t}} & =\kappa_{0} u^{*} e^{\kappa_{0} t}-u^{*} e^{\kappa_{0} t} \Delta_{x} \mathcal{I}_{\varepsilon}[u] \\
& =u^{*} e^{\kappa_{0} t}\left(\kappa_{0}-\Delta_{x} \mathcal{I}_{\varepsilon}[u]\right) \geq 0, \\
\left.u^{*} e^{\kappa_{0} t}\right|_{t=0} & =u^{*} \geq u_{0}
\end{aligned}
$$

namely, $u^{*} e^{\kappa_{0} t}$ is a supersolution of (2.11). Thanks to (2.10) and the maximum principle for parabolic equations we have (2.14).

Lemma 2.4 ( $L^{2}$ estimate). Let $u \in \mathcal{B}$, we have that

$$
\begin{equation*}
\|\mathcal{T}[u](t, \cdot, \cdot)\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)} \leq e^{\kappa_{0} t / 2}\left\|u_{0}\right\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)} \tag{2.16}
\end{equation*}
$$

for every $t \geq 0$.
Proof. Let $v=\mathcal{T}[u]$. By (2.10), (2.12), and (2.15), we have

$$
\begin{aligned}
\frac{d}{d t} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \frac{v^{2}}{2} d x d y & =\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} v \partial_{t} v d x d y \\
& =\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} v \Delta_{x}\left(\mathcal{I}_{\varepsilon}[u] v\right) d x d y+\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} v \Delta_{y} v d x d y \\
& =-\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \nabla_{x} v \nabla_{x}\left(\mathcal{I}_{\varepsilon}[u] v\right) d x d y-\underbrace{\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}\left|\nabla_{y} v\right|^{2} d x d y}_{\leq 0} \\
\leq & \underbrace{-\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}\left|\nabla_{x} v\right|^{2} \mathcal{I}_{\varepsilon}[u] d x d y}_{\leq 0}-\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} v \nabla_{x} v \cdot \nabla_{x} \mathcal{I}_{\varepsilon}[u] d x d y \\
\leq & \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \frac{v^{2}}{2} \Delta_{x} \mathcal{I}_{\varepsilon}[u] d x d y \leq \frac{\kappa_{0}}{2} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} v^{2} d x d y
\end{aligned}
$$

Therefore, the Gronwall Lemma gives (2.16).
Lemma $2.5\left(H^{1}\right.$ estimate in $\left.(x, y)\right)$. Let $u \in \mathcal{B}$, we have that

$$
\begin{array}{r}
\left\|\nabla_{x} \mathcal{T}[u](t, \cdot, \cdot)\right\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}^{2}+\left\|\nabla_{y} \mathcal{T}[u](t, \cdot, \cdot)\right\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}^{2} \\
\leq e^{4 \kappa_{0} t}\left(\left\|\nabla_{x} u_{0}\right\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}^{2}+\left\|\nabla_{y} u_{0}\right\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}^{2}\right)  \tag{2.17}\\
+\frac{\kappa_{1}}{3 \kappa_{0}}\left(e^{4 \kappa_{0} t}-e^{\kappa 0 t}\right)\left\|u_{0}\right\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}^{2}
\end{array}
$$

for every $t \geq 0$, where

$$
\kappa_{1}=\left\|\left(\Delta_{x}\right)^{2} b\right\|_{L^{\infty}\left(\mathbb{R}^{M} \times \mathbb{R}^{M} \times \mathbb{R}^{N}\right)}\left\|u_{0}\right\|_{L^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}
$$

Proof. Set $v=\mathcal{T}[u]$. Arguing as in (2.15) we can prove

$$
\begin{equation*}
\left|\left(\Delta_{x}\right)^{2} \mathcal{I}_{\varepsilon}[u](t, x)\right| \leq \kappa_{1} \tag{2.18}
\end{equation*}
$$

Thanks to (2.10), (2.12), (2.15), (2.16), and (2.18) we have

$$
\begin{aligned}
& \frac{d}{d t} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \frac{\left|\nabla_{x} v\right|^{2}+\left|\nabla_{y} v\right|^{2}}{2} d x d y=\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}\left(\nabla_{x} v \cdot \nabla_{x} \partial_{t} v+\nabla_{y} v \cdot \nabla_{y} \partial_{t} v\right) d x d y \\
& =\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}\left(\nabla_{x} v \cdot \nabla_{x} \Delta_{x}\left(\mathcal{I}_{\varepsilon}[u] v\right)+\nabla_{x} v \cdot \nabla_{x} \Delta_{y} v\right) d x d y \\
& +\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}\left(\nabla_{y} v \cdot \nabla_{y} \Delta_{x}\left(\mathcal{I}_{\varepsilon}[u] v\right)+\nabla_{y} v \cdot \nabla_{y} \Delta_{y} v\right) d x d y \\
& =\sum_{i=1}^{M} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}\left(\partial_{x_{i}} v \partial_{x_{i}} \Delta_{x}\left(\mathcal{I}_{\varepsilon}[u] v\right)+\partial_{x_{i}} e v \partial_{x_{i}} \Delta_{y} v\right) d x d y \\
& +\sum_{j=1}^{N} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}\left(\partial_{y_{j}} v \partial_{y_{j}} \Delta_{x}\left(\mathcal{I}_{\varepsilon}[u] v\right)+\partial_{y_{j}} v \partial_{y_{j}} \Delta_{y} v\right) d x d y \\
& =-\sum_{i=1}^{M} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}(\partial_{x_{i}}^{2} v \Delta_{x}\left(\mathcal{I}_{\varepsilon}[u] v\right)+\underbrace{\left|\partial_{x_{i}} \nabla_{y} v\right|^{2}}_{\geq 0}) d x d y \\
& -\sum_{j=1}^{N} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \partial_{y_{j}} \nabla_{x} v \cdot \nabla_{x}\left(\mathcal{I}_{\varepsilon}[u] \partial_{y_{j}} v\right)+\underbrace{\left|\partial_{y_{j}} \nabla_{y} v\right|^{2}}_{\geq 0} d x d y \\
& \leq-\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \Delta_{x} v \Delta_{x} \mathcal{I}_{\varepsilon}[u] v+2 \Delta_{x} v \nabla_{x} \mathcal{I}_{\varepsilon}[u] \cdot \nabla_{x} v+\underbrace{\mathcal{I}_{\varepsilon}[u]\left(\Delta_{x} v\right)^{2}}_{\geq 0} d x d y \\
& -\sum_{j=1}^{N} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}(\underbrace{\left|\partial_{y_{j}} \nabla_{x} v\right|^{2} \mathcal{I}_{\varepsilon}[u}_{\geq 0}]+\partial_{y_{j}} \nabla_{x} v \cdot \nabla_{x} \mathcal{I}_{\varepsilon}[u] \partial_{y_{j}} v) d x d y \\
& \leq-\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \frac{1}{2} \Delta_{x}\left(v^{2}\right) \Delta_{x} \mathcal{I}_{\varepsilon}[u]-\Delta_{x} \mathcal{I}_{\varepsilon}[u]\left(2\left|\nabla_{x} v\right|^{2}+\frac{\left|\nabla_{y} v\right|^{2}}{2}\right) d x d y \\
& =\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \frac{1}{2}\left(v^{2}\right)\left(\Delta_{x}\right)^{2} \mathcal{I}_{\varepsilon}[u]+\Delta_{x} \mathcal{I}_{\varepsilon}[u]\left(2\left|\nabla_{x} v\right|^{2}+\frac{\left|\nabla_{y} v\right|^{2}}{2}\right) d x d y \\
& \leq \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \frac{\kappa_{1}}{2}\left(v^{2}\right)+2 \kappa_{0}\left(\left|\nabla_{x} v\right|^{2}+\left|\nabla_{y} v\right|^{2}\right) d x d y \\
& \leq \frac{\kappa_{1}}{2} e^{\kappa_{0} t}\left\|u_{0}\right\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}^{2}+2 \kappa_{0} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}\left(\left|\nabla_{x} v\right|^{2}+\left|\nabla_{y} v\right|^{2}\right) d x d y .
\end{aligned}
$$

The Gronwall Lemma gives (2.17).
Lemma 2.6 ( $H^{1}$ estimate in $t$ ). For $u \in \mathcal{B}$, we have

$$
\begin{equation*}
\left\|\partial_{t} \mathcal{T}[u]\right\|_{L^{2}((0, T) \times \mathbb{R})} \leq \kappa_{2}\left(\left\|\partial_{t} u\right\|_{L^{2}((0, T) \times \mathbb{R})}+\left\|u_{0}\right\|_{H^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}^{2},\right) \tag{2.19}
\end{equation*}
$$

for every $T \geq 0$, where $\kappa_{2}$ is a positive constant depending only on $T$, $\left\|u_{0}\right\|_{L^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}$, and $b$.
Proof. Let $v=\mathcal{T}[u]$. Multiplying (2.11) by $\partial_{t} v$ and using (2.10), (2.15), (2.16), and (2.17) we get

$$
\begin{aligned}
\int_{0}^{T} & \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}\left(\partial_{t} v\right)^{2} d t d x d y \\
& =\int_{0}^{T} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \Delta_{x}\left(\mathcal{I}_{\varepsilon}[u] v\right) \partial_{t} v+\Delta_{y} v \partial_{t} v d t d x d y \\
& =-\int_{0}^{T} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \nabla_{x}\left(\mathcal{I}_{\varepsilon}[u] v\right) \cdot \nabla_{x} \partial_{t} v+\nabla_{y} v \cdot \nabla_{y} \partial_{t} v d t d x d y
\end{aligned}
$$

$$
\begin{aligned}
= & -\int_{0}^{T} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} v \nabla_{x} \mathcal{I}_{\varepsilon}[u] \cdot \nabla_{x} \partial_{t} v+\mathcal{I}_{\varepsilon}[u] \nabla_{x} v \cdot \nabla_{x} \partial_{t} v+\nabla_{y} v \cdot \nabla_{y} \partial_{t} v d t d x d y \\
= & \int_{0}^{T} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \Delta_{x} \mathcal{I}_{\varepsilon}[u] v \partial_{t} v+\nabla_{x} v \cdot \nabla_{x} \mathcal{I}_{\varepsilon}[u] \partial_{t} v-\mathcal{I}_{\varepsilon}[u] \partial_{t}\left(\frac{\left|\nabla_{x} v\right|^{2}}{2}\right)-\partial_{t}\left(\frac{\left|\nabla_{y} v\right|^{2}}{2}\right) t d x d y \\
= & \int_{0}^{T} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \Delta_{x} \mathcal{I}_{\varepsilon}[u] v \partial_{t} v+\nabla_{x} v \cdot \nabla_{x} \mathcal{I}_{\varepsilon}[u] \partial_{t} v-\mathcal{I}_{\varepsilon}\left[\partial_{t} u\right] \frac{\left|\nabla_{x} v\right|^{2}}{2} d t d x d y \\
& -\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \mathcal{I}_{\varepsilon}[u](T, x, y) \frac{\left|\nabla_{x} v(T, x, y)\right|^{2}}{2}+\frac{\left|\nabla_{y} v(T, x, y)\right|^{2}}{2} d t d x d y \\
& +\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \mathcal{I}_{\varepsilon}\left[u_{0}\right] \frac{\left|\nabla_{x} u_{0}\right|^{2}}{2}+\frac{\left|\nabla_{y} u_{0}\right|^{2}}{2} d t d x d y \\
\leq & \int_{0}^{T} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \frac{\left(\partial_{t} v\right)^{2}}{2}+\left(\Delta_{x} \mathcal{I}_{\varepsilon}[u] v\right)^{2}+\left(\nabla_{x} v \cdot \nabla_{x} \mathcal{I}_{\varepsilon}[u]\right)^{2} d t d x d y \\
& +\frac{1}{2} \int_{0}^{T}\left\|\mathcal{I}_{\varepsilon}\left[\partial_{t} u\right](t, \cdot, \cdot)\right\|_{L^{\infty}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}^{2} d t+\frac{1}{2} \int_{0}^{T} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}\left(\frac{\left|\nabla_{x} v\right|^{2}}{2} d x d y\right)^{2} d t d x d y \\
& -\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \mathcal{I}_{\varepsilon}[u](T, x, y) \frac{\left|\nabla_{x} v(T, x, y)\right|^{2}}{2}+\frac{\left|\nabla_{y} v(T, x, y)\right|^{2}}{2} d t d x d y \\
& +\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \mathcal{I}_{\varepsilon}\left[u_{0}\right] \frac{\left|\nabla_{x} u_{0}\right|^{2}}{2}+\frac{\left|\nabla_{y} u_{0}\right|^{2}}{2} d t d x d y \\
\leq & \left\|_{0} u_{H^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}^{2}+\int_{0}^{T} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \frac{\left(\partial_{t} v\right)^{2}}{2} d t d x d y+\frac{1}{2} \int_{0}^{T}\right\| \mathcal{I}_{\varepsilon}\left[\partial_{t} u\right](t, \cdot) \|_{L^{\infty}\left(\mathbb{R}^{M}\right)}^{2} d t,
\end{aligned}
$$

where $\kappa_{2}$ is a positive constant depending only on $T,\left\|u_{0}\right\|_{L^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}$, and $b$. Using the Hölder inequality,

$$
\begin{aligned}
\left|\mathcal{I}_{\varepsilon}\left[\partial_{t} u\right](t, x)\right| & =\left|\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} b(x, \xi, z) \partial_{t} u(t, \xi, z) d \xi d z\right| \\
& =\left|\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}\left(b(x, \xi, z)-b_{0}\right) \partial_{t} u(t, \xi, z) d \xi d z+b_{0} \frac{d}{d t} \int_{\mathbb{R}} u(t, y) d \xi d z\right| \\
& =\left|\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}\left(b(x, \xi, z)-b_{0}\right) \partial_{t} u(t, \xi, z) d \xi d z\right| \\
& \leq \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}\left|b(x, \xi, z)-b_{0} \| \partial_{t} u(t, \xi, z)\right| d \xi d z \\
& \leq\left\|b(x, \cdot \cdot)-b_{0}\right\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}\left\|\partial_{t} u(t, \cdot \cdot \cdot)\right\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)},
\end{aligned}
$$

we get

$$
\frac{1}{2} \int_{0}^{T} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}\left(\partial_{t} v\right)^{2} d t d x d y \leq c\left\|u_{0}\right\|_{H^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}^{2}+c\left\|\partial_{t} u\right\|_{L^{2}\left((0, T) \times \mathbb{R}^{M} \times \mathbb{R}^{N}\right)}^{2}
$$

Lemma 2.7 (Continuity). For every $u, \bar{u} \in \mathcal{B}$, we have that

$$
\begin{equation*}
\|\mathcal{T}[u]-\mathcal{T}[\bar{u}]\|_{L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)\right)} \leq \kappa_{3} T^{1 / 4} e^{\kappa_{3} T} \sqrt{\|u-\bar{u}\|_{\left.L^{\infty}\left((0, T) \times \mathbb{R}^{M} \times \mathbb{R}^{N}\right)\right)}} \tag{2.20}
\end{equation*}
$$

for every $T \geq 0$ and some constant $\kappa_{3}>0$ depending only on $b$, $u_{0}$, and $v_{0}$.
Proof. Define

$$
v=\mathcal{T}[u], \quad \bar{v}=\mathcal{T}[\bar{u}], \quad w=v-\bar{v} .
$$

We have that

$$
\begin{equation*}
w(0, x)=0, \quad \partial_{t} w=\Delta_{x}\left(\mathcal{I}_{\varepsilon}[u] w+\left(\mathcal{I}_{\varepsilon}[u]-\mathcal{I}_{\varepsilon}[\bar{u}]\right) \bar{v}\right)+\Delta_{y} w . \tag{2.21}
\end{equation*}
$$

We begin with some observations regarding the nonlocal term $\mathcal{I}_{\varepsilon}[u]-\mathcal{I}_{\varepsilon}[\bar{u}]$

$$
\left(\mathcal{I}_{\varepsilon}[u]-\mathcal{I}_{\varepsilon}[\bar{u}]\right)(t, x)=\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} b(x, \xi, z)(u(t, \xi, z)-\bar{u}(t, \xi, z)) d \xi d z
$$

$$
\begin{aligned}
& +\varepsilon \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}(u(t, \xi, z)-\bar{u}(t, \xi, z)) d \xi d z \\
= & \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} b(x, \xi, z)(u(t, \xi, z)-\bar{u}(t, \xi, z)) d \xi d z \\
& +\varepsilon \underbrace{\left(\|u(t, \cdot, \cdot)\|_{L^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}-\|\bar{u}(t, \cdot, \cdot)\|_{L^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}\right)}_{=0} \\
= & \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} b(x, \xi, z)(u(t, \xi, z)-\bar{u}(t, \xi, z)) d \xi d z \\
= & \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}\left(b(x, \xi, z)-b_{0}\right)(u(t, \xi, z)-\bar{u}(t, \xi, z)) d \xi d z, \\
\nabla_{x}\left(\mathcal{I}_{\varepsilon}[u]-\mathcal{I}_{\varepsilon}[\bar{u}]\right)(t, x)= & \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \nabla_{x} b(x, \xi, z)(u(t, \xi, z)-\bar{u}(t, \xi, z)) d \xi d z, \\
\Delta_{x}\left(\mathcal{I}_{\varepsilon}[u]-\mathcal{I}_{\varepsilon}[\bar{u}]\right)(t, x)= & \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \Delta_{x} b(x, \xi, z)(u(t, \xi, z)-\bar{u}(t, \xi, z)) d \xi d z .
\end{aligned}
$$

Using the Hölder inequality,

$$
\begin{aligned}
\left|\left(\mathcal{I}_{\varepsilon}[u]-\mathcal{I}_{\varepsilon}[\bar{u}]\right)(t, x)\right| & \leq \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}\left|b(x, \xi, z)-b_{0} \| u(t, \xi, z)-\bar{u}(t, \xi, z)\right| d \xi d z \\
& \leq\left\|b(x, \cdot \cdot)-b_{0}\right\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}\|u(t, \cdot, \cdot)-\bar{u}(t, \cdot, \cdot)\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}, \\
\left|\partial_{x}\left(\mathcal{I}_{\varepsilon}[u]-\mathcal{I}_{\varepsilon}[\bar{u}]\right)(t, x)\right| & \leq \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}\left|\partial_{x} b(x, \xi, z) \| u(t, \xi, z)-\bar{u}(t, \xi, z)\right| d \xi d z \\
& \leq\left\|\partial_{x} b(x, \cdot \cdot)\right\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}\|u(t, \cdot, \cdot)-\bar{u}(t, \cdot, \cdot)\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}, \\
\left|\partial_{x}^{2}\left(\mathcal{I}_{\varepsilon}[u]-\mathcal{I}_{\varepsilon}[\bar{u}]\right)(t, x)\right| & \leq \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}\left|\partial_{x}^{2} b(x, \xi, z) \| u(t, \xi, z)-\bar{u}(t, \xi, z)\right| d \xi d z \\
& \leq\left\|\partial_{x}^{2} b(x, \cdot \cdot \cdot)\right\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}\|u(t, \cdot, \cdot)-\bar{u}(t, \cdot, \cdot)\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)} .
\end{aligned}
$$

Therefore we have

$$
\begin{align*}
\left|\left(\mathcal{I}_{\varepsilon}[u]-\mathcal{I}_{\varepsilon}[\bar{u}]\right)(t, x)\right| & \leq C\|u(t, \cdot, \cdot)-\bar{u}(t, \cdot, \cdot)\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}, \\
\left|\partial_{x}\left(\mathcal{I}_{\varepsilon}[u]-\mathcal{I}_{\varepsilon}[\bar{u}]\right)(t, x)\right| & \leq C\|u(t, \cdot, \cdot)-\bar{u}(t, \cdot, \cdot)\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)},  \tag{2.22}\\
\left|\partial_{x}^{2}\left(\mathcal{I}_{\varepsilon}[u]-\mathcal{I}_{\varepsilon}[\bar{u}]\right)(t, x)\right| & \leq C\|u(t, \cdot, \cdot)-\bar{u}(t, \cdot \cdot \cdot)\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)} .
\end{align*}
$$

Thanks to the Hölder inequality, (2.10), (2.15), (2.16), (2.17), and (2.21), we have for every $0<t<T$,

$$
\begin{aligned}
\frac{d}{d t} & \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \frac{w^{2}}{2} d x d y=\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} w \partial_{t} w d x d y \\
= & \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} w \Delta_{x}\left(\mathcal{I}_{\varepsilon}[u] w\right)+w \Delta_{x}\left(\left(\mathcal{I}_{\varepsilon}[u]-\mathcal{I}_{\varepsilon}[\bar{u}]\right) \bar{v}\right)+w \Delta_{y} w d x d y \\
= & -\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \nabla_{x} w \cdot \nabla_{x}(\mathcal{I}[u] w)+\nabla_{x} w \cdot \nabla_{x}\left(\left(\mathcal{I}_{\varepsilon}[u]-\mathcal{I}_{\varepsilon}[\bar{u}]\right) \bar{v}\right)+\underbrace{\left|\nabla_{y} w\right|^{2}}_{\geq 0} d x d y \\
\leq & -\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \underbrace{\left|\nabla_{x} w\right|^{2} \mathcal{I}_{\varepsilon}[u]}_{\geq 0}+w \nabla_{x} w \cdot \nabla_{x} \mathcal{I}_{\varepsilon}[u] d x d y \\
& \left.+\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \nabla_{x} w \cdot \nabla_{x}\left(\mathcal{I}_{\varepsilon}[u]-\mathcal{I}_{\varepsilon}[\bar{u}]\right) \bar{v}+\nabla_{x} w \cdot \nabla_{x} \bar{v}\left(\mathcal{I}_{\varepsilon}[u]-\mathcal{I}_{\varepsilon}[\bar{u}]\right)\right) d x d y \\
\leq & \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}\left(\frac{w^{2}}{2} \Delta_{x} \mathcal{I}_{\varepsilon}[u]+\nabla_{x} w \cdot \nabla_{x}\left(\mathcal{I}_{\varepsilon}[u]-\mathcal{I}_{\varepsilon}[\bar{u}]\right) \bar{v}+\nabla_{x} w \cdot \nabla_{x} \bar{v}\left(\mathcal{I}_{\varepsilon}[u]-\mathcal{I}_{\varepsilon}[\bar{u}]\right)\right) d x d y \\
\leq & \left\|\Delta_{x} \mathcal{I}_{\varepsilon}[u](t, \cdot, \cdot)\right\|_{L^{\infty}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \frac{w^{2}}{2} d x d y
\end{aligned}
$$

$$
\begin{aligned}
& +\left\|\nabla_{x}\left(\mathcal{I}_{\varepsilon}[u]-\mathcal{I}_{\varepsilon}[\bar{u}]\right)(t, \cdot, \cdot)\right\|_{L^{\infty}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}\left(\left|\nabla_{x} v\right|+\left|\nabla_{x} \bar{v}\right|\right) \bar{v} d x d y \\
+ & \left\|\left(\mathcal{I}_{\varepsilon}[u]-\mathcal{I}_{\varepsilon}[\bar{u}]\right)(t, \cdot, \cdot)\right\|_{L^{\infty}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}\left(\left|\nabla_{x} v\right|+\left|\nabla_{x} \bar{v}\right|\right)\left|\nabla_{x} \bar{v}\right| d x d y \\
\leq & \frac{\kappa_{3}}{2} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} w^{2} d x d y+\frac{\kappa_{3}}{2} e^{\kappa_{3} t}\|u(t, \cdot, \cdot)-\bar{u}(t, \cdot, \cdot)\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)},
\end{aligned}
$$

for some constant $\kappa_{3}$ depending on $u_{0}, v_{0}$, and $b$. Thanks to the Gronwall Lemma and (2.21) we have, for every $0<t<T$,

$$
\begin{aligned}
\|w(t, \cdot, \cdot)\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}^{2} & \leq \kappa_{3} e^{\kappa_{3} t} \int_{0}^{t}\|u(s, \cdot, \cdot)-\bar{u}(s, \cdot, \cdot)\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)} d s \\
& \leq \kappa_{3} e^{\kappa_{3} t} \sqrt{t} \sqrt{\int_{0}^{t}\|u(s, \cdot, \cdot)-\bar{u}(s, \cdot, \cdot)\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}^{2} d s} \\
& =\kappa_{3} e^{\kappa_{3} t \sqrt{t}\|u-\bar{u}\|_{L^{2}\left((0, t) \times \mathbb{R}^{M} \times \mathbb{R}^{N}\right)},}
\end{aligned}
$$

that gives (2.20) when $t=T$.
Lemma 2.8 (Invariance). We have that

$$
\begin{equation*}
\mathcal{T}[\mathcal{B}] \subset \mathcal{B} . \tag{2.23}
\end{equation*}
$$

Proof. This is a direct consequence of Lemmas 2.1, 2.2, 2.3, 2.4, 2.5, and 2.6.
Lemma 2.9 (Compactness). We have that

$$
\begin{equation*}
\mathcal{T}[\mathcal{B}] \subset \subset \mathcal{B} . \tag{2.24}
\end{equation*}
$$

Proof. Let $\left\{u_{n}\right\}_{n} \subset \mathcal{B}$ be a bounded sequence and $T>0$ be given. Lemmas 2.4, 2.5, and 2.6 guarantee that

$$
\begin{align*}
& \left\{u_{n}\right\}_{n} \text { is bounded in } L^{\infty}\left(0, T ; H^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)\right), \\
& \left\{\partial_{t} u_{n}\right\}_{n} \text { is bounded in } L^{2}\left((0, T) \times \mathbb{R}^{M} \times \mathbb{R}^{N}\right) . \tag{2.25}
\end{align*}
$$

Since (see [8])

$$
H^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right) \subset \subset L_{\mathrm{loc}}^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)
$$

using [9, Theorem 5], there exists a subsequence $\left\{u_{n_{k}}\right\}_{k}$ and a function $u$ such that

$$
u_{n_{k}} \rightarrow u \quad \text { in } L^{p}\left(0, T ; L^{2}(\mathbb{R})\right), 1 \leq p<\infty
$$

Lemma 2.10 (Existence). The Cauchy problem (1.1) admits a solution $u_{\varepsilon}$ such that (D.1), (2.1), and (2.7) hold.

Proof. The existence of a solution for (2.5) follows from the previous lemmas and the Schauder fixed point theorem.
Lemma 2.11 (Additional Regularity). Let $u_{\varepsilon}$ solve (2.5). If (2.2) holds we have that

$$
\left\|D_{x, y}^{2} \mathcal{T}[u](t, \cdot)\right\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)} \leq e^{\kappa_{4} t}\left\|D_{x, y}^{2} u_{0}\right\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}+\kappa_{4} e^{\kappa_{4} t} t\left\|u_{0}\right\|_{H^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}
$$

$$
\begin{equation*}
\left\|\mathcal{I}_{\varepsilon}[u] D_{x, y}^{3} \mathcal{T}[u]^{2}\right\|_{L^{1}\left((0, t) \times \mathbb{R}^{M} \times \mathbb{R}^{N}\right)}^{2} \leq e^{\kappa_{4} t}\left\|D_{x, y}^{2} u_{0}\right\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}^{2}+\kappa_{4} e^{\kappa_{4} t} t\left\|u_{0}\right\|_{H^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}^{2} \tag{2.26}
\end{equation*}
$$

for every $t \geq 0$, where $\kappa_{4}>0$ depends on $b$ and $\left\|u_{0}\right\|_{L^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}$.
Proof. Set $v=\mathcal{T}[u]$. Thanks to (2.10), (2.15), (2.16), (2.17), and (2.19), we have

$$
\begin{aligned}
& \frac{d}{d t} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \frac{\left|D_{x, y}^{2} v\right|^{2}}{2} d x d y=\frac{d}{d t} \sum_{i, j=1}^{M+N} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \frac{\left|\partial_{i j}^{2} v\right|^{2}}{2} d x d y \\
& \quad=\sum_{i, j=1}^{M+N} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \partial_{i j}^{2} v \partial_{i j}^{2} \partial_{t} v d x d y=
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{i, j=1}^{M+N} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \partial_{i j}^{2} v \Delta_{x} \partial_{i j}^{2}\left(\mathcal{I}_{\varepsilon}[u] v\right)+\partial_{i j}^{2} v \Delta_{y} \partial_{i j}^{2} v v d x d y \\
& =-\sum_{i, j=1}^{M+N} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \nabla_{x} \partial_{i j}^{2} v \cdot \nabla_{x} \partial_{i j}^{2}\left(\mathcal{I}_{\varepsilon}[u] v\right)+\underbrace{\left|\nabla_{y} \partial_{i j}^{2} v\right|^{2}}_{\geq 0} d x d y \\
& \leq-\sum_{i, j=1}^{M+N} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \nabla_{x} \partial_{i j}^{2} v \cdot \nabla_{x} \partial_{i j}^{2} \mathcal{I}_{\varepsilon}[u] v+\nabla_{x} \partial_{i j}^{2} v \cdot \nabla_{x} v \partial_{i j}^{2} \mathcal{I}_{\varepsilon}[u] d x d y \\
& -2 \sum_{i, j=1}^{M+N} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \nabla_{x} \partial_{i j}^{2} v \cdot \nabla_{x} \partial_{i} \mathcal{I}_{\varepsilon}[u] \partial_{j} v+\nabla_{x} \partial_{i j}^{2} v \cdot \nabla_{x} \partial_{i} v \partial_{j} \mathcal{I}_{\varepsilon}[u] d x d y \\
& -\sum_{i, j=1}^{M+N} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \nabla_{x} \partial_{i j}^{2} v \cdot \nabla_{x} \mathcal{I}_{\varepsilon}[u] \partial_{i j}^{2} v+\left|\nabla_{y} \partial_{i j}^{2} v\right|^{2}+\underbrace{\left|\nabla_{x} \partial_{i j}^{2} v\right|^{2} \mathcal{I}_{\varepsilon}[u]}_{\geq 0} d x d y \\
& \leq-\sum_{i, j=1}^{M+N} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \nabla_{x}\left(\frac{\partial_{i j}^{2}\left(v^{2}\right)}{2}\right) \cdot \nabla_{x} \partial_{i j}^{2} \mathcal{I}_{\varepsilon}[u]-\partial_{i}\left(\nabla_{x} v \partial_{j} v\right) \cdot \nabla_{x} \partial_{i j}^{2} \mathcal{I}_{\varepsilon}[u]-\partial_{i} v \nabla_{x} \partial_{j} v \cdot \nabla_{x} \partial_{i j}^{2} \mathcal{I}_{\varepsilon}[u] d x d y \\
& -\sum_{i, j=1}^{M+N} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \frac{\partial_{i j}^{2}\left(\left|\nabla_{x} v\right|^{2}\right)}{2} \partial_{i j}^{2} \mathcal{I}_{\varepsilon}[u]-\nabla_{x} \partial_{i} v \cdot \nabla_{x} \partial_{j} v \mathcal{I}_{\varepsilon}[u] d x d y \\
& -\sum_{i, j=1}^{M+N} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \nabla_{x} \partial_{i}\left(\left|\partial_{j} v\right|^{2}\right) \cdot \nabla_{x} \partial_{i} \mathcal{I}_{\varepsilon}[u]-2 \partial_{i j}^{2} v \nabla_{x} \partial_{j} v \cdot \nabla_{x} \partial_{i} \mathcal{I}_{\varepsilon}[u]+\partial_{j}\left(\left|\nabla_{x} \partial_{i} v\right|^{2}\right) \partial_{j} \mathcal{I}_{\varepsilon}[u] d x d y \\
& -\frac{1}{2} \sum_{i, j=1}^{M+N} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \nabla_{x}\left(\left|\partial_{i j}^{2} v\right|^{2}\right) \cdot \nabla_{x} \mathcal{I}_{\varepsilon}[u]+\left|\nabla_{y} \partial_{i j}^{2} v\right|^{2}+\left|\nabla_{x} \partial_{i j}^{2} v\right|^{2} \mathcal{I}_{\varepsilon}[u] d x d y \\
& \leq \sum_{i, j=1}^{M+N} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \frac{v^{2}}{2} \Delta_{x} \partial_{i i j j}^{4} \mathcal{I}_{\varepsilon}[u]+\partial_{i}\left(\nabla_{x} v \partial_{j} v\right) \cdot \nabla_{x} \partial_{i j}^{2} \mathcal{I}_{\varepsilon}[u]+\partial_{i} v \nabla_{x} \partial_{j} v \cdot \nabla_{x} \partial_{i j}^{2} \mathcal{I}_{\varepsilon}[u] d x d y \\
& -\sum_{i, j=1}^{M+N} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \frac{\left|\nabla_{x} v\right|^{2}}{2} \partial_{i i j j}^{4} \mathcal{I}_{\varepsilon}[u]-\nabla_{x} \partial_{i} v \cdot \nabla_{x} \partial_{j} v \mathcal{I}_{\varepsilon}[u] d x d y \\
& -\sum_{i, j=1}^{M+N} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}\left|\partial_{j} v\right|^{2} \Delta_{x} \partial_{i i}^{2} \mathcal{I}_{\varepsilon}[u]-2 \partial_{i j}^{2} v \nabla_{x} \partial_{j} v \cdot \nabla_{x} \partial_{i} \mathcal{I}_{\varepsilon}[u]-\left|\nabla_{x} \partial_{i} v\right|^{2} \partial_{i j}^{2} \mathcal{I}_{\varepsilon}[u] d x d y \\
& +\frac{1}{2} \sum_{i, j=1}^{M+N} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}\left|\partial_{i j}^{2} v\right|^{2} \Delta_{x} \mathcal{I}_{\varepsilon}[u]+\left|\nabla_{y} \partial_{i j}^{2} v\right|^{2}+\left|\nabla_{x} \partial_{i j}^{2} v\right|^{2} \mathcal{I}_{\varepsilon}[u] d x d y \\
& \leq \kappa_{4} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \frac{\left(D_{(x, y)}^{2} v\right)^{2}}{2}+\left|\nabla_{x} v\right|^{2}+\left|\nabla_{y} v\right|^{2}+v^{2}+\left|\nabla_{y} \partial_{i j}^{2} v\right|^{2}+\left|\nabla_{x} \partial_{i j}^{2} v\right|^{2} \mathcal{I}_{\varepsilon}[u] d x d y \\
& \leq \kappa_{4} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \frac{\left(D_{(x, y)}^{2} v\right)^{2}}{2}+\left|\nabla_{y} \partial_{i j}^{2} v\right|^{2}+\left|\nabla_{x} \partial_{i j}^{2} v\right|^{2} \mathcal{I}_{\varepsilon}[u] d x d y+\frac{\kappa_{4}}{2} e^{\kappa_{4} t}\left\|u_{0}\right\|_{H^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}^{2},
\end{aligned}
$$

where $\kappa_{4}>0$ depends on $b$ and $\left\|u_{0}\right\|_{L^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}$. The Gronwall Lemma gives (2.26).
Lemma 2.12 (Uniqueness and Stability). Let $u_{\varepsilon}$ and $v_{\varepsilon}$ be two solutions of (1.1) with initial data $u_{0}$ and $v_{0}$ respectively. If (2.2) holds and $\left\|u_{0}\right\|_{L^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}=\left\|v_{0}\right\|_{L^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}$, then the stability estimate (2.9) holds.

Proof. The difference

$$
w_{\varepsilon}=u_{\varepsilon}-v_{\varepsilon}
$$

solves the problem

$$
\begin{cases}\partial_{t} w_{\varepsilon}=\Delta_{x}\left(\mathcal{I}\left[u_{\varepsilon}\right] w_{\varepsilon}+\mathcal{I}_{\varepsilon}\left[w_{\varepsilon}\right] v_{\varepsilon}\right)+\Delta_{y} w_{\varepsilon}, & t>0,(x, y) \in \mathbb{R}^{M} \times \mathbb{R}^{N},  \tag{2.27}\\ w_{\varepsilon}(0, x, y)=u_{0}(x, y)-v_{0}(x, y), & (x, y) \in \mathbb{R}^{M} \times \mathbb{R}^{N}\end{cases}
$$

Arguing as in (2.22), we can prove

$$
\begin{array}{r}
\left|\left(\mathcal{I}_{\varepsilon}\left[w_{\varepsilon}\right]\right)(t, x)\right| \leq C\left\|w_{\varepsilon}(t, \cdot, \cdot)\right\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)} \\
\left|\partial_{x} \mathcal{I}_{\varepsilon}\left[w_{\varepsilon}\right](t, x)\right| \leq C\left\|w_{\varepsilon}(t, \cdot, \cdot)\right\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}  \tag{2.28}\\
\left|\partial_{x}^{2} \mathcal{I}_{\varepsilon}\left[w_{\varepsilon}\right](t, x)\right| \leq C\left\|w_{\varepsilon}(t, \cdot, \cdot)\right\|_{L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}
\end{array}
$$

Thanks to the Hölder inequality, (2.10), (2.12), (2.16), (2.17), and (2.26), we have for every $0<t<T$,

$$
\begin{aligned}
\frac{d}{d t} & \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \frac{w_{\varepsilon}^{2}}{2} d x d y=\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} w_{\varepsilon} \partial_{t} w_{\varepsilon} d x d y \\
= & \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} w_{\varepsilon} \Delta_{x}\left(\mathcal{I}_{\varepsilon}\left[u_{\varepsilon}\right] w_{\varepsilon}\right)+w_{\varepsilon} \Delta_{x}\left(\mathcal{I}_{\varepsilon}\left[w_{\varepsilon}\right] v_{\varepsilon}\right)+w_{\varepsilon} \Delta_{y} w_{\varepsilon} d x d y \\
= & \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}}-\nabla_{x} w_{\varepsilon} \cdot \nabla_{x}\left(\mathcal{I}_{\varepsilon}\left[u_{\varepsilon}\right] w_{\varepsilon}\right)+w_{\varepsilon} \Delta_{x}\left(\mathcal{I}_{\varepsilon}\left[w_{\varepsilon}\right] v_{\varepsilon}\right) \underbrace{-\left|\nabla_{y} w_{\varepsilon}\right|^{2}}_{\leq 0} d x d y \\
\leq & \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \underbrace{-\left|\nabla_{x} w_{\varepsilon}\right|^{2} \mathcal{I}_{\varepsilon}\left[u_{\varepsilon}\right]}_{\leq 0}-w_{\varepsilon} \nabla_{x} w_{\varepsilon} \cdot \nabla_{x} \mathcal{I}_{\varepsilon}\left[u_{\varepsilon}\right] d x d y \\
& +\int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} w_{\varepsilon} \Delta_{x} \mathcal{I}_{\varepsilon}\left[w_{\varepsilon}\right] v_{\varepsilon}+2 w_{\varepsilon} \nabla_{x} \mathcal{I}_{\varepsilon}\left[w_{\varepsilon}\right] \cdot \nabla_{x} v_{\varepsilon}+w_{\varepsilon} \mathcal{I}_{\varepsilon}\left[w_{\varepsilon}\right] \Delta_{x} v_{\varepsilon} d x d y \\
\leq & \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \frac{w_{\varepsilon}^{2}}{2} \Delta_{x} \mathcal{I}_{\varepsilon}\left[u_{\varepsilon}\right]+2 w_{\varepsilon}^{2}+\frac{\left(\Delta_{x} \mathcal{I}_{\varepsilon}\left[w_{\varepsilon}\right] v_{\varepsilon}\right)^{2}}{2}+\left(\nabla_{x} \mathcal{I}_{\varepsilon}\left[w_{\varepsilon}\right] \cdot \nabla_{x} v_{\varepsilon}\right)^{2}+\frac{\left(\mathcal{I}_{\varepsilon}\left[w_{\varepsilon}\right] \Delta_{x} v_{\varepsilon}\right)^{2}}{2} d x d y \\
\leq & \left(\frac{\kappa_{0}}{2}+2+C \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} \frac{v_{\varepsilon}^{2}}{2}+\left(\nabla_{x} v_{\varepsilon}\right)^{2}+\frac{\left(\Delta_{x} v_{\varepsilon}\right)^{2}}{2} d x d y\right) \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} w_{\varepsilon}^{2} d x d y \\
\leq & \frac{\kappa_{5}}{2} e^{\kappa_{5} t} \int_{\mathbb{R}^{M}} \int_{\mathbb{R}^{N}} w_{\varepsilon}^{2} d x d y,
\end{aligned}
$$

for some constant $\kappa_{5}>0$ depending only on $b,\left\|u_{0}\right\|_{L^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}$, and $\left\|v_{0}\right\|_{L^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)}$. Therefore, the Gronwall Lemma gives (2.4).

Proof of Theorem 2.2. This is now seen to be a direct consequence of Lemmas 2.10, 2.11, and 2.12.

We are now ready to prove Theorem 2.1.
Proof of Theorem 2.1. For every $0<\varepsilon<1$ let $u_{\varepsilon}$ be the solution of (2.5). For every $T>0$, Lemmas 2.4, 2.5, and 2.6 guarantee that

$$
\begin{align*}
& \left\{u_{\varepsilon}\right\}_{\varepsilon} \text { is bounded in } L^{\infty}\left(0, T ; H^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)\right), \\
& \left\{\partial_{t} u_{\varepsilon}\right\}_{\varepsilon} \text { is bounded in } L^{2}\left((0, T) \times \mathbb{R}^{M} \times \mathbb{R}^{N}\right), \tag{2.29}
\end{align*}
$$

Since (see [8])

$$
H^{1}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right) \subset \subset L_{\mathrm{loc}}^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)
$$

using [9, Theorem 5], there exists a subsequence $\left\{u_{\varepsilon_{k}}\right\}_{k}$ and a function $u$ such that

$$
u_{\varepsilon_{k}} \rightarrow u \quad \text { in } L_{\mathrm{loc}}^{2}((0, T) \times \mathbb{R})
$$

Therefore, thanks to (2.29), we have

$$
u_{\varepsilon_{k}} \rightarrow u \quad \text { in } L^{p}\left(0, T ; L^{2}\left(\mathbb{R}^{M} \times \mathbb{R}^{N}\right)\right), 1 \leq p<\infty
$$

Moreover, Lemmas 2.1, 2.2, 2.3, 2.4, 2.5, and 2.6 imply (D.1), (2.6), and (D.2).

Finally, (2.3) follows from (2.26) and the same argument of (2.9) gives (2.4) and Lemma 2.11 proves (2.8).

## 3. A difference method in $(1+1)$ D

We present the scheme in the semi-discrete case where the $t$ variable is continuous. To this end, fix small positive $\Delta x$ and $\Delta y$, and set $x_{j}=j \Delta x, y_{k}=k \Delta y$ for integers $j$ and $k$. With the usual notation $u_{j k}(t) \approx u\left(t, x_{j}, y_{k}\right)$, define the discrete derivatives

$$
D_{ \pm}^{x} u_{j, k}= \pm \frac{u_{j \pm 1, k}-u_{j, k}}{\Delta x}
$$

The discrete derivatives $D_{+}^{y}, D_{-}^{y}$ and $D_{\mathrm{c}}^{y}$ are defined analogously. When possible, we shall use the abbreviated notation $u=\left\{u_{j k}\right\}_{j, k \in \mathbb{Z}}$, as well as $u=u_{j k}$, for any $j$ and k , so that $\sum_{j k} u=\sum_{j k} u_{j k}$ etc.

The scheme reads

$$
\left\{\begin{array}{rlrl}
\partial_{t} u_{j k}= & I_{j} D_{+}^{x} D_{-}^{x} u_{j k}+2\left(D_{-}^{x} I_{j} \wedge 0\right) D_{-}^{x} u_{j k} &  \tag{3.1}\\
& +2\left(D_{+}^{x} I_{j} \vee 0\right) D_{+}^{x} u_{j k}+D_{+}^{x} D_{-}^{x} I_{j} u_{j k}+D_{+}^{y} D_{-}^{y} u_{j k}, & & t>0, j, k \\
u_{j k}(0)= & u_{0}\left(x_{j}, y_{k}\right) & & j, k
\end{array}\right.
$$

where the initial datum $u_{0}$ is assumed to be a continuous function defined on $\mathbb{R}^{2}$ and $(a \wedge 0)=$ $\min \{a, 0\},(a \vee 0)=\max \{a, 0\}$. In order to define $I_{i}$, we need to introduce the following piecewise constant function

$$
u_{\Delta x, \Delta y}(t, x, y)=u_{j k}(t), \quad(x, y) \in \mathcal{R}_{j, \Delta x}^{x} \times \mathcal{R}_{j, \Delta y}^{y}
$$

where

$$
\mathcal{R}_{j, \Delta x}^{x}=\left[\left(j-\frac{1}{2}\right) \Delta x,\left(j+\frac{1}{2}\right) \Delta x\right), \quad \mathcal{R}_{j, \Delta y}^{y}=\left[\left(k-\frac{1}{2}\right) \Delta y,\left(k+\frac{1}{2}\right) \Delta y\right) .
$$

We define $I_{j}$ as follows

$$
I_{j}(t)=I_{j}[u](t)=\mathcal{I}\left[u_{\Delta x, \Delta y}\right]\left(t, x_{j}\right)=\iint b\left(x_{j}, y\right) u_{\Delta x, \Delta y}(t, \xi, y) d \xi d y
$$

To emphasize the dependence on the argument of $\mathcal{I}$, we also write

$$
\begin{equation*}
L[v]=I[v] D_{+}^{x} D_{-}^{x}+2\left(D_{-}^{x} I[v] \wedge 0\right) D_{-}^{x}+2\left(D_{+}^{x} I[v] \vee 0\right) D_{+}^{x}+\left(D_{+}^{x} D_{-}^{x} I[v]\right)+D_{+}^{y} D_{-}^{y}, \tag{3.2}
\end{equation*}
$$

where $v$ is some fixed nonnegative function in $L^{1}(\mathbb{R})$.
Regarding the solvability of (3.1), we can argue as in the continuous case, by first obtaining á priori estimates on the solution of

$$
\partial_{t} \tau(v)=L[v] \tau(v),
$$

for a fixed nonnegative function $v=v(t, x)$, and then showing that for small $t$, the mapping $\tau$ has a fixed point.

Introducing the following piecewise constant functions

$$
\begin{aligned}
u_{0, \Delta x, \Delta y}(x, y)=u_{0}\left(x_{j}, y_{k}\right), & (x, y) \in \mathcal{R}_{j, \Delta x}^{x} \times \mathcal{R}_{j, \Delta y}^{y} \\
I_{\Delta x}(t, x)=I_{i}(t), & x \in \mathcal{R}_{j, \Delta x}^{x}
\end{aligned}
$$

we can rewrite the scheme (3.1) in the following form

$$
\left\{\begin{array}{rlr}
\partial_{t} u_{\Delta x, \Delta y}= & I_{\Delta x} D_{+}^{x} D_{-}^{x} u_{\Delta x, \Delta y} &  \tag{3.3}\\
& +2\left(D_{-}^{x} I_{\Delta x} \wedge 0\right) D_{-}^{x} u_{\Delta x, \Delta y}+2\left(D_{+}^{x} I_{\Delta x} \vee 0\right) D_{+}^{x} u_{\Delta x, \Delta y} & \\
& +\left(D_{+}^{x} D_{-}^{x} I_{\Delta x}\right) u_{\Delta x, \Delta y}+D_{+}^{y} D_{-}^{y} u_{\Delta x, \Delta y}, & \\
u_{\Delta x, \Delta y}(0, x, y)=u_{0, \Delta x, \Delta y}(x, y), & x, y \in \mathbb{R}
\end{array}\right.
$$

The main result of this section is the following.

Theorem 3.1. Assume that (H.1), (H.2), and (2.2) hold. We have that

$$
\begin{align*}
& u_{\Delta x, \Delta y} \rightarrow u \text { strongly in } L^{p}\left(0, T ; L^{2}\left(\mathbb{R}^{2}\right)\right), 1 \leq p<\infty, T>0, \text { as } \Delta x, \Delta y \rightarrow 0  \tag{3.4}\\
& \left\|u_{\Delta x, \Delta y}(t, \cdot, \cdot)-u(t, \cdot, \cdot)\right\|_{L^{2}\left(\mathbb{R}^{2}\right)} \leq k e^{k t}\left(\Delta x \Delta y+\left\|u_{0, \Delta x, \Delta y}-u_{0}\right\|_{L^{2}\left(\mathbb{R}^{2}\right)}\right), \quad t \geq 0 \tag{3.5}
\end{align*}
$$

for some constant $k$ depending only on $b$ and $u_{0}$, where $u$ is the unique solution of (1.1) with the initial datum $u_{0}$.

The following lemmas are needed.
Lemma 3.1 (Pointwise bounds). We have that

$$
0 \leq u_{\Delta x, \Delta y}(t, x, y) \leq e^{k t} u^{*}, \quad(t, x, y) \in[0, \infty) \times \mathbb{R}^{2}
$$

for some constant $k$ depending only on $b$ and $u_{0}$.
Proof. Assume that $u_{0}>0$ for all $j$, and that $\min _{i \ell} u_{u \ell}(t)=u_{j k}(t)=0$ for some $t>0$. Then $\partial_{t} u_{j k}(t) \leq 0$, if $t$ is such that $u_{i \ell}(s)>0$ for all $s<t$ and all $i$ and $\ell$. We may choose $j$ and $k$ such that if $D_{+}^{y} D_{-}^{y} u_{j k}=0$, then either $D_{+}^{x} u_{j k}>0$ and $D_{-}^{x} u_{j k} \leq 0$ or $D_{+}^{x} u_{j k} \geq 0$ and $D_{-}^{x} u_{j k}>0$. Or $D_{+}^{x} D_{-}^{x} u_{j k} \geq 0$ and $D_{+}^{y} D_{-}^{y} u_{i j}>0$. This is so since otherwise we would have $u_{j k}(t)=0$ for all $j, k$ and $u_{j k}(s)=0$ for all $s>t$ and all $j, k$. Hence $I_{j} D_{+}^{x} D_{-}^{x} u_{j}(t)+D_{+}^{y} D_{-}^{y} u_{j k}>0$. We get

$$
\begin{aligned}
0 & \geq \partial_{t} u_{j k}=I_{j} D_{+}^{x} D_{-}^{x} u_{j k}+2\left(D_{-}^{x} I_{j} \wedge 0\right) D_{-}^{x} u_{j k}+2\left(D_{+}^{x} I_{j} \vee 0\right) D_{+}^{x} u_{j k}+D_{+}^{y} D_{-}^{y} u_{j k} \\
& >I_{j} D_{+}^{x} D_{-}^{x} u_{j k}+D_{+}^{y} D_{-}^{y} u_{j k}>0
\end{aligned}
$$

which is a contradiction. Hence $u>0$.
For an upper bound, set $w=e^{-k t} u$, we have that

$$
\partial_{t} w=I D_{+}^{x} D_{-}^{x} w+2\left(\left(D_{-}^{x} I \wedge 0\right) D_{-}^{x} w+\left(D_{+}^{x} I \vee 0\right) D_{+}^{x} w\right)+\left(D_{+}^{x} D_{-}^{x} I-k\right) w+D_{+}^{y} D_{-}^{y} w
$$

We shall see later that $u \in L^{\infty}\left(0, \infty ; L^{1}\left(\mathbb{R}^{2}\right)\right)$, bounded independently of $t, \Delta x$ and $\Delta y$, hence $u_{j k}<\mathcal{O}\left(\|u\|_{L^{\infty}\left(L^{1}\right)} /(\Delta x \Delta y)\right)$. If $u$ has a local maximum we have that $D_{+}^{x} D_{-}^{x} u_{i j} \leq 0$ and $D_{+}^{y} D_{-}^{y} u_{i j} \leq 0$, with one inequality being strict, and $u_{i j}$ is the value of the local maximum.

$$
\begin{aligned}
\partial_{t} w_{i j} & =I_{i} D_{+}^{x} D_{-}^{x} w_{i j}+2\left(D_{-}^{x} I_{i} \wedge 0\right) D_{-}^{x} w_{i j}+2\left(D_{+}^{x} I_{i} \vee 0\right) D_{+}^{x} w_{i j}+\left(D_{+}^{x} D_{-}^{x} I_{i}-k\right) w_{i j}+D_{+}^{y} D_{-}^{y} w_{i j} \\
& <\left(D_{+}^{x} D_{-}^{x} I_{i}-k\right) w_{i j}<0
\end{aligned}
$$

if we choose $k>\sup _{i} D_{+}^{x} D_{-}^{x} I_{i}$. Thus $w<\max _{i j} w_{i j}(0)$, and $u(t) \leq e^{k t} \max _{i j} u_{i j}(0)$.
Lemma 3.2 ( $L^{1}$ bound). We have that

$$
\left\|u_{\Delta x, \Delta y}(t, \cdot, \cdot)\right\|_{L^{1}\left(\mathbb{R}^{2}\right)}=\left\|u_{0}\right\|_{L^{1}\left(\mathbb{R}^{2}\right)}
$$

for every $t>0$.
Proof. We have that

$$
\begin{aligned}
& \frac{d}{d t}\left\|u_{\Delta x, \Delta y}(t, \cdot, \cdot)\right\|_{L^{1}\left(\mathbb{R}^{2}\right)}=\Delta x \Delta y \frac{d}{d t} \sum_{j k} u_{j k}=\Delta x \Delta y \sum_{j k} \partial_{t} u_{j k} \\
& =\Delta x \Delta y \sum_{j k}\left(I_{j} D_{+}^{x} D_{-}^{x} u_{j k}+2\left(D_{-}^{x} I_{j} \wedge 0\right) D_{-}^{x} u_{j k}\right. \\
& \left.\quad+2\left(D_{+}^{x} I_{j} \vee 0\right) D_{+}^{x} u_{j k}+D_{+}^{x} D_{-}^{x} I_{j} u_{j k}+D_{+}^{y} D_{-}^{y} u_{j k}\right) \\
& = \\
& \quad 2 \Delta x \Delta y \sum_{j k} \underbrace{\left(D_{+}^{x}\left(D_{-}^{x} I_{j} \wedge 0\right)+D_{-}^{x}\left(D_{+}^{x} I_{j} \vee 0\right)+D_{+}^{x} D_{-}^{x} I_{j}\right)}_{=0} u_{j k}=0 .
\end{aligned}
$$

Remark. Strictly speaking, the above computations assumed that $\lim _{i j \rightarrow \infty} u_{i j} D_{+}^{x} u_{i j}=0$, and a similar assumption must be imposed for the discrete $y$ derivative. However, our calculation can be made rigorous by multiplying the equation for $u_{t}$ by a smooth cut off function $\varphi_{\varepsilon}(x, y)$ such that

$$
\varphi_{\varepsilon}(x, y)=\left\{\begin{array}{ll}
1 & |x|+|y| \leq R_{\varepsilon}^{1} \\
\in(0,1) & R_{\varepsilon}^{1}<|x|+|y|<R_{\varepsilon}^{2}, \\
0 & |x|+|y| \geq R_{\varepsilon}^{2}
\end{array} \quad\left|\varphi_{x}\right|+\left|\varphi_{y}\right| \leq \varepsilon\right.
$$

We also have that $\lim _{\varepsilon \rightarrow 0} R_{\varepsilon}^{\ell}=\infty$ for $\ell=1,2$. This would lead to estimates that are $\varepsilon$ independent, and one would then let $\varepsilon$ tend to zero. In the subsequent computations we shall use summation by parts assuming that the relevant limits are zero without using this technique. Also these calculations can be justified rigorously by the same device.
Lemma 3.3 ( $L^{2}$ bound). We have that

$$
\left\|u_{\Delta x, \Delta y}(t, \cdot, \cdot)\right\|_{L^{2}\left(\mathbb{R}^{2}\right)} \leq\left\|u_{0}\right\|_{L^{2}\left(\mathbb{R}^{2}\right)} e^{k t}
$$

for some constant $k$ depending only on $\left\|u_{0}\right\|_{L^{1}(\mathbb{R})}$ and $\partial_{x}^{2} b$.
Proof. Since

$$
u D_{ \pm} u=\frac{1}{2} D_{ \pm} u^{2} \mp \frac{\Delta x}{2}\left(D_{ \pm} u\right)^{2}
$$

We have that

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t} & \left\|u_{\Delta x, \Delta y}(t, \cdot, \cdot)\right\|_{L^{2}\left(\mathbb{R}^{2}\right)}^{2}=\Delta x \Delta y \frac{d}{d t} \sum_{j k} \frac{u_{j k}^{2}}{2}=\Delta x \Delta y \sum_{j k} u_{j k} \partial_{t} u_{j k} \\
= & \Delta x \Delta y \sum_{j k}\left(u_{j k} I_{j} D_{+}^{x} D_{-}^{x} u_{j k}+2 u_{j k}\left(D_{-}^{x} I_{j} \wedge 0\right) D_{-}^{x} u_{j k}\right. \\
& \left.+2 u_{j k}\left(D_{+}^{x} I_{j} \vee 0\right) D_{+}^{x} u_{j k}+D_{+}^{x} D_{-}^{x} I_{j} u_{j k}^{2}+u_{j k} D_{+}^{y} D_{-}^{y} u_{j k}\right) \\
= & \Delta x \Delta y \sum_{j k}(\underbrace{-I_{j}\left(D_{-}^{x} u_{j k}\right)^{2}}_{\leq 0}-u_{j k} D_{-}^{x} I_{j} D_{-}^{x} u_{j k}+2 u_{j k}\left(D_{-}^{x} I_{j} \wedge 0\right) D_{-}^{x} u_{j k} \\
& +2 u_{j k}\left(D_{+}^{x} I_{j} \vee 0\right) D_{+}^{x} u_{j k}+D_{+}^{x} D_{-}^{x} I_{j} u_{j k}^{2} \underbrace{-\left(D_{-}^{y} u_{j k}\right)^{2}}_{\leq 0}) \\
\leq & \Delta x \Delta y \sum_{j k}(-\frac{D_{-}^{x} I_{j}}{2} D_{-}^{x}\left(u_{j k}\right)^{2} \underbrace{-\frac{\Delta x}{2} D_{-}^{x} I_{j}\left(D_{-}^{x} u\right)^{2}}_{\leq 0}+\left(D_{-}^{x} I_{j} \wedge 0\right) D_{-}^{x}\left(u_{j k}\right)^{2}) \\
& +\Delta x \Delta y \sum_{j k}\left(\left(D_{+}^{x} I_{j} \vee 0\right) D_{+}^{x}\left(u_{j k}\right)^{2}+D_{+}^{x} D_{-}^{x} I_{j} u_{j k}^{2}\right) \\
& +\Delta x \Delta y \sum_{j k}\left(\Delta x\left(D_{-}^{x} I_{j} \wedge 0\right)\left(D_{-}^{x} u\right)^{2}-\Delta x\left(D_{+}^{x} I_{j} \vee 0\right)\left(D_{+}^{x} u\right)^{2}\right) \\
\leq & \Delta x \Delta y \sum_{j k}\left(\frac{D_{+}^{x} D_{-}^{x} I_{j}}{2}-D_{+}^{x}\left(D_{-}^{x} I_{j} \wedge 0\right)-D_{-}^{x}\left(D_{+}^{x} I_{j} \vee 0\right)\right) u_{j k}^{2} \\
\leq & -\Delta x \Delta y \sum_{j k}^{\frac{D_{+}^{x} D_{-}^{x} I_{j}}{2} u_{j k}^{2} \leq C \Delta x \Delta y \sum_{j k} u_{j k}^{2},}
\end{aligned}
$$

where $C$ is a constant depending only on $\partial_{x}^{2} b$ and $\left\|u_{0}\right\|_{L^{1}(\mathbb{R})}$. Therefore, the claim follows from the Gronwall Lemma.

Lemma 3.4 ( $H^{1}$ bound). We have that

$$
\left\|D u_{\Delta x, \Delta y}(t, \cdot, \cdot)\right\|_{L^{2}\left(\mathbb{R}^{2}\right)} \leq e^{C t}\|D u(0)\|_{L^{2}\left(\mathbb{R}^{2}\right)}+C\|u(0)\|_{L^{2}\left(\mathbb{R}^{2}\right)}\left(e^{k t}-1\right)
$$

for some constants $C$ and $k$ depending only on $b$ and its $x$ derivatives, where

$$
D u=\left(D_{-}^{x} u, D_{-}^{y} u\right)
$$

Proof. Let $w=D_{-}^{x} u$, then

$$
\begin{aligned}
\partial_{t} w= & D_{-}^{x} \\
& \left(I D_{+}^{x} w\right)+2\left(D_{-}^{x} I \wedge 0\right) D_{-}^{x} w+2 D_{-}^{x}\left(D_{-}^{x} I \wedge 0\right) w^{-} \\
& +2\left(D_{+}^{x} I \vee 0\right) D_{+}^{x} w+2 D_{-}^{x}\left(D_{+}^{x} I \vee 0\right) w+D_{-}^{x} D_{+}^{x} I w+D_{-}^{x} D_{-}^{x} D_{+}^{x} I u^{-}+D_{+}^{y} D_{-}^{y} w,
\end{aligned}
$$

where $w_{i j}^{-}=w_{i-1, j}$ and $u_{i j}^{-}=u_{i-1, j}$. Therefore

$$
\begin{aligned}
\sum_{i j} w_{i j}^{2}= & \sum_{i j}-I\left(D_{+}^{x} w_{i j}\right)^{2}-\left(D_{-}^{y} w_{i j}\right)^{2}+\left(D_{-}^{x} I \wedge 0\right)\left(D_{-}^{x} w_{i j}^{2}+\Delta x\left(D_{-}^{x} w_{i j}\right)^{2}\right) \\
& +\left(D_{+}^{x} I \vee 0\right)\left(D_{+}^{x} w_{i j}^{2}-\Delta x\left(D_{+}^{x} w_{i j}\right)^{2}\right)+D_{-}^{x} D_{+}^{x} I w^{2}+\left(D_{-}^{x} D_{-}^{x} D_{+}^{x} I\right) u_{i-1, j} w \\
\leq & -\sum_{i j} I_{i j}\left(D_{+}^{x} w_{i j}\right)^{2}+\left(D_{-}^{y} w_{i j}\right)^{2}-\Delta x\left(\left(D_{-}^{x} I \wedge 0\right)\left(D_{-}^{x} w_{i j}\right)^{2}-\left(D_{+}^{x} I \vee 0\right)\left(D_{+}^{x} w_{i j}\right)^{2}\right) \\
+ & C\left(\left\|b_{x x}\right\|_{L^{\infty}}+\left\|b_{x x x x}\right\|_{L^{\infty}}\right) \sum_{i j} w_{i j}^{2}+u_{i j}^{2}
\end{aligned}
$$

Since $I[u]$ is independent of $j$, we have that $\left(D_{-}^{y} u\right)_{t}=L[u]\left(D_{-}^{y} u\right)$. Therefore, using the same arguments as we used when obtaining the $L^{2}$ bound on $u$, we obtain the bound

$$
\sum_{i j}\left(D_{-}^{y} u_{i j}(t)\right)^{2} \leq e^{C t} \sum_{i j}\left(D_{-}^{y} u_{i j}(0)\right)^{2}
$$

Thus setting $D u=\left(D_{-}^{x} u, D_{-}^{y} u\right)$, we get

$$
\|D u\|_{L^{2}\left(\mathbb{R}^{2}\right)} \leq e^{C t}\|D u(0)\|_{L^{2}\left(\mathbb{R}^{2}\right)}+C\|u(0)\|_{L^{2}\left(\mathbb{R}^{2}\right)}\left(e^{k t}-1\right),
$$

for some constants $C$ and $k$ depending only on $b$ and its $x$ derivatives.
Lemma 3.5 ( $H^{2}$ bound). We have that

$$
\left\|D^{2} u_{\Delta x, \Delta y}(t, \cdot, \cdot)\right\|_{L^{2}\left(\mathbb{R}^{2}\right)} \leq\left\|D^{2} u(0)\right\|_{L^{2}\left(\mathbb{R}^{2}\right)} e^{C t}+\left(e^{C t}-1\right)\left(\|u(0)\|_{L^{2}\left(\mathbb{R}^{2}\right)}+\|D u(0)\|_{L^{2}\left(\mathbb{R}^{2}\right)}\right)
$$

for some constant $C$ depending only on $\left\|u_{0}\right\|_{L^{1}\left(\mathbb{R}^{2}\right)}$ and on $b$ and its $x$ derivatives, where $D^{2} u$ denotes the discrete Hessian of $u$, i.e.,

$$
D^{2} u_{i j}=\left(\begin{array}{cc}
D_{+}^{x} D_{-}^{x} u_{i j} & D_{-}^{x} D_{+}^{y} u_{i j} \\
D_{+}^{y} D_{-}^{x} u_{i j} & D_{+}^{y} D_{-}^{y} u_{i j}
\end{array}\right) .
$$

Proof. Let $z^{x x}=D_{+}^{x} D_{-}^{x} u$, then

$$
\begin{aligned}
\partial_{t} z_{i j}^{x x}=D_{+} D_{-}\left(I z_{i j}^{x x}\right)+D_{+} & {\left[2\left(D_{-}^{x} I \wedge 0\right) z_{i-1, j}^{x x}+2 D_{-}\left(D_{-}^{x} I \wedge 0\right) D_{-}^{x} u_{i-1, j}\right.} \\
& +2\left(D_{+}^{x} I \vee 0\right) z_{i j}^{x x}+2 D_{-}\left(D_{+}^{x} I \vee 0\right) D_{-}^{x} u_{i j} \\
& \left.+D_{+}^{x} D_{-}^{x} I D_{-}^{x} u_{i j}+D_{-}^{x} D_{+}^{x} D_{-}^{x} I u_{i-1, j}\right]+D_{+}^{y} D_{-}^{y} z_{i j}^{x x} \\
= & I_{i} D_{+}^{x} D_{-}^{x} z_{i j}^{x x}+D_{+}^{x} I_{i} D_{+}^{x} z_{i j}^{x x}+D_{-}^{x} I_{i} D_{-}^{x} z_{i j}^{x x}+2\left(D_{-}^{x} I \wedge 0\right) D_{-}^{x} z_{i j}^{x x}+2\left(D_{+}^{x} I \vee 0\right) D_{+}^{x} z_{i j}^{x x} \\
& +D_{+}^{y} D_{-}^{y} z_{i j}^{x x}+\text { "lower order terms", }
\end{aligned}
$$

where by "lower order terms" we mean terms depending linearly on $I$ and its derivatives, and on $z^{x x}, D_{ \pm}^{x, y} u$ and $u$, but not on $D_{ \pm}^{x} z^{x x}$ or $D_{+}^{x} D_{-}^{x} z^{x x}$. Multiplying by $z^{x x}$ on both sides and summing over $i$ and $j$, we get

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t} \sum_{j}\left(z_{i j}^{x x}\right)^{2} \leq \sum_{i j} D_{+}^{x} I_{i} z_{i j}^{x x} D_{+}^{x} z_{i j}^{x x}+D_{-}^{x} I_{i} z_{i j}^{x x} D_{-}^{x} z_{i j}^{x x} \\
& \\
& \quad+2\left(D_{-}^{x} I \wedge 0\right) z_{i j}^{x x} D_{-} z_{i j}^{x x}+2\left(D_{+}^{x} I \vee 0\right) z_{i j}^{x x} D_{+}^{x} z_{i j}^{x x}+\mathcal{K}
\end{aligned}
$$

$$
=: \mathcal{L}+\mathcal{K},
$$

where

$$
\mathcal{K}=C \sum_{i j}\left(z_{i j}^{x x}\right)^{2}+\left(D_{-}^{x} u_{i j}\right)^{2}+\left(D_{-}^{y} u_{i j}\right)^{2}+\left(u_{i j}\right)^{2}
$$

for some constant depending on the $x$-derivatives of $b$. Estimating $\mathcal{L}$ we find that

$$
\begin{aligned}
& \mathcal{L}= \sum_{i j}\left(D_{-}^{x} I_{i}+2\left(D_{-}^{x} I \wedge 0\right)\right)\left(\frac{1}{2} D_{-}^{x}\left(z_{i j}^{x x}\right)^{2}+\frac{\Delta x}{2}\left(D_{-}^{x} z^{x x}\right)^{2}\right) \\
&+\left(D_{+}^{x} I_{i}+2\left(D_{+}^{x} I \vee 0\right)\right)\left(\frac{1}{2} D_{+}^{x}\left(z_{i j}^{x x}\right)^{2}-\frac{\Delta x}{2}\left(D_{+}^{x} z_{i j}^{x x}\right)^{2}\right) \\
&=-\sum_{i j} \frac{1}{2}\left(D_{+}^{x} D_{-}^{x} I_{i}+2 D_{+}^{x}\left(D_{-}^{x} I \wedge 0\right)+2 D_{-}^{x}\left(D_{+}^{x} I \vee 0\right)\right)\left(z_{i j}^{x x}\right)^{2} \\
&+\sum_{i j} \frac{\Delta x}{2}\left(D_{-}^{x} z_{i j}^{x x}\right)^{2}\left(D_{-}^{x} I_{i}+2\left(D_{-}^{x} I \wedge 0\right)_{i}-D_{-}^{x} I_{i}-2\left(D_{+}^{x} I \vee 0\right)_{i-1}\right) \\
& \leq \sum_{i j} C\left(z_{i j}^{x x}\right)^{2}, \\
& \sum_{i j} \Delta x\left(D_{-}^{x} z_{i j}^{x x}\right)^{2}\left(\left(D_{-}^{x} I \wedge 0\right)_{i}-\left(D_{+}^{x} I \vee 0\right)_{i}\right)+\Delta x\left(D_{-} z_{i j}^{x x}\right)^{2}\left(\left(D_{+}^{x} I \vee 0\right)_{i}-\left(D_{+}^{x} I \vee 0\right)_{i-1}\right) \\
&= C \sum_{i} I_{i}\left(z_{i j}^{x x}\right)^{2}-\sum I_{i j} \Delta x\left(D_{-}^{x} z^{x x}\right)^{2}\left|D_{-}^{x} I\right|+\Delta x^{2} D_{-}^{x}\left(D_{+}^{x} I \vee 0\right)_{i}\left(D_{-} z_{i j}^{x x}\right)^{2} \\
& \leq \sum_{i j} C\left(z_{i j}^{x x}\right)^{2},
\end{aligned}
$$

where we have used $\sum_{i j} \Delta x^{2}\left(D_{-}^{x} z_{i j}^{x x}\right)^{2} \leq 2 \sum_{i j}\left(z_{i j}^{x x}\right)^{2}$ in the last line. We conclude that

$$
\begin{equation*}
\frac{d}{d t} \sum_{i j}\left(D_{+}^{x} D_{-}^{x} u_{i j}\right)^{2} \leq C \sum_{i j}\left(u_{i j}\right)^{2}+\left|D u_{i j}\right|^{2}+\left(D_{+}^{x} D_{-}^{x} u_{i j}\right)^{2} \tag{3.6}
\end{equation*}
$$

for some constant $C$ only depending on $b$ and its derivatives.
Next, let $z^{x y}=D_{+}^{y} D_{-}^{x} u$. We have that

$$
\begin{aligned}
\partial_{t} z_{i j}^{x y}= & D_{-}^{x}\left(I_{i} D_{+}^{x} z_{i j}^{x y}\right)+2\left(\left(I_{x, i} \wedge 0\right)\right)\left(D_{-}^{x} z_{i j}^{x y}\right)+2\left(\left(I_{x, i} \vee 0\right)\right)\left(D_{+}^{x} z_{i j}^{x y}\right) \\
& +2\left(D_{-}^{x}\left(I_{x, i} \wedge 0\right)\right) z_{i-1, j}^{x y}+2\left(D_{-}^{x}\left(I_{x, i} \vee 0\right)\right) z_{i j}^{x y}+\left(D_{-}^{x} D_{+}^{x} D_{-}^{x} I_{i}\right)\left(D_{+}^{y} u_{i-1, j}\right)+D_{+}^{x} D_{-}^{x} I_{i} z_{i j}^{x y} \\
= & D_{-}^{x}\left(I_{i} D_{+}^{x} z_{i j}^{x y}\right)+2\left(\left(D_{-}^{x} I_{i} \wedge 0\right)\right)\left(D_{-}^{x} z_{i j}^{x y}\right)+2\left(\left(D_{+}^{x} I_{i} \vee 0\right)\right)\left(D_{+}^{x} z_{i j}^{x y}\right) \\
& + \text { lower order terms },
\end{aligned}
$$

where as before the "lower order terms" depend linearly on $D_{ \pm}^{x, y} u$, and on $z^{x y}$. Multiplying by $z^{x y}$ and summing over $i$ and $j$, we get

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t} \sum_{i j}\left(z_{i j}^{x y}\right)^{2} \leq & -\sum_{i j} I_{i j}\left(D_{+}^{x} z_{i j}^{x y}\right)^{2}+\left(D_{+}^{y} z_{i j}^{x y}\right)^{2} \\
& +2 \sum_{i j}\left(I_{x, i} \wedge 0\right) z_{i j}^{x y} D_{-}^{x} z_{i j}^{x y}+\left(I_{x, i} \vee 0\right) z_{i j}^{x y} D_{+}^{x} z_{i j}^{x y} \\
& +C \sum_{i j}\left(z_{i j}^{x y}\right)^{2}+\left|D u_{i j}\right|^{2} \\
\leq & \sum_{i j}\left(I_{x, i} \wedge 0\right)\left(D_{-}^{x}\left(z_{i j}^{x y}\right)^{2}+\Delta x\left(D_{-}^{x} z_{i j}^{x y}\right)^{2}\right)+\left(I_{x, i} \vee 0\right)\left(D_{+}^{x}\left(z_{i j}^{x y}\right)^{2}-\Delta x\left(D_{+}^{x} z_{i j}^{x y}\right)^{2}\right) \\
& +C \sum_{i j}\left(z_{i j}^{x y}\right)^{2}+\left|D u_{i j}\right|^{2} \\
\leq & C \sum_{i j}\left(z_{i j}^{x y}\right)^{2}+\left|D u_{i j}\right|^{2} .
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\frac{d}{d t} \sum_{i j}\left(D_{+}^{y} D_{-}^{x} u_{i j}\right)^{2} \leq C \sum_{i j}\left(u_{i j}\right)^{2}+\left|D u_{i j}\right|^{2}+\left(D_{+}^{y} D_{-}^{x} u_{i j}\right)^{2} \tag{3.7}
\end{equation*}
$$

To bound $D_{+}^{y} D_{-}^{y} u$, we note that

$$
\left(D_{+}^{y} D_{-}^{y} u\right)_{t}=L[u]\left(D_{+}^{y} D_{-}^{y} u\right),
$$

and then use the same techniques as used to obtain an $L^{2}$ bound on $u$ to conclude that

$$
\begin{equation*}
\frac{d}{d t} \sum_{i j}\left(D_{+}^{y} D_{-}^{y} u_{i j}\right)^{2} \leq C \sum_{i j}\left(D_{+}^{y} D_{-}^{y} u_{i j}\right)^{2} \tag{3.8}
\end{equation*}
$$

Equations (3.6), (3.7) and (3.8) imply that

$$
\begin{equation*}
\left\|D^{2} u(t)\right\|_{L^{2}\left(\mathbb{R}^{2}\right)} \leq\left\|D^{2} u(0)\right\|_{L^{2}\left(\mathbb{R}^{2}\right)} e^{C t}+\left(e^{C t}-1\right)\left(\|u(0)\|_{L^{2}\left(\mathbb{R}^{2}\right)}+\|D u(0)\|_{L^{2}\left(\mathbb{R}^{2}\right)}\right) \tag{3.9}
\end{equation*}
$$

for some constant $C$ depending only on $\|u\|_{L^{1}\left(\mathbb{R}^{2}\right)}$ and on $b$ and its $x$ derivatives.
Proof of Theorem 3.1. The previous lemmas and the same argument of Lemma 2.10 and the uniqueness of $u$ give (3.4).

We have to prove (3.5). Consider the piecewise constant functions

$$
\begin{aligned}
& \overline{u_{\Delta x, \Delta y}}(t, x, y)=u\left(t, x_{j}, y_{k}\right), \quad(x, y) \in \mathcal{R}_{j, \Delta x}^{x} \times \mathcal{R}_{j, \Delta y}^{y}, \\
v(t)= & u_{\Delta x, \Delta y}(t, \cdot \cdot \cdot)-\overline{u_{\Delta x, \Delta y}}(t, \cdot, \cdot) .
\end{aligned}
$$

We have that

$$
\begin{equation*}
\left\|u_{\Delta x, \Delta y}(t, \cdot, \cdot)-u(t, \cdot, \cdot)\right\|_{L^{2}\left(\mathbb{R}^{2}\right)} \leq \underbrace{\|v(t, \cdot, \cdot)\|_{L^{2}\left(\mathbb{R}^{2}\right)}}_{\mathcal{A}}+\underbrace{\left\|\overline{u_{\Delta x, \Delta y}}(t, \cdot, \cdot)-u(t, \cdot, \cdot)\right\|_{L^{2}\left(\mathbb{R}^{2}\right)}}_{\mathcal{B}} . \tag{3.10}
\end{equation*}
$$

The Hölder Inequality and (D.1) give

$$
\begin{aligned}
\mathcal{B}^{2} & =\sum_{j, k} \int_{\mathcal{R}_{j, \Delta x}^{x}} \int_{\mathcal{R}_{j, \Delta y}^{y}}\left|u(t, x, y)-u\left(t, x_{j}, y_{k}\right)\right|^{2} d x d y \\
& \leq \Delta x \Delta y \sum_{j, k}\left|\int_{\mathcal{R}_{j, \Delta x}^{x}} \int_{\mathcal{R}_{j, \Delta y}^{y}}\right| \nabla u(t, x, y)|d x d y|^{2} \\
& \leq(\Delta x \Delta y)^{2} \sum_{j, k} \int_{\mathcal{R}_{j, \Delta x}^{x}} \int_{\mathcal{R}_{j, \Delta y}^{y}}|\nabla u(t, x, y)|^{2} d x d y \\
& =(\Delta x \Delta y)^{2}\|\nabla u(t, \cdot \cdot)\|_{L^{2}\left(\mathbb{R}^{2}\right)}^{2} \leq C(\Delta x \Delta y)^{2}
\end{aligned}
$$

therefore

$$
\begin{equation*}
\mathcal{B} \leq C \Delta x \Delta y \tag{3.11}
\end{equation*}
$$

for some constant $C$ depending only on $b$ and $u_{0}$.
On the other hand,

$$
\begin{equation*}
\partial_{t} v_{j k}=\mathcal{C}_{j k}+\mathcal{D}_{j k}+\mathcal{E}_{j k}+\mathcal{F}_{j k} \tag{3.12}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathcal{C}_{j k} & =I_{j} D_{+}^{x} D_{-}^{x} v_{j k}+2\left(D_{-}^{x} I_{j} \wedge 0\right) D_{-}^{x} v_{j k}+2\left(D_{+}^{x} I_{j} \vee 0\right) D_{+}^{x} v_{j k}+D_{+}^{x} D_{-}^{x} I_{j} v_{j k}+D_{+}^{y} D_{-}^{y} v_{j k}, \\
\mathcal{D}_{j k} & =I_{j} D_{+}^{x} D_{-}^{x} u\left(t, x_{j}, y_{k}\right)-\mathcal{I}\left(t, x_{j}\right) \partial_{x}^{2} u\left(t, x_{j}, y_{k}\right), \\
\mathcal{E}_{j k} & =2\left(D_{-}^{x} I_{j} \wedge 0\right) D_{-}^{x} u\left(t, x_{j}, y_{k}\right)+2\left(D_{+}^{x} I_{j} \vee 0\right) D_{+}^{x} u\left(t, x_{j}, y_{k}\right)-2 \partial_{x} \mathcal{I}\left(t, x_{j}\right) \partial_{x} u\left(t, x_{j}, y_{k}\right), \\
\mathcal{F}_{j k} & =\left(D_{+}^{x} D_{-}^{x} I_{j}-\partial_{x}^{2} \mathcal{I}\left(t, x_{j}\right)\right) u\left(t, x_{j}, y_{k}\right)
\end{aligned}
$$

Arguing as in Lemma 3.3 we have

$$
\begin{equation*}
\Delta x \Delta y \sum_{j, k} v_{j k}(t) \mathcal{C}_{j k} \leq k \Delta x \Delta y \sum_{j k} v_{j k}^{2}(t) \tag{3.13}
\end{equation*}
$$

for some constant $k>0$ depending only on $b$ and $u_{0}$.
We have that

$$
\begin{aligned}
\Delta x \Delta y & \sum_{j, k} v_{j k}(t) \mathcal{D}_{j k} \\
\leq & C \Delta x \Delta y \sum_{j, k} v_{j k}^{2}(t)+C \Delta x \Delta y \sum_{j, k}\left(I_{j}-\mathcal{I}\left(t, x_{j}\right)\right)^{2}\left(\partial_{x} D_{-}^{x} u\left(t, x_{j}, y_{k}\right)\right)^{2} \\
& +C \Delta x \Delta y \sum_{j, k}\left(\mathcal{I}\left(t, x_{j}\right)\right)^{2}\left(\partial_{x} D_{-}^{x} u\left(t, x_{j}, y_{k}\right)-\partial_{x}^{2} u\left(t, x_{j}, y_{k}\right)\right)^{2} \\
\leq & C \Delta x \Delta y \sum_{j, k} v_{j k}^{2}(t)+C \Delta x \Delta y \sup _{j}\left(I_{j}-\mathcal{I}\left(t, x_{j}\right)\right)^{2} \sum_{j, k}\left(D_{+}^{x} D_{-}^{x} u\left(t, x_{j}, y_{k}\right)\right)^{2} \\
& +C \Delta x \Delta y \sum_{j, k}\left(\mathcal{I}\left(t, x_{j}\right)\right)^{2}\left(D_{+}^{x} D_{-}^{x} u\left(t, x_{j}, y_{k}\right)-\partial_{x}^{2} u\left(t, x_{j}, y_{k}\right)\right)^{2} \\
\leq & C \Delta x \Delta y \sum_{j, k} v_{j k}^{2}(t)+C(\Delta x \Delta y)^{2} \int_{\mathbb{R}^{2}} \mathcal{I}[u]\left|D_{x, y}^{3} u\right|^{2} d y d x
\end{aligned}
$$

therefore

$$
\begin{equation*}
\Delta x \Delta y \sum_{j, k} v_{j k}(t) \mathcal{D}_{j k} \leq C \Delta x \Delta y \sum_{j, k} v_{j k}^{2}(t)+C(\Delta x \Delta y)^{2} \int_{\mathbb{R}^{2}} \mathcal{I}[u]\left|D_{x, y}^{3} u\right|^{2} d y d x \tag{3.14}
\end{equation*}
$$

for some constant $C>0$ depending only on $b$ and $u_{0}$.
Moreover

$$
\begin{aligned}
\Delta x \Delta y & \sum_{j, k} v_{j k}(t) \mathcal{E}_{j k} \\
\leq & C \Delta x \Delta y \sum_{j, k} v_{j k}^{2}(t)+C \Delta x \Delta y \sum_{j, k}\left(D_{-}^{x} I_{j}-\partial_{x} \mathcal{I}\left(t, x_{j}\right)\right)^{2}\left(D_{-}^{x} u\left(t, x_{j}, y_{k}\right)\right)^{2} \\
& +C \Delta x \Delta y \sum_{j, k}\left(\partial_{x} \mathcal{I}\left(t, x_{j}\right)\right)^{2}\left(D_{-}^{x} u\left(t, x_{j}, y_{k}\right)-\partial_{x} u\left(t, x_{j}, y_{k}\right)\right)^{2} \\
\leq & C \Delta x \Delta y \sum_{j, k} v_{j k}^{2}(t)+C \Delta x \Delta y \sup _{j}\left(D_{-}^{x} I_{j}-\partial_{x} \mathcal{I}\left(t, x_{j}\right)\right)^{2} \sum_{j, k}\left(D_{-}^{x} u\left(t, x_{j}, y_{k}\right)\right)^{2} \\
& +C \Delta x \Delta y \sup _{j}\left(\partial_{x} \mathcal{I}\left(t, x_{j}\right)\right)^{2} \sum_{j, k}\left(D_{-}^{x} u\left(t, x_{j}, y_{k}\right)-\partial_{x} u\left(t, x_{j}, y_{k}\right)\right)^{2} \\
\leq & C \Delta x \Delta y \sum_{j, k} v_{j k}^{2}(t)+C(\Delta x \Delta y)^{2}\|u(t, \cdot, \cdot)\|_{H^{2}\left(\mathbb{R}^{2}\right)}^{2}
\end{aligned}
$$

therefore

$$
\begin{equation*}
\Delta x \Delta y \sum_{j, k} v_{j k}(t) \mathcal{E}_{j k} \leq C \Delta x \Delta y \sum_{j, k} v_{j k}^{2}(t)+C(\Delta x \Delta y)^{2}, \tag{3.15}
\end{equation*}
$$

for some constant $C>0$ depending only on $b$ and $u_{0}$.
Since
$\Delta x \Delta y \sum_{j, k} v_{j k}(t) \mathcal{F}_{j k} \leq k \Delta x \Delta y \sum_{j, k} v_{j k}(t)^{2}+k \sup _{j}\left|D_{+}^{x} D_{-}^{x} I_{j}-\partial_{x}^{2} \mathcal{I}\left(t, x_{j}\right)\right|^{2} \Delta x \Delta y \sum_{j, k} u^{2}\left(t, x_{j}, y_{k}\right)$,
(D.1) gives

$$
\begin{equation*}
\Delta x \Delta y \sum_{j, k} v_{j k}(t) \mathcal{F}_{j k} \leq k \sum_{j k} v_{j k}^{2}(t) \tag{3.16}
\end{equation*}
$$

for some constant $k>0$ depending only on $b$ and $u_{0}$.
(3.13), (3.14), (3.15), and (3.16) guarantee

$$
\frac{d}{d t} \frac{\mathcal{A}^{2}}{2}=\frac{d}{d t} \frac{\Delta x \Delta y}{2} \sum_{j, k}\left|v_{j k}(t)\right|^{2}=\Delta x \Delta y \sum_{j, k} v_{j k}(t) \partial_{t} v_{j k}(t)
$$

$$
\begin{aligned}
= & \Delta x \Delta y \sum_{j, k} v_{j k}(t) \mathcal{C}_{j k}+\Delta x \Delta y \sum_{j, k} v_{j k}(t) \mathcal{D}_{j k} \\
& +\Delta x \Delta y \sum_{j, k} v_{j k}(t) \mathcal{E}_{j k}+\Delta x \Delta y \sum_{j, k} v_{j k}(t) \mathcal{F}_{j k} \\
\leq & C \Delta x \Delta y \sum_{j, k} v_{j k}^{2}(t)+C(\Delta x \Delta y)^{2}+C(\Delta x \Delta y)^{2} \int_{\mathbb{R}^{2}} \mathcal{I}[u]\left|D_{x, y}^{3} u\right|^{2} d y d x
\end{aligned}
$$

Therefore, the Gronwall Lemma and Lemma 2.11 give

$$
\begin{aligned}
\mathcal{A}^{2}(t) \leq & e^{C t} \mathcal{A}^{2}(0)+C(\Delta x \Delta y)^{2}\left(e^{C t}-1\right) \\
& +C(\Delta x \Delta y)^{2} e^{C t} \int_{0}^{t} \int_{\mathbb{R}^{2}} e^{-C s} \mathcal{I}[u]\left|D_{x, y}^{3} u\right|^{2} d s d y d x \\
\leq & e^{C t} \mathcal{A}^{2}(0)+C(\Delta x \Delta y)^{2}\left(e^{C t}-1\right) \\
& +C(\Delta x \Delta y)^{2} e^{C t} \int_{0}^{t} \int_{\mathbb{R}^{2}} \mathcal{I}[u]\left|D_{x, y}^{3} u\right|^{2} d s d y d x \\
\leq & e^{C t} \mathcal{A}^{2}(0)+C(\Delta x \Delta y)^{2}\left(e^{C t}-1\right) \\
& +C(\Delta x \Delta y)^{2} e^{C t}\left\|u_{0}\right\|_{H^{2}\left(\mathbb{R}^{2}\right)}^{2}
\end{aligned}
$$

that gives

$$
\begin{equation*}
\mathcal{A}(t) \leq e^{C t} \mathcal{A}(0)+C \Delta x \Delta y e^{C t} \tag{3.17}
\end{equation*}
$$

for some constant $C>0$ depending only on $b$ and $u_{0}$.
Clearly, (3.5) follows from (3.10), (3.11), and (3.17).

## 4. Numerical experiments

In order to calculate, we have to discretize (3.1) in time. Since the solution is sufficiently regular, we can achieve second order accuracy in time by using the Crank-Nicholson scheme below, (4.1). We must also consider a finite domain, and choose a square $(x, y) \in[-X, X] \times[-X, X]$ where $X$ is a fixed positive number.

With the notation in (3.2) we then define

$$
\begin{equation*}
\frac{u_{j k}^{n+1}-u_{j k}^{n}}{\Delta t}=\frac{1}{2}\left(L\left[u^{n}\right] u^{n}+L\left[u^{n+1}\right] u^{n+1}\right)_{j k} \tag{4.1}
\end{equation*}
$$

This is supposed to hold for $n \geq 0,0<j<N+1$ and $0<k<M+1$ where $(N+1) \Delta x=$ $(M+1) \Delta y=2 X$. For simplicity we impose Dirichlet boundary conditions

$$
\begin{equation*}
u_{0, k}^{n}=u_{N+1, k}^{n}=u_{j, 0}^{n}=u_{j, M+1}^{n}=0 \tag{4.2}
\end{equation*}
$$

for $0<j<N+1$ and $0<k<M+1$ and all $n \geq 0$. To solve the nonlinear equation (4.1) for $u^{n+1}$ we used simple iteration, which worked well, and usually converged within a relative error of $10^{-4} \Delta x$ after $2-3$ iterations.

In our example, we choose the function $b$ as

$$
\begin{equation*}
b(x, \xi)=\frac{1}{\delta \sqrt{\pi}} e^{-(x-\xi)^{2} / \delta^{2}}, \quad \delta=0.1 \tag{4.3}
\end{equation*}
$$

We choose $X=1$ and initial data

$$
\begin{equation*}
u_{0}(x, y)=16\left(1-x^{2}\right)\left(1-y^{2}\right) e^{-8\left(x^{2}+y^{2}\right)} \tag{4.4}
\end{equation*}
$$

In Figure 1 we show the approximate solution using 300 grid points in each direction, and $\Delta t=$ $0.01 \Delta x$ for $t=0, t=0.03$ and $t=0.06$. In order to test the convergence of the scheme we computed the $L^{2}$ error for various grid sizes. The $L^{2}$ error is defined by

$$
\begin{equation*}
\text { error }=100 \times \frac{\left\|u_{\Delta x, \Delta y}(t, \cdot, \cdot)-u_{\mathrm{ref}}(t, \cdot, \cdot)\right\|_{L^{2}}}{\left\|u_{\mathrm{ref}}(t, \cdot \cdot \cdot)\right\|_{L^{2}}}, \tag{4.5}
\end{equation*}
$$



Figure 1. The approximate solution defined by (4.1) with initial data (4.4).
where $u_{\text {ref }}$ is a reference solution. In all of our computations we used $\Delta x=\Delta y=2 /(N+1)$, $t=0.06$ and the reference solution is the approximate solution computed by the scheme with $N=1600$. In Table 1 we show the errors and the convergence rate for various $N$. We see that the error seems to be first order in $\Delta x$, which is to be expected since the $L^{2}$ error in the approximation of the initial data by a piecewise constant function is first order, cf. (3.5).

| $N$ | 50 |  | 100 |  | 200 |  | 400 |  | 800 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| error | 20.5 |  | 10.7 |  | 5.2 |  | 2.3 |  | 0.8 |
| rate |  | 0.9 |  | 1.0 |  | 1.2 |  | 1.6 |  |

Table 1. Errors for various $N$.

We remark that since we do not have any solution in closed form, the convergence we are measuring is only "self-convergence", and that actual convergence rates may be lower.
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