Origin of the counterintuitive dynamic charge in the transition metal dichalcogenides

Nicholas A. Pike,1 Benoit Van Troeye,2 Antoine Dewandre,1 Guido Petretto,2 Xavier Gonze,2 Gian-Marc Rignanese,2 and Matthieu J. Verstraete1

1Nanomat/Q-Mat/CESAM, Université de Liège and European Theoretical Spectroscopy Facility, B-4000 Liège, Belgium
2Université Catholique de Louvain, Institute of Condensed Matter and Nanosciences (IMCN)
and European Theoretical Spectroscopy Facility, B-1348 Louvain-la-Neuve, Belgium

(Received 10 February 2017; published 18 May 2017)

Despite numerous studies of transition metal dichalcogenides, the diversity of their chemical bonding characteristics and charge transfer is not well understood. Based on density functional theory we investigate their static and dynamic charges. The dynamic charge of the transition metal dichalcogenides with trigonal symmetry are anomalously large, while in their hexagonally symmetric counterparts, we even observe a counterintuitive sign, i.e., the transition metal takes a negative charge, opposite to its static charge. This phenomenon, so far never remarked on or analyzed, is understood by investigating the perturbative response of the system and by investigating the hybridization of the molecular orbitals near the Fermi level. Furthermore, a link is established between the sign of the Born effective charge and the process of π backbonding from organic chemistry. Experiments are proposed to verify the calculated sign of the dynamical charge in these materials. Employing a high-throughput search we also identify other materials that present counterintuitive dynamic charges.
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I. INTRODUCTION

The expanding interest in the transition metal dichalcogenides (TMDs) stems from their tunability and a wide variety of potential applications, ranging from batteries to electronic devices [1–3]. Indeed, by adjusting either their chemical composition or the number of deposited layers, one can tune their electronic, vibrational, and magnetic properties in a remarkable manner that cannot be imitated in other two-dimensional or layered materials. In particular, the TMDs offer high carrier mobilities [4–6] and a strain-dependent indirect to direct band-gap transition [7] that are both crucial for future electronic and electro-optic applications [8,9]. Still, while the electronic properties of these materials are now relatively well known [10], the character of their chemical bonds is, interestingly, quite diverse, and, to the best of our knowledge, not yet fully understood. For example, while ZrS2 is reported as extremely ionic [11,12], MoS2 and WS2 are reported to possess both ionic and covalent characteristics [13,14], and TiS2 was reported both metallic and semiconducting, in experiment and in theory [15–17].

In this Rapid Communication, a deeper understanding of the bonding characteristics and charge transfer in the TMDs is given due to density functional theory (DFT) [18] and density functional perturbation theory (DFPT) [19–21] calculations. One common way to characterize the charge distribution within this theory is based on the partition of the electronic density of the system into constituent atoms, following, e.g., Bader [22] or Hirshfeld [23]. While conceptually simple, this notion of “static” charge is, unfortunately, ambiguous [24,25]. Contrarily, the Born effective charge (BEC) [21], arising from the change of the dipole moment due to an atomic perturbation, is uniquely defined as it corresponds to the dynamic polarization response due to an atomic displacement. It governs, for example, the splitting between the transverse optical (TO) and longitudinal optical (LO) vibrational modes [21]. It has been argued [24] that all the various operational charge definitions (including static and dynamic charges) share a single principal component, which seems an intuitive result. However, in various materials, e.g., ferroelectric perovskites, the BEC is observed to be anomalously large with respect to its static nominal value, albeit without a change in sign [25–27].

In this Rapid Communication, the critical differences between the dynamic BEC and static Bader charge are highlighted for the hexagonal TMDs (h-TMDs). Indeed, the BEC calculations indicate that the transition metal atom takes the negative charge, while the static charges lead to the opposite conclusion, be they nominal, Bader or Hirshfeld. This is a clear occurrence of such a counterintuitive discrepancy between static and dynamic charge signs. The calculated BEC sign and magnitude agree with recent DFPT calculations in Refs. [28,29], but disagree in sign with Ref. [30]. The h-TMDs contrast strongly with the trigonal TMDs (t-TMDs), where the sign of the static charge and the BEC agree. In what follows, our first-principles calculations of the static and dynamic charge are outlined and then, in Sec. III, an analysis of these charges helps to determine the origin of the sign change and an investigation of the molecular orbital diagrams leads to a connection with π backbonding. Finally, in Sec. IV a discussion of this phenomenon and concluding remarks are given. Additional calculation details and results are provided in the Supplemental Material (SM) [31].
metal charges. The chalcogen charges are exactly the same for both h- and t-TMDs, where the absolute value of computed BECs and Bader charges for the transition metals in dark blue (Mo) and light blue (Ti) and the chalcogen, S, in red. The h-TMDs have AB stacking along the z axis and the t-TMDs have AA stacking along the z axis. The light-gray box indicates the unit cell of each compound.

We investigate the Bader charge, $Z^B$, and BEC, $Z^*$, for the bulk $MX_2$ h-TMDs, where $M = Mo$, W, and $X = S$, Se, Te, as well as for TiS$_2$ and TiSe$_2$, two semiconducting t-TMDs. There are noticeable differences in the symmetries and stacking of each type of compound, as shown in Fig. 1 where the top and side views of the bulk h- and t-TMDs are shown. The calculation of the BEC uses DFPT with the charge neutrality condition imposed. All calculations of the static and dynamic charges use the relaxed geometries for the individual compounds.

Table I reports the calculated BECs and Bader charges for the previously introduced TMDs, alongside experimental data extracted from infrared spectra [12,49–52]. Infrared spectroscopy only provides a measure of the magnitude of the BEC. Therefore, the calculated BECs must be compared accordingly. For both h- and t-TMDs, the absolute value of computed BECs compare relatively well with the available experimental data. However, the BECs are anomalously large in t-TMDs, as they differ strongly from both their corresponding nominal (chalcogen ion −2, transition metal ion +4, with signs in agreement with Pauling electronegativity scale) and static charges [25], while in the h-TMDs, the dynamical charges are observed to be counterintuitive, with the transition metal and chalcogen atoms taking the negative and positive charges, respectively, in disagreement with the corresponding nominal and static charges. These counterintuitive BECs for h-TMDs were also reported recently in monolayer TMDs [28,29], but the authors did not pay attention to or explain the calculated sign. This is a case in which the sign of the static charge and BEC disagree clearly, with the absolute difference being more than three times larger than the nominal charges. These differences are consistent with Pauling electronegativity scale and static charges [25], with signs in agreement.

III. CHARGE AND MOLECULAR ORBITAL ANALYSIS

The comparison between static and dynamical charges is quite delicate as they represent different physical quantities: the static charge corresponds to a partition of the ground-state electronic density, while the dynamic charge corresponds directly to the dynamic response due to an atomic perturbation. Still, one can construct a dynamical charge based on the static charge by taking into account the change of Bader charge with an atomic displacement [25] computed by finite differences. This newly constructed Bader partitioned dynamic charge (BPDC), denoted $Z^B$, includes additional effects, i.e., the charge (de)localization.

In plane, the displacement of an atom generates a global electron current, whose contribution to the BPDC cannot be determined by a simple finite difference approach. On the contrary, as the interactions between the layers are negligible, an atomic displacement in the out-of-plane direction leads only to a weak intralayer charge transfer. For simplicity, the atomic displacements in the out-of-plane direction are assumed to correspond to no electron current due to the large distance between the layers. The corresponding charges are reported in Table I. While this dynamic correction to the static Bader charge is negative in most cases, in agreement with the sign of $\Delta Z$, it is clearly too small to fully explain the sign of the BECs in h-TMDs. Thus, the counterintuitive charges can be explained in terms of a local change in polarization around the atoms that cannot be quantified by a partitioning approach [25]. This is confirmed by the analysis of the perturbed density with respect to an electric field perturbation, presented in Fig. 2, which is localized close to the Mo atoms. Changes within this region cannot be quantified by the Bader approach, in contrast to TiS$_2$ where most contributions come from outside the Ti Bader volume as shown in the SM [31].

Consequently, a more direct analysis of the BECs is crucial for our understanding of the discrepancies between the dynamical charges of the h- and t-TMDs represented by MoS$_2$ and TiS$_2$. The band-by-band decomposition [54] and localization tensor [55] are unable to bring any simple or conclusive explanations on the difference of BECs between these two materials as shown in Table S2 of the SM [31]. Thus, it is necessary to analyze the different contributions to the BECs which are given explicitly, for example, in Ref. [21]. Neglecting the separable part, the dynamic screening...
FIG. 2. Contour plots and isosurfaces of the change in the electronic density, in units of e/bohr$^{-2}$ integrated along the $z$ axis, due to an electric field perturbation along the $x$ axis for MoS$_2$ and TiS$_2$. MoS$_2$: (a) the in-plane change in the electronic density around a Mo atom and (b) the induced change in the electronic density for a single formula unit of MoS$_2$. The change in the electronic density around S is negligible (not presented). TiS$_2$: (c) the in-plane change in electronic density around Ti and in (d) around S and (e) a plot of the induced change in the electronic density for TiS$_2$. The atomic colors indicate the transition metal atom, in gray, and the chalcogen atom, in tan. Visualization provided by XRYSYDEN [53].

component, given in Eq. (S3) of the SM [31], depends on, first, the change in the electronic wave function due to an electric field perturbation and, second, on the change of electronic potential due to an atomic displacement. While the change in potential does not vary qualitatively between MoS$_2$ and TiS$_2$ (see Fig. S2 of the SM [31]), their first-order density responses differ significantly, as illustrated in Fig. 2. In MoS$_2$, this change of electronic density with an external electric field is localized around the Mo atom [Fig. 2(b)] and takes a hybridized $d$-orbital shape, while in TiS$_2$ it is delocalized along the Ti-S bond [Fig. 2(e)].

This localization/delocalization of the electronic density responses in MoS$_2$ and TiS$_2$, which leads to the opposite character of the BEC between these materials, should arise from differences in orbital hybridization, orbital symmetry, and/or electronic configuration of h-TMDs and t-TMDs. With this in mind, and in order to understand the differences in hybridization between MoS$_2$ and TiS$_2$, the molecular orbital (MO) diagrams [56] are presented, based on the work of Stiefel et al. [57]. Similar to the latter work, the molecular orbitals of MoS$_2$ and TiS$_2$ monolayers are labeled using the irreducible representation of the molecular orbitals for a single formula unit within these compounds. Therefore, the point-group symmetries $D_{3h}$ and $D_{3d}$ are used for MoS$_2$ and TiS$_2$, respectively. The orbital energy ordering was obtained by a direct comparison to the projected band analysis of MoS$_2$ and TiS$_2$ presented in the SM [31].

The MO diagram of MoS$_2$ is presented in Fig. 3. It indicates that the lowest $A'$ orbital, as well as the lowest $E'$ and $E''$ molecular orbitals of MoS$_2$, are all bonding orbitals. According to the projected orbital analysis, this $A'_1$ orbital contains mostly S orbital contributions, while the $E'$ and $E''$ orbitals are located on both Mo and S atoms. The $A''_2$ orbital, arising from the interaction between $p_z$ orbitals of S, does not hybridize with the Mo atomic orbitals. The last occupied orbital—also an $A'_1$—lies closest to the Fermi energy, and is an antibonding orbital arising from Mo, with a small amount of S. The first unoccupied states correspond to antibonding $E'$ and $E''$ states containing both Mo and S atoms.

The MO diagram of TiS$_2$ is depicted in Fig. 4 where the valence bands of TiS$_2$ contain a majority of atomic-like S states, in agreement with the projected band analysis in the SM [31].
indicating charge transfer from Ti to S. Note the inversion of the atomic Ti 4s and 3d states, compared to MoS2, and the bonding character of the highest occupied MO.

In the case of the h-TMDs, a parallel can be made with the π-backbonding effect in organic chemistry, a process in which not only a σ bond forms between a metal atom and a ligand but also an additional π bond that involves an antibonding state of the ligand [58]. This second bond transfers charge back to a d state of the metal atom, leading to a weakening of the ligand internal bond. In the case of MoS2, the Mo atoms share their electrons with the S atoms, which transfer back their electrons to the Mo atoms (antibonding state composed of p_z orbitals) in order to fill the 4d_{z^2} orbital of Mo. The presence of two types of atomic orbitals from the transition metal, s and d, with different spatial extents, is critical in both the well-known π-backbonding phenomena and the counterintuitive and anomalous BECs.

With these MO diagrams in mind, and focusing on the out-of-plane direction, the origin of the sign of the BEC can be understood in the h-TMDs. Similar to the monolayer, the highest occupied molecular-orbital level of bulk h-TMDs (split due to AB stacking) remains antibonding. This orbital is rather localized around Mo due to its antibonding character, in contrast to the other bonds in this compound, which are found to be mostly delocalized (with Mo and S characteristics). However, this localized bond, corresponding to a superposition of Mo 4d_{z^2}, Mo 5s, and S 3p states is especially sensitive to atomic displacements. This bond gives rise to the local change in polarization that was described previously in this Rapid Communication and to the counterintuitive sign of the BECs in the h-TMDs. On the contrary, the last occupied orbitals of TiS2 are all bonding and delocalized, and thus do not lead to any local change of polarization. This explanation remains valid for monolayer h-TMDs, and for the in-plane components of the BECs as well. The symmetry and hybridization determine the sequence of MO levels, and the number of transition metal valence electrons determines whether an antibonding orbital is filled, with the consequent anomalous BEC sign.

IV. DISCUSSION AND CONCLUSIONS

Experimentally it is difficult to determine the sign of the BECs, as most relevant quantities, in particular the LO-TO splitting, depend on the BEC squared, and not its sign. However, the BEC is a physical observable (the polarization when atoms are displaced), and its sign should be measurable in a system where the mirror plane symmetry is broken: a movement of the metal ion will lead to an asymmetric effect as a function of applied field or strain. There exist other layered TMDs similar to the h-TMDs, but with lower lattice symmetry, in particular TcS2, ReS2, and ReSe2, which belong to triclinic space groups. Their unit cells are more complex, with inequivalent metal sites and buckled chalcogens, but we also find they present anomalous BEC signs. In these cases, the Raman susceptibility tensor can be used to determine the sign of the BECs: the components of the tensor are linearly dependent on the BEC [59]. The sign can be deduced by angle-resolved Raman as in Wolverson et al. [60], which shows clearly that ReSe2 has anomalous BEC signs (details in the SM [31]). Finally, it may also be possible to measure the sign of the BEC using x-ray absorption spectroscopy in a strong electric field, which is atom specific [61].

In order to understand the origins of this phenomenon, we have started a high-throughput analysis combining publicly available data [62,63] and our own B.E.DFT calculations. After a first screening of more than 200 compounds we have identified a set of additional cases with BECs which are counterintuitive with respect to static charges. These range over different elements and symmetries, proving that counterintuitive BEC are more widespread than might be expected. Among these compounds, some chalcogenides such as RuSe2 and FeS2 share with MoS2 the key feature of having antibonding states at the top of the valence bands, even if they appear in cubic and orthorhombic phases, respectively. This shows that the explanation detailed here applies to a more general class of materials than just the h-TMDs.

In conclusion, the counterintuitive sign of the Born effective charges in the hexagonal TMDs comes from an important local charge of polarization around the transition metal atom, caused by an occupied antibonding orbital close to the Fermi level involving the d electrons of the transition metal and the p electrons of the chalcogens. A parallel is made with the π-backbonding effect in organic chemistry, and methods are proposed to confirm the sign of the computed BECs experimentally. Additionally, counterintuitive BECs have been identified in several other compounds.
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