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Abstract

The Internet of Things is rising in popularity across many different domains,
such as build automation, healthcare, electrical smart metering and physical
security. Many prominent IT experts and companies like Gartner expect there
to be a continued rise in the amount of IoT endpoints, with an estimated 5.8
million endpoints in 2020. With the rapid growth of the devices, the physical
nature of these devices, and the amount of data collected, there will be a greater
need for trustworthiness. These devices often gather personal data and as the
devices have relatively less computational power than other devices, security
and privacy risks are greater.

With the IoT systems often operating in highly dynamic environments, the
development of these systems should often be done in an iterative manner. De-
vOps is an increasingly popular agile practice which combines the development
and operations of systems to provide continuous delivery. This is well suited for
the development of IoT systems.

However, there is currently a lack of support for risk driven planning of trust-
worthy smart IoT systems within DevOps. This thesis investigates currently
available tools and methods for the planning of trustworthy smart IoT systems
within DevOps. We also propose a tool-supported method with the purpose of
assisting developers in the planning phase of DevOps with identifying security
and privacy risks, and executing risk assessment algorithms. Furthermore we
facilitate automatic real-time security and privacy risk assessment through our
custom made API.

Moreover we conduct a case study where we apply both our method and
tool in a real-life smart home case. Based on our initial result we argue that
our tool-supported method: is easy to use and understandable for developers,
supports the planning of trustworthy smart IoT systems in the DevOps practice
in terms of security and privacy risk assessment and it is appropriate for use in
the DevOps practice in terms of adapting to new plans and flexible in response
to changes in the system.
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Chapter 1

Introduction

In this chapter, we present the motivation and background for our work and
describe the problem addressed in this thesis. Further, we present our main
contributions, as well as an overview of the thesis.

1.1 Motivation
As the number of Internet-of-Things (IoT) devices grows ever more rapidly,
systems and networks become more complex, and the need for proper security
becomes important. According to Leuker et al. [1], risks related to security,
trust, privacy and identity management are major challenges in today’s IoT
systems. Assessing the quality and security risks of IoT systems however is not
a simple task, and due to devices having constraints on cost, time to market
and functionality developers of these devices often disregard this assessment
[2]. Because IoT systems typically operate in highly dynamic environments,
they need to be able to continuously evolve and adapt, to ensure and increase
their trustworthiness. The DevOps software engineering culture and practice
aims at shorter development cycles, increased deployment frequency and more
dependable releases, which makes for a more agile and dynamic development
process. However, there is a serious lack of support for trustworthy smart IoT
systems in DevOps [3, 4].

Since the DevOps practice is a continuous loop of planning, developing,
releasing and monitoring, automating and streamlining the process is key. By
developing a software tool for risk assessment of the IoT system architecture
to be used in the planning stage of DevOps, we can help ensure trustworthy
execution of IoT systems, as well as reduce manual labour in the DevOps cycle.

Throughout this master thesis we will explore the different aspects of IoT,
trustworthiness, DevOps and risk management. The goal is to research and
analyse these aspects, gain insight into the current state of the art and to see
how the different aspects relate. This thesis will serve as a foundation to develop
a risk-driven guidance tool to architects, developers, feasibility study engineers
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and other potential stakeholders in the assessment of IoT system architecture
to ensure trustworthy execution of IoT systems.

1.2 Thesis Overview
This thesis is organised in these seven chapters:

Chapter 1 - Introduction is divided into the following sections: Section 1.1
goes into the motivation for conducting the thesis. Section 1.2 provides an
overview of the thesis. Section 1.3 provides a background and state of the art
of Internet of Things, DevOps, Trustworthiness and Risk Management. Section
1.4 specifies the thesis statement and success criteria. Section 1.5 presents the
main contributions of this thesis.
Chapter 2 - State of the Art is divided into the following sections: Section 2.1
describes Security and privacy risk management and related standards. Section
2.2 describes how security and privacy risk management is done in the DevOps
practice. Section 2.3 presents examples of tool used for risk driven planning and
describes these. Finally Section 2.4 describe how our thesis contributes over the
state-of-the-art.
Chapter 3 - Research Method describes how the research in this thesis has
been conducted. The chapter is divided into the following sections: Section 3.1
presents a technology research method aimed at improving or producing new
artefacts. Section 3.2 presents categories of evaluation strategies, what they
are and what properties they have. Section 3.3 provides discussion of which
evaluation strategies are appropriate for this thesis. Finally, Sections 3.4, 3.5
and 3.6 describe the evaluation strategies applied in this thesis.
Chapter 4 - Tool-supported Method for Risk-driven Planning of Trust-
worthy Smart IoT Systems is divided into the following sections: Section 4.1
describes our tool. Section 4.2 details how our tool satisfies the criteria of the
DevOps practice, and provides functionality to support this practice. Section
4.3 describes our tool-supported method for IoT orchestration, identifying secur-
ity and privacy risks related to the orchestration, and executing risk assessment
algorithms.
Chapter 5 - Applying Our Tool-supported Method In A Smart Home
Case is divided into the following sections: Section 5.1 provides motivation for
our case. Section 5.2 presents the smart home case and establishes the context
of the case. In Section 5.3 we perform a data flow analysis of the case. In Section
5.4 we perform privacy and security risk modelling. In Section 5.5 we translate
the risk models to executable risk assessment algorithms. In Section 5.6 we
execute the risk assessment algorithms. Finally, in Section 5.7 we demonstrate
how the tool and method supports changes to the system.
Chapter 6 - Discussion provides a discussion of our thesis by discussing the
development process, as well as our achievements with respect to our success
criteria.
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Chapter 7 - Conclusion concludes the thesis, provides directions for future
work and addresses threats to validity.

1.3 Background
In the following subsections we look into the background of Internet of Things,
DevOps, Trustworthiness and Risk Management.

1.3.1 Internet of Things
As currently defined by ISO/IEC, the Internet of Things (IoT) is “an infra-
structure of interconnected objects, people, systems and information resources
together with intelligent services to allow them to process information of the
physical and the virtual world and react" [5]. These interconnected objects are
often called ’objects’, ’things’ and ’devices’, and are linked with services and
web-bases systems via the Internet. The use of these devices alongside intel-
ligent services such as clouds and fog computing [6], create larger, connected
systems and allow for many tools and services that benefit both economic act-
ors, as well as end users. The term Internet of things was first coined by Kevin
Ashton in 1999 and was used in the context of supply chain management [7].
The definition has however over the years covered a wider range of applications
like healthcare, smart cities and homes, transport, enterprises and others [8–10].
In 2017 it was predicted that there will be 20 billion connected things by 2020,
with endpoint spendings exceeding 2.9 trillion dollars [11].

These devices all come from various vendors, utilizing different communica-
tion protocols, varying data formats and processing mechanisms, which, along-
side the varied environments these devices are found, makes for heterogeneous
and complex systems. There are currently ongoing efforts for standardizations,
but there has yet to emerge a widely used standard [12].

The devices are also limited with regards to computational power, battery
lifetime and storage, and often have the need to have global connectivity and
accessibility. Because of these factors, the devices and systems have a huge
attack surface, and security in IoT systems becomes a big issue [10, 13].

1.3.2 DevOps
DevOps is often characterized as a culture or practice. It’s a collaboration
between development and IT operations, with the aim of providing more agile
development cycles, and continuous deployment. The DevOps toolchain is a set
or combination of tools that is used throughout the development cycle to help
aid the delivery, development and management of applications and systems.
Figure 1 shows the stages in a DevOps toolchain.

The DevOps ideals builds upon other agile software development practices
such as Scrum [14], Kanban [15], Lean Development [16] and Extreme Pro-
gramming [17]. These practices all fall under the agile software development
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Figure 1.1: The DevOps development cycle.

category/approach, which has been popularized by Beck et al. [18]. The values
of the agile software development paradigm is [18–22]:

• To be iterative, incremental and evolutionary

• Efficient and face-to-face communication

• Short feedback and adaptation cycles

• Focus on quality

The reason DevOps is arising with increasing success over other agile prac-
tices, is because of the large number of tools and information systems needed
to manage data and processes, and the fact that these tools are becoming more
essential to the development process. In many organizations, the development
teams and operational teams are often separated, which causes communication
difficulties and issues with an efficient engineering environment [23]. There are
also often conflicts between the two teams, as the developers want change, and
the operations want stability [24].

1.3.3 Trustworthiness
In computing literature, trustworthiness is defined as the system property that
denotes the degree of user confidence that the system will behave as expected
[25]. Trust is a complicated concept which relates not only to security but
also to characteristics such as reliability, dependability and other characters
of an entity. The social concept of trust is context-dependent. It is natural
for A to trust B in certain contexts, mistrust B in some contexts, and neither
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trusts nor mistrusts B in some other contexts. With respects to the use of
IoT, only contexts for trusting them matters, as the contexts where there is no
evidence of trust will be ignored. The most widely accepted definition of context
and context-awareness in the research community was introduced by Abowd et
al. [26]. In short, context is defined as any information that can be used to
characterize the situation of an entity, where an entity can be a person, place,
or physical or computational object. Context-awareness is defined as the use of
context to provide task-relevant information and/or services to a user.

When it comes to IoT systems, trustworthiness refers to the preservation
of security, privacy, reliability and resilience of systems [27]. Throughout this
thesis we will be focusing on security and privacy.

Trustworthiness and context together play an important role. Generally,
an IoT system contains three layers, a physical layer that perceives physical
environments, a network layer and an application layer. For a complete system
to be trusted, it is not sufficient that individual layers of the systems are trusted,
the cooperation between the layers need to be reliable as well [28]. For an IoT
system to state the contexts in which it is available, it needs to be aware [29].
The two main types of awareness is self-awareness and context-awareness.

1.3.4 Risk Management
Before we dive into risk management, we should define risk. There are many
definitions of risk, but throughout this essay we will be using the ISO 31000
standard. According to ISO 31000 risk is the combination of the consequences
of an event with respect to an objective and the associated likelihood of oc-
currence. According to the same standard, risk management is "coordinated
activities to direct and control an organization with regard to risk" [30]. The
risk management process builds on basic principles which are necessary to un-
derstand. The ISO 31000 lists 11 of these principles. The process consists of
risk assessment, monitoring and review, and communication and control [31].
Risk assessment is again broken down into three parts, risk identification, risk
estimation and risk evaluation. The risk identification process consists of find-
ing, recognizing and describing risks, which involves identifying sources of risk,
areas of impact, events, their causes and their potential consequences. Risk es-
timation provides decisions on whether risks need to be treated, and on the most
appropriate risk treatment strategies and methods [30]. Finally, risk evaluation
is the process of comparing the results of risk estimation with risk criteria to
determine whether the risk and/or its magnitude is acceptable or tolerable.

1.4 Thesis Statement and Success Criteria

1.4.1 Thesis Statement
As the problem of this thesis is concerned with creating both a method for risk-
driven planning of IoT systems in the planning phase of the DevOps practice,
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and tool support for this method, there are several issues to discuss. The tool
needs to appeal to developers and other potential stakeholders. It should also
be beneficial and usable, for even if the mechanics behind the tool are good,
it won’t matter if there are no users. The tool and method should support
frequent changes to system.

1.4.2 Success Criteria
For the sake of fulfilling the requirements mentioned in the previous section,
as well as the overall aim of the thesis, we need to identify and establish the
success criteria:

Success Criterion 1. The tool and method must be easy to use and under-
standable for developers.

As the main beneficiaries of this tool are developers, the tool must be com-
prehensible, and the features should therefore be properly expressed.

Success Criterion 2. The tool-supported method should support the plan-
ning of trustworthy smart IoT systems in the DevOps practice in terms of se-
curity and privacy risk assessment.

By this we mean that the tool must provide the developers with risk levels
based on the risk assessment. Such that the developers may prioritize the areas
of the system that needs to be treated in order to mitigate the privacy and
security risks the system is exposed to.

Success Criterion 3. The tool and method should be appropriate for use in
the DevOps practice in terms of adapting to new plans and flexible in response
to changes in the system.

For the tool to be efficient in a DevOps environment, it is important that it
follows the agile paradigms. Features such as importing and exporting inform-
ation will help the iterative nature of the practice.

1.5 Contribution
This thesis presents four kinds of contributions. First, it presents an adaptation
of existing methods to create a refined method with the purpose of assisting de-
velopers in the planning phase of DevOps with identifying security and privacy
risks, and executing risk assessment algorithms. Second, we develop a tool to
support our method. Third, it provides a thorough case that aims to demon-
strate the feasibility of the tool as well as the method in which the tool is used.
Finally, we also provide a state of the art of concepts relevant to this thesis.
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Chapter 2

State of the Art

In this chapter we provide a summary of the state-of-the-art in the domains of
security and privacy risk management, DevOps and tool support for risk-driven
planning.

2.1 Security and Privacy Risk Management
Security and privacy risk management is the process of risk management spe-
cialized towards security and privacy.

For security risk management, the ISO/IEC standard 31000 and the ISO/IEC
27005 are both well established and widely used. ISO 31000 is named "Risk
management – Principles and guidelines" and provides generic guidelines on
risk management. ISO 27005 is named "Information technology – Security tech-
niques – Information security risk management systems" and provides guidelines
for information security risk management in an organization. As illustrated in
Figure 2.1, the risk management process provided by ISO 31000 consists of five
steps: context establishment, risk assessment, risk treatment, monitoring and
review, and communication and consultation.
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Figure 2.1: Risk management process adapted from ISO 31000

ISO 31010 is a supporting standard for ISO 31000, and provides guidance
on selection and application of systematic techniques for risk assessment. It
also explains how risk identification, risk analysis, and risk evaluation should be
carried out.

ISO 27005 is a specialization of ISO 31000 and is designed to assist the
satisfactory implementation of information security based on a risk management
approach. The security risk management process provided by ISO 27005 differs
from the general risk management ISO 31000, as it has a larger emphasis on
iterating the risk assessment process, as well as the risk treatment activities.
Figure depicts the security risk management process adapted from ISO 27005.
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Figure 2.2: Risk management process adapted from ISO 27005

Privacy risk management is not new, and has been done similarly to security
risk management. Back in 2004, Hong et al. [32] presented a model for both
privacy risk analysis, and privacy risk management.

Today there are ongoing works to improve privacy risk management within
organizations. NIST [33], the National Institute of Standards and Technology,
are working on a tool for improving privacy through enterprise risk management
[34]. This tool builds on their cybersecurity framework, and may be used either
independently, or in conjunction with the cybersecurity framework. The frame-
work is intended to be widely usable by organizations of al sizes, and agnostic
to any particular technology.

Some organizations have a robust grasp of privacy risk management, yet
there is still a widespread lack of common understanding of the topic [34].
There is also an ISO standard for privacy, namely the ISO/IEC 29100:2011 [35].
ISO/IEC 29100:2011 presents a privacy framework which specifies a common
privacy terminology, and helps organizations define their privacy safeguarding
requirements by:

• Specifying a common privacy terminology.

• Defining the actors and their roles in processing personally identifiable
information.
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• Describing privacy safeguarding requirements.

• Referencing known privacy principles.

2.2 DevOps and Security and Privacy Risk Man-
agement

Security in DevOps is a hot topic. A survey done by the HPE Security Fortify
team [36] from 2016 show that many believe security should be a part of De-
vOps, but security is still not included in most DevOps programs. Gartner also
estimates that less than 20% of “enterprise security architects have engaged with
their DevOps initiatives to actively and systematically incorporate information
security into their DevOps initiatives” [37]. Puppet [38], a company that de-
livers and operates software for infrastructure, has been doing DevOps surveys
since 2012. In their newest survey [39] they surveyed nearly 3000 participants,
and their key findings were:

• Doing DevOps well enables you to do security well.

• Integrating security deeply into the software delivery lifecycle makes teams
more than twice as confident of their security posture.

• Integrating security throughout the software delivery lifecycle leads to
positive outcomes.

• Security integration is messy, especially in the middle stages of evolution.

Part of their conclusion was that security needs to be built into the entire
software delivery lifecycle, so it is not regarded as something "extra".

The term DevSecOps has been proposed to try help more DevOps users
integrate security. This however treats security as an "optional" addition to
DevOps rather than being an integral part of it [36]. In [40], Myrbakken et al.
perform a literature review and find that the inclusion of security in DevOps
offer several benefits:

• The inclusion of security experts from the start of the process makes it
easier to plan and execute integration of security controls.

• This then helps lowering risk and time spent on errors, as well as making
it easier to understand risks.

• The ability to measure and monitor security flaws early on decreases the
cost of making mistakes, finding them and fixing them.

From their sources, Myrbakken et al. concludes that "Performing risk as-
sessments from the first planning stage and continuously before every iteration
is important as a way to prioritize risks, examine controls already in place and
decide which are needed going forward"
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The inclusion of security however also comes with challenges. One of the
bigger challenges is that traditional security methods impairs the speed and
agility of DevOps.

2.3 Tool-Support for Risk Driven Planning
For state of the art tool support for risk-driven planning of IoT devices and
services, the choices are limited. There have been a lot of research on decision
support systems (DSS) in general such as Zeleny et al. [41] and Bi et al. [12].
Smrati Gupta et al. [42] present an analysis of the state-of-the-art in decision
support systems, and critical shortcomings in the existing tools. While not all
their work is relevant to this thesis, the research is valuable to us. Currently
there does not exist any clear mechanisms to collect data about different char-
acteristics of available IoT devices and services, while ensuring trustworthiness
and up-to-dateness. There is also a lack of tools to help users link the charac-
teristics of IoT devices and services with the actual risks for their applications
or infrastructures.

When it comes to tools, there are many available for use in the DevOps
practice. For the different stages there are different tools, popular ones are
Jenkins [43] or Maven [44] for testing and New Relic [45] for monitoring. These
tools are valued as automation, monitoring and continuity are key in the DevOps
practice. The planning phase does not have a lot of dedicated tools, there exists
a few such as Jira [46], but teams often utilize backlogs and kanban boards to
better gain an overview of what needs to be done when [24, 47]. Overall there
is a lack of tool-support for risk-driven planning in DevOps [48].

There also exists general privacy and security risk management tools such
Riskwatch [49] and ISRAM[50]. The issues with these are that they are both
quantitative and not qualitative.

2.4 Our Advancement Over the State-of-The-Art
In this chapter we have discovered that security and privacy is not yet an integ-
rated part of a typical DevOps process. This is both due to DevOps architects
not properly applying security methods, but also because typical security meth-
ods slow down the DevOps process.

While there exists tools for use in other phases of DevOps, the planning
phase does not have any specific tools to support it [48]. There exits general
tools for both privacy and security risk however such as RiskWatch and ISRAM.

For our contribution we create a method for risk driven planning in the
planning phase of DevOps, which support the agile nature of the process. We
also develop a tool to support this method which can help automate some parts
of the process.
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Chapter 3

Research Method

Previously we described the main topic of our proposed thesis, and gave an
overview of what is to be developed. We then defined a set of success criteria
that our thesis aims to fulfil. In this section, we will describe the research
method to be applied in the thesis, to fulfil these success criteria.
Research is defined by Merriam-Webster as:

Investigation or experimentation aimed at the discovery and inter-
pretation of facts, revision of accepted theories or laws in the light
of new facts, or practical application of such new or revised theories
or laws [51].

So what we seek is information that will either add knowledge, modify ex-
isting knowledge or find new uses for already existing knowledge. Researchers
start by formulating hypotheses as a starting point for further investigation.
They then test these with verifiability- or falsifiability-oriented experiments and
observations. This testing is referred to as evaluation. Even if the hypotheses
are strengthened through evaluation, it can never be ultimately proven. This
approach is usually called the scientific method.

The approach is defined by Solheim and Stølen as classical research [52], and
they define it as follows:

Classical research is research focusing on the world around us, seek-
ing new knowledge about nature, space, the human body, the society,
etc. The researcher asks: What is the real world like?

This type of research is heavily rooted in what Solheim and Stølen call basic
research, defined as "research for the purpose of obtaining new knowledge". The
main steps of basic research is problem analysis, innovation and evaluation.

However, through our proposed thesis we will be using what Solheim and
Stølen call technology research. This approach is more concerned with asking
questions regarding technology, and finding better ways of solving practical
problems. Contrary to basic research, technology research is mainly rooted

13



in what they call applied technology defined as "research seeking solutions to
practical problems". According to Solheim and Stølen an artefact is an object
manufactured by humans. The technology researcher aims to create and improve
artefacts. Similarly to basic research, technology research is an iterative method
that build on three main steps, problem analysis, research-based design and
evaluation. This is similar to design science, where the objective is to design
artefacts to interact with a problem context in order to improve something in
that context [53]. Unlike classical research, which aims to understand reality,
design science aims to develop artefacts that serve human purposes. Design
science is also an iterative method that consists of three steps, which correspond
to the steps in technology research. These steps are problem investigation,
treatment design and treatment validation.

In the following sections, we will further explain technology research, give an
overview of evaluation strategies, and give an overview of the selected evaluation
strategies for our thesis.

3.1 Technology Research
A technology researcher is concerned about creating new artefact, or improving
existing ones. Examples of this are, a new robot, an improved algorithm, a
new construction method, etc. To start the researcher collects requirements
concerning the artefact. This is the problem analysis and in contrary to classic
research, where we ask What is the real world like?, which is focused on real
world phenomena, we instead ask How can we improve artefacts, or create new
ones that benefit humanity in solving practical issues? After the researcher has
collected the requirements, he goes on to making an artefact that is supposed to
satisfy these requirements. This can be tough as nobody has done it before, but
the researcher must assume it is feasible. The overall hypothesis is therefore:
The artefact satisfies the need

The artefact produced by the technology researcher is not always complete
from a users point of view. We often create what is known as a functional
prototype. When the researcher has produced this artefact, it has to undergo
an evaluation, examples of evaluation strategies are given in Section 3.2. If
the evaluation is successful, the researcher may argue that the artefact satisfies
the need. However, if the results are not satisfactory, the researcher may have
to adjust the requirements, and build a new artefact. Technology research is
therefore an iterative process. In Figure 3.1 we illustrate the process. Posit-
ive evaluations confirm the hypothesis, but do not prove anything. Negative
evaluations impairs the hypothesis, but also stimulates new iterations in the
cycle.
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Figure 3.1: Method for technology research.

3.2 Evaluation Strategies
Evaluations are used to discover whether the predictions we had are true.
There are different ways to do this, but we base ourselves on the most com-
mon strategies as explained by McGrath [54]. Figure 3.2 depicts the different
strategies, as well as the three desired properties. These properties are:

• Generality
A measure of the validity of results across populations.

• Precision
The precision of measurement of the acquired results, and control of ex-
ternal variables that are not part of the study.

• Realism
To what degree the evaluation reflects realism (if it was performed in a
realistic context)

Even though one would want to chose a strategy that maximises all three
properties, McGraths argues that it’s not possible, and every research strategy
is flawed. Different strategies have different flaws, one should therefore chose
multiple strategies that complement each other, to attain acceptable levels for
each property.

We will not be going over all the common evaluation strategies, but we
provide a short description of each of the strategies depicted in Figure 3.2.

• Field studies make direct observation of "natural" ongoing systems,
while disturbing on those systems as little as possible.

• Laboratory experiments attempt to recreate the "essence" of some
systems in a context where the researcher has control of most extraneous
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Figure 3.2: Evaluation strategies adapted from McGrath.

features of the situation, in order to maximize the essential features with
precision.

• Field experiments are field studies where the researcher deliberately
manipulates some features whose effect is to be studied.

• Experimental simulation is a laboratory study where one tries to re-
create systems with a large degree of control, and the possibility to isolate
the variables to be examined.

• Surveys are used to get information from a broad and carefully selected
group of informants.

• A Qualitative interview is a collection of information from a few selec-
ted individuals. The answers are more precise than those of a survey, but
cannot be generalized to the same degree.

• Computer simulation is operating on a model of a given system.

• Non-empirical evidence is a theoretical approach based on argument-
ation with logical reasoning.

These strategies are divided into four groups, as illustrated in Figure 3.2:

I The evaluation is performed in a natural environment.

II The evaluation is performed in an artificial environment.

III The evaluation is independent of environment.

IV The evaluation is independent of empirical measurements.
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In addition to the above evaluation strategies, Wieringa [53] and Zelkowitz
et al. [55] point out the following additional strategy.

• Case Study is an empirical inquiry that draws on multiple sources of
evidence to investigate one instance (or a small number of instances) of
a contemporary software engineering phenomenon within its real-life con-
text, especially when the boundary between phenomenon and context can-
not be clearly specified [56].

3.3 Selection of Appropriate Evaluation Strategies
To figure out which evaluation strategies to choose, we should re-examine the
success criteria we established in Section 1.4.2:

1. The tool and method must be easy to use and understandable for de-
velopers.

2. The tool-supported method should support the planning of trustworthy smart
IoT systems in the DevOps practice in terms of security and privacy risk
assessment.

3. The tool and method should be appropriate for use in the DevOps practice
in terms of adapting to new plans and flexible in response to changes in
the system.

Success criterion one is mostly concerned with the users perception of the
tool. To what extent the tool can sufficiently help users decide on devices and
services to create IoT systems is mainly based on the criteria given by the user.
To evaluate success criterion one, we can perform a case study, which is further
explained in section 3.4. Success criterion 2 and 3 are more concerned with the
tool and methods effectiveness. With this in mind, there are multiple strategies
to consider. We can in some extent use non-empirical evidence to support the
tools decision making algorithm, and gain generality. We can also benefit from a
strategy called prototyping to gain a better understanding of the requirements
of the artefact. Prototyping would fall somewhere in between experimental
simulation and field experiment, as we would try to simulate a potential user,
while controlling certain factors for study. In Section 3.5 we further explain
prototyping. To gain more precision as to the performance of the tool, we could
simulate the tool in a controlled environment using experimental testing. We
cover this in Section 3.6.

3.4 Case Study
Yin defines case study as:

an empirical enquiry that investigates a contemporary phenomenon
within its real-life context, especially when the boundaries between
phenomenon and context are not clearly evident [57].
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Which fits well in software engineering. According to Yin [57], "a case study
allows investigators to focus on a “case” and retain holistic and real-life per-
spective." For example, when studying a method for security risk assessment,
a software development life cycle, or organizational and managerial processes.
The results of a case study can help determine to what extent an artefact is
useful, comprehensible and scalable.

Runeson et al. concludes in [56] that:

Case studies offer an approach that does not require a strict bound-
ary between the object of study and its environment. Case studies do
not generate the same results on, for example, causal relationships,
as controlled experiments do, but they provide a deeper understand-
ing of the phenomena under study.

3.5 Prototyping
A prototype is an initial version of a system [58], that represents the artefact
created from requirements established initially in the problem analysis. The
process of prototyping is concerned with writing programs for the purpose of
learning about their optimal design and construction. The method can help
us figure out what are the strengths and weaknesses of our tool early in devel-
opment, and discover new requirements or success criteria. Prototyping is an
iterative approach, and one can end up producing several prototypes to achieve
a satisfactory understanding of the requirements.

3.6 Experimental Testing
The experimental testing, with regards to the evaluation strategies discussed in
Section 3.2, aims to achieve precision. Experimental testing involves isolating
certain variables to see what effects it has on the result. Tichy et al. [59]
urges computer scientists to perform more experimental testing, and argues
that experimentation can provide the following benefits:

• Experimentation can help build a reliable base of knowledge and thus
reduce uncertainty about which theories, methods, and tools are adequate.

• Observation and experimentation can lead to new, useful, and unexpected
insights and open whole new areas of investigation. Experimentation can
push into unknown areas where engineering progresses slowly, if at all.

• Experimentation can accelerate progress by quickly eliminating fruitless
approaches, erroneous assumptions, and fads. It also helps orient engin-
eering and theory in promising directions.

Experimental testing can potentially take a lot of time, and this has to be taken
into consideration.
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Chapter 4

Tool-supported Method for
Risk-driven Planning of
Trustworthy Smart IoT
Systems

In this chapter we explain our method for Tool-supported risk-driven planning
of trustworthy smart IoT systems.

in Section 4.1 we describe the tool and the development of the tool. In Sec-
tion 4.2 we provide information on how to properly apply our tool in the context
of DevOps. In Section 4.3 we present our method for risk-driven planning of
trustworthy smart IoT systems.

4.1 Tool Development
The tool we are developing is a combination of architectural modelling, and
execution of risk assessment algorithms based on live data. The tool consists
of two main components, namely the diagram editor, and the CORAS-DEXi
module.

The diagram editor serves to model the system in focus with regards to
communication between devices and services. It achieves this by allowing users
to add and remove devices and services (depicted as blue squares with the
device/service name), and connecting them up based on how the system is set
up. Throughout this chapter we will be using an example of an SQL database
and a server. Figure 4.1 depicts the diagram editor with the server and SQL
Database communicating.
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Figure 4.1: The diagram editor showing communication between a simple server
and an SQL database
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Each device/service has and "In" and "Out" node, which are used as a way
to connect the devices and services, and there is no difference if the server is
connected through its "Out" node or its "In" node. Above the diagram editor we
have the Serialize and DeSerialize buttons, which are used to export and import
the diagrams respectively. On the right hand side of the diagram editor we have
the list of devices and services, with a button for adding new devices/services.
A closeup of the list is depicted in Figure 4.2.

Figure 4.2: The list of devices and services in use in the current diagram

The second part of the tool is the CORAS-DEXi module which consists of the
visualizer and the CORAS-Dexi list. This module is depicted in figure 4.3. The
visualizer shows the user-imported CORAS diagram (more about CORAS in
Section 4.3.3) alongside the inputs for the execution of algorithms, and similarly
to the diagram editor, we have a list on the right hand side which includes he
relevant CORAS-DEXi combinations.
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Figure 4.3: The CORAS-DEXi module for the server and SQL database example
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The tool we develop through this thesis comes with constraints with regards
to time. To create a functional and usable tool with this in mind we must rely
on existing functionality such as libraries and frameworks developed by others.
By building on existing functionality we reduce the amount of time necessary
to develop the tool, and can focus on functionality required for the tool to be
successful. To avoid having to buy licenses to use existing software, we consider
resources which are open-source and non-proprietary. This also means that
our tool can be open source, and allows other developers to further provide
maintenance or additional functionality.

The tool we are developing will be a so called web-application, and is built
on the React framework. The tool consists of a front-end using React and
Typescript, and a back-end based on java, Spring Boot and MongoDB cloud.
We go further into detail of the tool, and choices regarding frameworks and
technologies used in Section 6.1.

4.2 Placing Our Tool in DevOps
The aim of our tool is to help support risk driven planning in the DevOps devel-
opment cycle. This development cycle consists of the following steps: Planning,
coding, building, testing, release, deployment, operation and monitoring. The
cycle then repeats iteratively. The tool is to be used continuously in the plan-
ning phase of the DevOps cycle. Figure 4.4 shows the DevOps cycle, and how
the planning fits into this cycle. Planning is the first step of every cycle, and in
this the aim is to define criteria and functionalities to be fulfilled by the end of
each phase. Planning is usually done without the use of distinct tools, in short
iterations, and teams are planning with high-level objectives in mind. With
this in mind, our tool-supported is suited for quick iterations, with a high-level
of abstraction. The tool supplies a simple to use, high level modelling inter-
face, and our method builds on use-case models, CORAS, a quick and iterative
method for risk analysis, built with ISO standards in mind.

Our method is focused on trustworthiness, with a focus on privacy and
security risks, which is often overlooked in DevOps cultures today [39, 40].
The tool and method also helps by making use of automatic monitoring for the
use of risk planning, once deployment is complete, and monitoring is in use.
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Figure 4.4: The DevOps Planning phase

4.3 Method for Risk-Driven Planning of Trust-
worthy Smart IoT Systems

The method consists of five steps depicted in Figure 4.5. Step 1 is context estab-
lishment. In this step the aim is to establish a context for a given IoT system,
which provides the next steps with input. The output of step 1 is a relation
model and use-case models. The relation model describes communication and
high-level data flow between devices and services. While the use-case models
are based on the relation model and describes scenarios of how the system is to
be used.

In step 2 we create data-flow diagrams, we use relation models and use cases
created from step one to create data flow diagrams that provide information such
as information flow, and we use privacy policies to gather information related
to privacy and security risks. We also use tables to structure this privacy and
security related information.

Step 3 is privacy and security risk modelling. In this step we use the CORAS
approach [60] to create graphical risk models based on the data-flow diagrams
created in the previous step in order to capture privacy and security risks the
target of analysis is exposed to.

These CORAS diagrams are then the input for step four, translating risk
models to executable algorithms. Here we use DEXi [61] to translate our
CORAS diagrams into executable algorithms in the form of .DEXi files.

In the final step, executing risk assessment algorithms using our tool, we
use CORAS diagrams and the corresponding executable DEXi algorithms to
create a depiction of the overall risk, dependent on given input from the user,
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or gathered automatically from a monitor.

Step 1: Context
Establishment

Step 2: Data-Flow
Diagrams

Step 3:Privacy and
Security Risk
Assessment

Step 4: Translating Risk
Models to Executable

Algorithms

Step 5: Executing Risk
Assessment Algorithms

Using Our Tool

Output:

Relation model
Use case

Output:

Risk related
information

Output:

CORAS
diagram

Output:

DEXi model
Output:

Risk-related
values

Input:

System description
List of
devices/services

Figure 4.5: Steps of our tool-supported method

4.3.1 Step 1 - Context Establishment
The first step is context establishment which is the preparatory step for the
subsequent activities. In this step we aim to establish the context following
the principles of ISO31000 and ISO 27005. This is primarily done by having
a meeting with the stakeholders/customers, and defining what devices and ser-
vices to be used, as well as possible goals and assets the stakeholder/customer
may have. In addition to establishing the general context, we also aim to provide
all the input which is needed for the following steps. This step is crucial as the
outcomes guides the rest of the process, and therefore has a major impact on
the overall success. Context establishment is achieved by planning out which
devices and services will be in use, and how they communicate. This can be
done by creating a simple relation model using our tool of each of the devices
and services, and how they relate to one another. Throughout this chapter, we
will be using an example where a big company, aptly named "Big Company",
needs help in planning a trustworthy smart system. Big Company owns two
devices:

• A server

• An SQL database

With the two devices a relation model is created and depicted in Figure 4.6.
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Figure 4.6: The relation diagram showing communication between the server
and the SQL database
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Once a model is created, we create use cases based on this model. The
creation of use cases is done so that information flow between components is
easier to understand, and to create input for the next step, creating data flow
diagrams. A typical use case is depicted in Figure 4.7.

Register
customer

Register on server

Send data to
database

"include"

Server

Customer

Store record

"include"

Database

Figure 4.7: An example use case for registering a new customer

To help refining the objectives of Big Company, asset diagrams are used. As-
set diagrams are another type of diagram provided by CORAS [60], which help
both Big Company and the user of the method in clarifying and understanding
what Big Company values. This is important as this is what motivates the
conduction of risk analysis in the first place, and helps in getting an overview
of threats and risks in later step 3. Big Company values the privacy of their
customers, and an asset diagram of this is depicted in Figure 4.8.

Figure 4.8: An example Asset diagram
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With the assets defined, we create scales for consequence and likelihood.
Defining the scales the last step of context establishment. One consequence
scale is typically defined for every asset, for example monetary loss, however,
this can be challenging where it may be hard to know the economic implication
of risks. Therefore iy may be more useful to define consequence scales for each
asset individually. The consequence scale is either quantitative or qualitative.

For the asset in Figure 4.8, we define the following scale:

Consequence Description
Very High More than 60% of records including sens-

itive information of customers is leaked
High More than 30% of records are leaked, in-

cluding some with sensitive data of custom-
ers

Medium More than 15% of records are leaked, very
few including sensitive information

Low More than 5% of records are leaked, none
including sensitive information

Very low Less than 5% of records are leaked, none
including sensitive information

Table 4.1: The consequence scale defined for our example asset

It is also necessary to create a likelihood scale. This scale differs from the
consequence scale as it is used not for the assets, but for unwanted incidents
and threat scenarios, more on this later in step 3. Similarly to the consequence
scale it may either be qualitative or quantitative. Table 4.2 defines an example
likelihood scale.

Likelihood Description
Very High Happens more than twice times a year
High Happens between once a year to twice a

year
Medium Happens once every 2 years
Low Happens once every 5 years
Very low Happens once every 10 years

Table 4.2: An example likelihood scale

In Step 1: Context Establishment, our tool provides functionality for mod-
elling support to aid in establishing context for a given system. The tool helps
users create an overview of the devices and services used, and can be edited eas-
ily and iteratively if changes occur in conjunction with the highly agile DevOps
cycle.
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4.3.2 Step 2 - Creating Data Flow Diagrams
Once we have established the context and created use case diagrams we go on
to step two, creating data flow diagrams. In the late 1970, data flow diagrams
were popularized by Constantine et al. [62] and Gane and Sarson [63]. There
exists different types of notations for these diagrams, and we will be basing
ourselves on the Yourdon and DeMarco notation [64]. DFDs are created by
mapping flow of information for a process or system. It uses a defined set of
four symbols to show data inputs, outputs, storage points, processes and the
routes between each destination. The different diagram elements that are used
are depicted in Figure 4.9. A typical model includes squares which are external
entities and communicates with the system from the outside. Circles which
represent processes that transforms inputs to outputs. Arrows which are data
flows that show the transfer of information. Two parallel lines that represent
warehouses/databases, which is used to store data for later use.

Flow

Function

File/Database

Input/Output

Trust Boundary

Figure 4.9: Data flow diagram notation

In these diagrams we will also include red dashed lines to indicate trust
boundaries, points or areas where new actors are introduced, to further help
distinguish the different parties involved. This helps identifying what inform-
ation is available to the different parties, and helps identifying privacy and
security risks in step 3.

For each of the use cases developed in step 1, we create a high level DFD
model. Since the exact processes and information gathered from the devices
and services may sometimes be unclear, our models may not reflect information
flow as it truly is in real life, and is merely a simplified depiction. However, if
we have more insight into the processes and information then we will be able
to create more detailed DFD diagrams. For the example use case created in
step 1 in Figure 4.7, we create a data flow diagram showing the flow of user
information through the system, depicted in Figure 4.10.
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Customer Register
on server

User information

Server

User information

User information

DFD diagram for example use case

SQL Database

Store user
information

User information

Figure 4.10: Data flow diagram for the example use case

In this DFD, the user information is the only information sent, and it is
sent by the customer. The customers information crosses a trust boundary, as
Big Company is a different actor from customer. The information then goes
through the process "Register on Server" before being sent to the server. The
server then receives the information, and sends it to the next process "Store
user information". Finally the user information arrives at the SQL Database,
and is stored.

With the knowledge of what information flows through the different actors,
and the different parts device and services, we collect information regarding
possible privacy and security risks in a template. Table 4.3 shows this template.

Device/
Service

Source of In-
formation

Information re-
garding Privacy

Information re-
garding Security

Server Big Company Of-
ficial website and
Big Company Pri-
vacy Policy.

"User information
is collected for the
sole purpose of re-
gistering users."

Susceptible to
DDOS attacks

SQL
data-
base

Big Company Of-
ficial website and
Big Company Pri-
vacy Policy. News
articles of recent
SQL attacks

"User information
is collected for the
sole purpose of re-
gistering users."

SQL attacks are
common attacks,
especially when
you don’t use
input validation.

Table 4.3: Security and privacy information gathered on the differ-
ent devices, and their source.
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To help with the next step, we use Microsoft’s STRIDE method [65] alongside
our DFD’s. STRIDE is a acronym for a collection of threats, namely: Spoofing,
Tampering, Repudiation, Information disclosure, Denial of service and Eleva-
tion of privilege. For each of the threats in STRIDE we consider how they could
affect each part of the model. Each threat in STRIDE also have a set of coun-
termeasures which may be applicable to these threats. The STRIDE method
therefore helps us gather information regarding privacy and security risks, in
the form of possible threats, what assets the attacker may want to harm, and
how they may achieve their goal. This is used to assist risk modelling, and is
the input for the next step.

4.3.3 Step 3 - Privacy and Security Risk Modelling
The next step then is privacy and security risk modelling. For this we use
CORAS [60]. CORAS is an approach to risk analysis, supported by a graphical
risk modelling language developed by Mass Soldal Lund et al. We use CORAS as
it has been empirically shown to be intuitively simple for different stakeholders,
and has been proven to be cognitively effective [66]. CORAS comes with a
method which builds on ISO 31000 [30], and includes detailed guidelines for
creating CORAS risk models.

CORAS risk models consist of unwanted incidents, threat scenarios, threats,
vulnerabilities and assets. Each of these are depicted in Figure 4.11 and defini-
tions are listed below.

• Threat: an action or event that is caused by a threat source and may lead
to an incident.

• Unwanted incident: an event that harms or reduces the value of an asset

• Asset: anything of value to a party

• Vulnerability: a weakness, flaw, or deficiency that can be exploited by a
threat to cause harm to an asset.

Figure 4.11: CORAS Diagram Elements

There is also a distinction between direct and indirect assets. Indirect assets
are assets which are only harmed through harm of other assets.
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There also exists three types of unbroken arrows in CORAS risk diagrams,
and they are all relations. The first type is the initiates relation which goes
from a threat to a threat scenario or an unwanted incident. The second type,
leads-to relation which goes from a threat scenario or an unwanted incident to
a threat scenario or an unwanted incident. Finally the impacts relation goes
from an unwanted incident to an asset. The different relations are depicted in
Figure 4.12.

Initiates Leads to Impacts

Figure 4.12: CORAS Unbroken arrows

A CORAS model takes input in the form of system diagrams, use case docu-
mentation, system manuals and similar. In our method we will be using a com-
bination of use case diagrams, data flow diagrams, and information gathered in
the previous steps. With this information we can then identify risks, threats
and vulnerabilities.

There exists an extension of CORAS which also include the modelling of
indicators [67]. Indicators can be attached to any relevant risk model element,
and they help capture the dynamic behaviour of systems. Figure 4.13 shows the
four different indicator types:

Figure 4.13: CORAS Indicators

In our method the blue business configuration indicators will be based on
expert knowledge, and will be in the form of questions regarding either the
system, privacy or security. The three other indicators, namely: test results,
network-layer monitoring, and application-layer monitoring can receive input
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automatically, but requires access to the source code. Because we do not have
access to the source code throughout our thesis, we will only be using the blue
business configuration indicators.

For each of the data flow diagrams created in the previous step, we create a
corresponding CORAS risk model, each with one or more indicators. Figure 4.14
depicts a CORAS risk model, using CORAS notation. In this case it depicts
a hacker injecting SQL, by exploiting the vulnerability "outdated software",
which causes the unwanted incident "Private records of consumers are released"
which harms the asset "privacy of costumers".

Figure 4.14: A CORAS diagram depicting a hacker injecting SQL to harm the
privacy of costumers

The creation of CORAS diagram can be done using either the CORAS Wiser
tool or the CORAS tool provided here:

http://coras.sourceforge.net/coras_tool.html

These CORAS models can then be exported as PNG images which serve as
input to the next steps of the method.

4.3.4 Step 4 - Translating Risk Models to Executable Al-
gorithms

Once we have our CORAS models, we use DEXi [61], a program for multi-
attribute decision making, and a method for developing qualitative risk assess-
ment algorithms to translate our risk models to executable algorithms. DEXi
can create helpful decision models, as well as perform evaluation and analyses
of these models to help with decision making.

DEXi defines "attributes", "scales", "tree of attributes" and "utility func-
tions" to develop these models. Attributes are qualitative variables that repres-
ent decision subproblems. Scales are sets of symbolic values that can be assigned
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to attributes. Tree of attributes is a hierarchical structure representing the de-
composition of the decision problem. Utility functions are rules that define the
aggregation of attributes from bottom to the top of the tree of attributes.

The use of qualitative attributes instead of quantitative ones is one of the
benefits of DEXi, as our CORAS diagrams often times have indicators which
are symbolic, and it is often difficult and sometimes impossible to obtain quant-
itative estimates [68]. The attributes are either basic attributes (terminal nodes
of the tree, depicted as triangles), or aggregate attributes (internal nodes of the
tree, depicted as squares).

Figure 4.15 depicts a small example of a DEXi model, where the root attrib-
ute is Car, the aggregate attributes are Car and Characteristics and the basic
attributes are Price, Comfort and Safety.

Figure 4.15: A DEXi model depicting a car

We utilize DEXi in our method, by using the method for developing qualit-
ative risk assessment algorithms developed by Erdogan et al [68] on our CORAS
risk models so we get executable risk assessment algorithms. This is done by
mapping each of the different CORAS elements to either a basic attribute or
an aggregate attribute, depending on what type of CORAS element it is, and
if there are any related indicators attached to the element. As an example we
will show how to build a risk assessment algorithm of model 4.14.

Step 1 - Risk: The risk is determined by the likelihood of the unwanted
incident and its consequence for the asset in question. This corresponds to the
unwanted incident U1 and the impacts relation to asset A1. The likelihood of
U1 is denoted by l_U1, while the consequence of U1 for asset A1 is denoted
by c_U1_A1. The DEXi representation is shown in Figure 4.16. Here risk is
the top attribute, with two child attributes, one representing likelihood and one
representing consequence.

Figure 4.16: Screenshot of the DEXi tool, for step 1

Step 2 - Node with incoming leads-to relation: Figure 4.14 shows that the
unwanted incident U1 has one incoming leads-to relations from S1. This means
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that the likelihood of U1 depends on the likelihood contribution from S1. The
DEXi representation is shown in Figure 4.17. The likelihood of a node with in-
coming leads-to relations is represented by an attribute with one child attribute
for every incoming leads-to relation. In our example U1 has only one incoming
leads-to relation, l_S1_to_U1 which therefore is represented as a child node.

Figure 4.17: Screenshot of the DEXi tool, for step 2

Step 3 - Node with outgoing leads-to relation: The contribution from a
leads-to relation to a target node depends on the likelihood of the source node
and the conditional likelihood that an occurrence of the source node will lead
to an occurrence of the target node. The latter is assigned to the leads-to rela-
tion. Figure 4.14 includes one leads-to relations from S1 to U1. The likelihood
contribution from the relation from S1 depends on the likelihood of S1 and the
conditional likelihood that S1 leads to U1. The DEXi representation is shown in
Figure 4.18, where the likelihood of S1 is represented as l_S1 and the conditional
likelihood of S1 leading to U1 is represented as cl_S1_to_U1.

Figure 4.18: Screenshot of the DEXi tool, for step 3

Step 4: Indicators can be attached to a leads-to relation from one node to an-
other to show that the indicators are used as input for assessing the conditional
likelihood of an occurrence of the source node leading to the target node. This
is typically done by attaching the indicators to a vulnerability on the relation,
as such indicators normally say something about the presence or severity of the
vulnerability. Figure 4.14 shows that indicator IN-1 is attached to vulnerability
V1 and thus on the initiates relation going from Hacker to S1, while indicator
IN-2 is attached to vulnerability S2, and thus on the leads-to relation going f
rom S1 to U1. The DEXi representation is shown in Figure 4.19.

35



Figure 4.19: Screenshot of the DEXi tool, for step 4

Each of the DEXi models must have a defined scale and utility function for
each attribute, and should be fully explicit to avoid undefined output values. In
this example we use {Very low; Low; Medium; High; Very high} for all aggregate
attributes. After defining scales, we define utility functions for each aggregate
attribute. Figure 4.20 shows the utility function for the leads-to relation between
S1 and U1 in Figure 4.14.
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Figure 4.20: Screenshot of the DEXi tool, for definitions of utility functions

The defined scale for the DEXi function equals that of the risk matrix de-
picted in Figure 4.21. The number of values for likelihood and consequence are
typically within the range of three to five as a higher number of values often un-
necessarily increases the complexity. If however you want a higher granularity,
you may increase the number of values.
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Figure 4.21: Risk Matrix

The reason for defining the scales for likelihood and consequence with five
values is simply because it is standard[60].

4.3.5 Step 5 - Executing Risk Assessment Algorithms Us-
ing Our Tool

When all the previous steps are completed, we go on to the final step. Here we
upload the CORAS diagram in combination with its respective DEXi model.
The tool accepts CORAS diagrams as .PNG files and DEXi models as .DXI
files. Once uploaded the tool provides the user with the depiction of the CORAS
diagram, as created earlier. Alongside this it depicts the DEXi attributes in the
lower left corner, which require input for calculating the overall risk. Once the
user assigns each attribute with an input, the user may click calculate, and the
tool depicts the overall risk depending on what inputs were given.

We will now present the tool usage for the execution of algorithms step by
step. Figure 4.22 depicts the tool when the relation model is complete, and no
other files have been uploaded.
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Figure 4.22: Overview of the entire tool

Figure 4.23 shows a zoomed in view of the list of devices and services, fol-
lowed by the upload button for the CORAS models and DEXi algorithms.
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Figure 4.23: A zoomed in view of the device/service list and the input for
CORAS and DEXi files

Figure 4.24 shows the inputs for the DEXi .dxi file, and the CORAS diagram,
as a .png file. Once the user merges and uploads the files, a combination is
created and added to the list of CORAS-DEXi combinations. This list is shown n
Figure 4.25. Each CORAS-DEXi combination may also have a short description.
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Figure 4.24: A zoomed in view of the input for CORAS and DEXi files

Figure 4.25: A zoomed in view of the list of CORAS-DEXi combinations, once
the files have been merged and uploaded.

Once a combination is selected from the list, the tool shows the CORAS
model, as well as inputs for every indicator and attribute requiring an input
in the CORAS model. The inputs are then given either manually by the user,
or given automatically from the API and can be used to execute the DEXi
algorithms. Figures 4.26-4.28 show different views of the tool.
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Figure 4.26: An overall view of the tool with both the relation model and the
CORAS DEXi algorithms uploaded
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Figure 4.27: A zoomed in view of the CORAS-DEXi module, with the uploaded
files
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Figure 4.28: The CORAS DEXi module, with the uploaded files, simulating
monitor API calls for the calculation of risk

Figure 4.28 shows the tool simulating API calls with different inputs, as to
simulate a real-time monitor. In this case the inputs for both indicators were
"Yes" and the consequence of unwanted incident U1 on asset A1 was very high.
This input results in the DEXi algorithm outputting the risk with the value of
"Medium".

Once risk values are presented by the tool, our method is complete, and it is
up to the developer to use this information to further aid in the DevOps cycle.
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The risk values indicate areas where there needs to be a form of mitigation.
Mitigation is often done either by communicating with management to secure
more resources, or further developing the part of the system which is susceptible
to risk.

Later in Chapter 5, we present a case to give an example of how to apply
our method, and how our tool fits in throughout the method.
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Chapter 5

Applying Our Tool Supported
Method In A Smart Home
Case

In Chapter 4 we went through the process of developing our artefact, which
is a method to be used in the planning phase of DevOps to help developers in
identifying security and privacy risks, and executing risk assessment algorithms,
and a tool to support this method. In this chapter we apply our tool supported
method on a real-world smart home case.

5.1 Preface
With the increasing availability and number of smart devices in the market,
smart homes have risen in popularity. The devices offer convenience and auto-
mation of simple daily tasks and help individuals with management of their
home. Users can adopt these technologies and services to help monitor their
power consumption, saving money on power cost, or they can use smart alarm
systems to protect their home, with devices such as cameras, sensors and smart
locks. The smart home also offers devices that help tedious daily tasks, such as
automated robot vacuums and smart washing machines. Practical solutions are
not the only use for the smart home, as it also offers entertainment with smart
TV’s and Smart audio systems.

Eureka! [69] A research company conducted a survey of nearly 1000 house-
hold owners in the U.K. to better understand consumer attitude towards smart
tech. While they mention several key findings the ones most interesting were:

• The most popular product types for homeowners are related to security,
lighting and heating.

• When it comes to installation of the smart technology, 59% prefer having
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a smart tech expert install it, 14% prefer an electrician, and 13% would
do it themselves.

These two findings bring out key elements: Firstly, the most popular devices
have a direct physical dimension, which if control is in the wrong hands, could
have lethal consequences. And secondly, most homeowners trust and rely on
professionals for installation of the devices.

While smart homes are becoming popular, security and privacy is often an
afterthought [70, 71]. There have been several successful attempt at hacking
smart devices. Kafle et al. [72] found SSL-vulnerabilities in popular smart home
devices Nest and Philips Hue. Roy Solberg, a norwegian system developer, found
that communication in the Mill smart heaters was unencrypted, which meant
that anyone could control any internet connected heater [73]. And a Tesla car,
although arguably not a smart home device, was in 2016 proven to be remotely
hijack-able [74]. The Tesla attack was luckily discovered by the security team
at Tencent, and disclosed directly to Tesla, so that they could patch it quickly.

These attacks and vulnerabilities however open up discussion on the security
of smart home devices.

The Open Web Application Security Project, OWASP for short, released
in December 2018 an updated list of top ten things to avoid when building,
deploying, or managing IoT systems. This list is shown in Figure 5.1, and is
helpful to keep in mind.
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Figure 5.1: OWASP IoT Project
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5.2 Context Establishment
We now present a smart home case to give an example of a possible use of the
tool supported method we have developed. We start with the first step of our
method, which is context establishment. Our smart home case starts with a
family of three living in the outskirts of a large city. The family consist of a
mother, a father and an 8 year old daughter. The father has recently picked
up an interest for smart homes, and wants a large collection of smart devices,
to help automate the family’s daily lives, help save money on power, and keep
their home and family members safe.

To help in designing, deploying and managing their smart home, they consult
a professional IoT team from a service provider similar to what is currently on
the market, such as Vivint [75] or Smartn [76].

The newly hired team begin the process of planning the smart IoT system.
The team follow the DevOps agile approach, and will be using our method to
carry out the planning of this system. The first step is therefore the context
establishment. The team have to identify sources of risk, what the family value
as assets, and possible unwanted incidents. The team conduct informal inter-
views with the parents to gather information regarding their preferences and
requirements related to security, privacy and functionality, and consult their
panel of experts for an expert opinion.

The family then presents the requirements for the smart home, in regards
to functionality, security and privacy. The mother is skeptical of smart home
technology and wants to keep the privacy high for herself and their daughter.
The father is more concerned about their valuables, and requires a way to watch
their home when not at home. Privacy is not a concern for the father. Both
the mother and father own an android smart phone, which they wish to use
together with services to control their devices, and to view their child’s location
and phone usage if there should be a need for it. For the family to achieve their
goals they require a selection of devices, which come with several services, and
as none of the family members are very tech savvy, they will require help from
the professional IoT service provider.

The family gives the team a list of the devices they wish to use, and what
purpose the devices serve. Table 5.1 shows the list of these devices and gives a
short description of each of them.

50



Device Description
Nest Hello Doorbell Smart home doorbell which includes a

camera, a continuous video log, and the
possibility of alerting when people ar-
rive at the door.

Nest Protect 2. Generation Smart home smoke detector with alerts
of which room there is smoke, and the
possibility of sending warnings to your
phone.

Nest Cam IQ Outdoor High quality outdoor camera that alerts
your phone when spotting a person.

Nest Cam IQ Indoor High quality indoor camera with speak-
ers.

Tail it kids A smart watch for kids with function-
ality of tracking, phoning and an emer-
gency SOS button.

Mill AV1200WIFI Smart home heater which can be con-
trolled from your phone.

Philips Hue Bridge A smart home bridge which allows for
scheduling of timers and control of your
lights when away or from your phone.

Philips Hue E26 Bulbs A smart light with the possibility of
changing colours.

Philips Hue Lightstrip A smart lightstrip with the possibility
of changing colours.

Philips Hue Motion Sensor A motion sensor which triggers lights
when motion is detected.

Amazon Echo A smart home device which plays mu-
sic, makes calls, sets alarms, answers
questions, controls other smart devices
and can buy things online for you.

Table 5.1: The devices to be used and short descriptions of each

From the system description given by the family, the team create asset dia-
grams to identify what assets the family members have. Figures 5.2- 5.4 depict
the asset diagrams created for the families assets.
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Father

Valuable
possesions

Figure 5.2: Asset diagram for the Fathers assets

Mother

Privacy of
mother

Figure 5.3: Asset diagram for the Fathers assets

Daughter

Privacy of
daughter

Figure 5.4: Asset diagram for the Fathers assets

After defining assets, the team can create a consequence scale and a likeli-
hood scale. As the fathers valuables have a monetary value, a consequence scale
is created to reflect this. However, as the privacy of the mother and daughter is
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difficult to quantify in terms of money, a seperate consequence scale is made for
their assets. Table 5.2 show the consequence scale for the fathers valuables, and
Table 5.3 show the consequence table for the mothers and daughters privacy.

Consequence Description
Very High A monetary loss of more than 2500$
High A monetary loss of more than 1000$
Medium A monetary loss of more than 500$
Low A monetary loss of more than 100$
Very low A monetary loss of less than 100$

Table 5.2: The consequence scale defined for the fathers valuables

Consequence Description
Very High Sensitive information regarding health and/or

beliefs is leaked or used inappropriately
High Sensitive location data, or data gathered from

devices in an automatic fashion is leaked or
used inappropriately

Medium Information that can be used to identify a spe-
cific person is leaked and/or is shared with a
third party

Low Information that can be used to identify a spe-
cific person is used for advertisement

Very low Information that can be used to identify a spe-
cific person is collected by a company

Table 5.3: The consequence scale defined for the privacy of the mother and
daughter

Likelihood Description
Very High Happens more than twice times a year
High Happens between once a year to twice a year
Medium Happens once every 2 years
Low Happens once every 5 years
Very low Happens once every 10 years

Table 5.4: The likelihood scale

Once the devices and assets have been identified, and scales for consequence
and likelihood are defined, the team model some use cases to help expand upon
the context. These use cases are listed below, and also illustrated in Figures 5.5-
5.8:
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1. The dad uses his phone to check on his daughter’s location with the use
of the Tail It Kids smart watch and the Tail It app.

2. The mother uses the Amazon Echo to buy a new hair product online.

3. The family drives to cabin and are expecting a package delivery while
away. The Nest automated doorbell detects a person at the door, and
alerts the father.

4. While on the way home from the cabin trip, the father wants to come
home to a heated house. Using the Millheat app, he turns the heater to
22 degrees Celsius.

5. When they arrive home, the Philips Hue motion sensor senses motion and
turns on their Philips Hue lighting.

Figure 5.5 depicts the first use case "Check on daughter", where the father,
Tail It Kids, and the daughter are actors. The father begins by opening his
phone which includes the use case of opening the Tail It App which again in-
cludes the final step of checking the daughters location. For the final step Tail
It Kids and the daughter take part as the location of the daughter is collected
in this step, and Tail It Kids utilizes this information.

UC1: Check on
daughter

Father

Check daughters
location

Open phone

Open Tail It App

"include"

"include" Tail It Kids

Daughter

Figure 5.5: Use case diagram of the first smart home case

Figure 5.6 depicts the second use case "Buy product from Amazon", where
the mother, Echo and Amazon Services are actors. The mother starts off by
asking her Echo to purchase a specific item, which includes the use case of Echo
processing this command, which again includes Amazon Services completing the
purchase.
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UC2: Buy
product from

Amazon

Mother

Complete
purchase

Ask Echo to
purchase item

Process command

"include"

"include" Echo

Amazon Services

Figure 5.6: Use case diagram of the second smart home case

Figure 5.7 depicts the third use case where a Delivery Guy, and Nest Hello
Doorbell are actors. The Delivery guy begins by delivering a package, which in-
cludes the Nest Hello Doorbell sensing motion, as well as alerting the homeown-
ers phone.

UC3: Alert
package arrival

Delivery Guy

Alert homeowners
phone

Deliver package

Sense motion

"include"

"include" Nest Hello Doorbell

Figure 5.7: Use case diagram of the third smart home case

Figure 5.8 depicts the fourth use case, where the Father and Millheat are
actors. The Father starts off by using the Millheat app on his phone to turn on
the heater, which includes Millheat turning the heater on.
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UC4: Turn on
home heating

Use Millheat app
to turn on heater

Turn heater on

"include"

Millheat

Father

Figure 5.8: Use case diagram of the fourth smart home case

Figure 5.9 depicts the fifth use case where the Family and the Philips Hue
Sensor, Bridge and Lights are actors. It starts off by having a family member
arriving home, which includes the Philips Hue sensor detecting motion, which
again includes the Philips Hue Bridge and lights turning on the lights.

UC5: Smart
light system

Turn lights on
automatically

Arrive Home

Sense family
home

"include"

"include"

Philips Hue Motion Sensor

Family

Philips Hue Lights

Philips Hue Bridge

Figure 5.9: Use case diagram of the fifth smart home case

The newly hired IoT team then begin planning the smart home. They begin
working, and start using the modelling part of our tool to help gain an overall
picture of the finished system, as well as gather input to the further steps of our
method. The finished model is depicted in Figure 5.10. The figure shows each
of the different devices and to which device they communicate with. On the
left side of the diagram the Nest devices are grouped together as many of those
devices communicate which each other, and similarly on the right side we have
Philips Hue devices grouped together. In the middle of the diagram we have the
Amazon Echo and the Smartphone. These two devices can communicate with
most of the other main components and act as a "command center" for control
of all of the devices.
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Figure 5.10: A context diagram including the devices and services to be used
by the family 57



5.3 Data Flow Analysis
After performing the context establishment, the team continues with a data flow
analysis to gather information related to security and privacy in the devices and
services.

For each of the use cases presented in the previous section, the team create
a corresponding DFD model. The diagrams modelled here are based on the
different companies privacy policies in mind, as we do not have access to proper
data flow within their systems. Some of these policies are vague and group
different types of information into a general term "your data" or just "data"
which is why the models are simplified and may seem very broad.

Combining the creation of DFDs, Microsoft’s STRIDE method, and gath-
ering information regarding privacy and security from privacy policies, official
websites and online resources, the team also create tables for each of the DFDs
which describes the devices and their related services. Column one of these
tables contains the name of the device and/or service which they describe.
Column two shows the source of the information gathered for the remaining
columns. Column three and four contains information regarding privacy and
security respectively.
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Figure 5.11: DFD for Use Case 1: The dad uses his phone to check on his
daughter’s location with the use of the Tail it smart watch and the Tail it app.
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In Figure 5.11 the team has modelled a DFD diagram with trust boundaries
for the use case considering when the father uses the Tail It app to check on
his daughters location (UC1). The main external entities in this DFD are the
father and his smart phone, the daughter and her smart watch, Tail It, and
third parties, each of which are represented by a square. The father begins
by opening the Tail It app on his smart phone and entering login credentials.
Just by opening the app the Android smart phone sends app usage details to
Google’s database, this data therefore travels through a trust boundary between
the father and the google android smart phone. The Tail It app also collects
information from the fathers smart phone such as login credentials, location
and usage, which traverse over yet another trust boundary between the android
phone and Tail It. Tail It also collects location information from the daughters
smart watch, which similarly to information from the fathers device, travels
through a trust boundary between Tail It and the daughter. In Table 5.5 we
describe the devices which are in use in this DFD, as well as information re-
garding privacy and security related to each device, and where this information
has been gathered.
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Device/
Service

Source of In-
formation

Information re-
garding Privacy

Information re-
garding Security

Tail It Official website
[77], Privacy
Policy [78].

Information about
the person using
their products is
being collected as
well as information
about who is re-
sponsible for the
use of the product,
often parents of the
user.
One can choose to
consent to the re-
gistration of the
following informa-
tion about them
through their ser-
vices:
What services the
person using the
product have used.
How a person have
used the services.
Location data
about a person
and their product
in Tail It’s sys-
tems. Photos,
chats, friends, con-
tacts and places
you have added
and visited.

The Norwegian
"Forbrukerrådet"
is a consumer
protection or-
ganization which
back in 2017
teamed up with
the security firm
Mnemonic [79]
to investigate
smartwatches for
kids. They found
significant security
flaws at the time,
which have now
been patched. [80]

Continued on next page

61



Device/
Service

Source of In-
formation

Information re-
garding Privacy

Information re-
garding Security

Android
smart
phone

Privacy Policy.
[81] Official web-
site. [82]

Google collects in-
formation a per-
son provides dir-
ectly to them; In-
formation they col-
lect about a per-
sons use of their
Services; and In-
formation they ob-
tain from third-
party sources.

Built-in malware
defense. Applic-
ation sandboxing
isolates and guards
every Android app,
stopping other
apps from access-
ing your private
information. Full
on-device encryp-
tion.

Table 5.5: Security and privacy information gathered on the differ-
ent devices, and their source for use case 1.
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Figure 5.12: DFD for Use Case 2: The mother uses Echo to buy package online.
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In Figure 5.12 the team present a DFD for the use case when the mother
uses the Amazon Echo to place an order for online shopping (UC2). The mother
speaks to the Echo, and a recording of the voice is sent to the Amazon Cloud to
be processed. Amazon then stores the recording, transaction details and billing
information which have been given by the mother earlier. Transaction details,
costumer details and marketing info may then be shared with third parties.

Device/
Service

Source of In-
formation

Information re-
garding Privacy

Information re-
garding Security

Amazon
Echo

Privacy Policy.
[83] Official web-
site. [84] Report
by Wired [85].
Paper by Kumar
et al.[86].

Amazon receive
and store certain
types of inform-
ation whenever
a person in-
teracts with
them. Amazon
shares user data
with their par-
ent corporation,
Amazon.com, Inc.,
and the subsidiar-
ies it controls, and
they may share
personally identi-
fiable information
with third parties.
Alexa, a part of
the Amazon Echo,
also has third
party “skills”, each
with their own
privacy policy.

Alexa has so called
skills, which can
be used to perform
an attack called
"Skill squatting".
Another attack
was disclosed by
Chinese hackers at
DefCon in 2018,
where they could
remotely control
an Alexa. This
attack has been
patched.

Table 5.6: Security and privacy information gathered on the differ-
ent devices, and their source.
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Figure 5.13: DFD for Use Case 3: The family drives to cabin and are expecting
a package delivery while away. The Nest automated doorbell senses motion, and
alerts dad when package arrives.
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In Figure 5.13 we again have the father using a smart phone app, this time
to access Nest. App usage details are again stored with Google. This time
however the father receives information from his Nest security system, in the
form of a video capture triggered by motion. Nest also receives a copy of the
video feed which they may use for analysis, and may store for up to 30 days.
Alongside this they collect usage information from the Nest automated doorbell.
This usage information is then anonymised and shared with third parties.

Device/
Service

Source of In-
formation

Information re-
garding Privacy

Information re-
garding Security

Android
smart
phone

Privacy Policy.
[81] Official web-
site. [82]

Google collects in-
formation a per-
son provides dir-
ectly to them; In-
formation they col-
lect about a per-
sons use of their
Services; and In-
formation they ob-
tain from third-
party sources.

Built-in malware
defense. Applic-
ation sandboxing
isolates and guards
every Android app,
stopping other
apps from access-
ing your private
information. Full
on-device encryp-
tion.

Continued on next page
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Device/
Service

Source of In-
formation

Information re-
garding Privacy

Information re-
garding Security

Nest Privacy Policy.
[87] Official web-
site. [88]

Nest collects:
Setup information
a person provides.
Environmental
data from the
Nest Learning
Thermostat’s
sensors. Direct
adjustments to the
device, including
temperature or
settings. Heating
and cooling usage
information. Tech-
nical information
from the device.

Nest takes secur-
ity seriously and
cares about the
integrity of your
personal inform-
ation. Nest uses
commercially reas-
onable physical,
administrative,
and technological
methods to trans-
mit and store
your data securely.
However, Nest
cannot guarantee
that unauthorized
third parties will
never be able to
defeat our secur-
ity measures or
use your personal
information for im-
proper purposes.

Table 5.7: Security and privacy information gathered on the differ-
ent devices, and their source.
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Figure 5.14: DFD for Use Case 4: While coming home from cabin trip, dad
wants to come home to a heated house. Using the Millheat app, he turns on
heater to 22 degrees Celsius.
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In Figure 5.14 the family is on their way home, and the father uses the milll-
heat app to turn on his smart heater. App usage data and user info is again
stored with Google. Millheat gathers usage information on the Millheat devices,
and if there are any abnormalities, they will also collect environmental inform-
ation such as equipment ID, internet protocol address, routing data packets.
They also share anonymous information with the public and their partners.

Device/
Service

Source of In-
formation

Information re-
garding Privacy

Information re-
garding Security

Android
smart
phone

Privacy Policy.
[81] Official web-
site. [82]

Google collects in-
formation a per-
son provides dir-
ectly to them; In-
formation they col-
lect about a per-
sons use of their
Services; and In-
formation they ob-
tain from third-
party sources.

Built-in malware
defense. Applic-
ation sandboxing
isolates and guards
every Android app,
stopping other
apps from access-
ing your private
information. Full
on-device encryp-
tion.

Millheat Privacy Policy [89],
Blogpost by Sol-
berg [73].

In order to show
the overall use of
our products or
services trends,
Millheat may
share anonymous
information with
the public and our
partners. Millheat
collects informa-
tion about your
name, telephone
number and/or
e-mail. They
also collect some
environmental
information for
diagnostic prob-
lems such as
equipment ID,
internet protocol
address, routing
data packets, etc.

Prior to october
2018, millheat
only used https
for authentication,
all other commu-
nication was sent
through http. This
made it possible
to control mill
heaters world-
wide. Millheat
were quick to re-
spond however and
patched it quickly
after discovery.

Table 5.8: Security and privacy information gathered on the differ-
ent devices, and their source.
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Figure 5.15: DFD for Use Case 5: When they arrive home, the Philips Hue
motion sensor senses motion and turns on their Philips Hue lighting.

In Figure 5.15 there is only an indirect interaction between one of the family
members and their Philips hue smart sensor, namely the motion sensor detects
motion. This simple interaction however still becomes information that Philips
hue collects in the form of motion sensor data, device data, log information and
location data. And this data may then be shared with third parties.
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Device/
Service

Source of In-
formation

Information re-
garding Privacy

Information re-
garding Security

Android
smart
phone

Privacy Policy.
[81] Official web-
site. [82]

Google collects in-
formation a per-
son provides dir-
ectly to them; In-
formation they col-
lect about a per-
sons use of their
Services; and In-
formation they ob-
tain from third-
party sources.

Built-in malware
defense. Applic-
ation sandboxing
isolates and guards
every Android app,
stopping other
apps from access-
ing your private
information. Full
on-device encryp-
tion.

Philips
Hue

Privacy policy,
official website and
security advisory
[90–92]. Paper by
Ronen et al. [93].
PenTestPartners
Blog [94].

Data collected:
Email Address
(Username), Pass-
word, Unique
identifiers and
configuration of
products, Product
usage and dia-
gnostic inform-
ation, Language
preference, Usage
and diagnostic
analytics, Unique
identifiers and
configuration of
products.

Implemented SSL
connections in
June 2018, used an
AES encryption
over HTTP earlier.
Local communica-
tion is unsecured;
the API key is sent
through plaintext.
A vulnerability
in the ZigBee
protocol allows for
the creation of a
worm which can
brick Hue devices,
jam wireless net-
works, infiltrate
and exfiltrate data,
or cause epileptic
seizures.

Table 5.9: Security and privacy information gathered on the differ-
ent devices, and their source.

With this information gathered for each of the use cases, the team moves on
to the next step.

5.4 Privacy and Security Risk Modelling
After the team have performed a data flow analysis in conjunction with STRIDE,
and have collected information regarding privacy and security through online
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resources, the team can move on to the next step which is to create privacy and
security risk models. For this step the team rely on their security and privacy
experts to help with creating their CORAS models, and have to keep in mind
the requirements regarding privacy and security of the family, and their assets.

So for each of the previous DFDs made, the team create a corresponding
CORAS model.

Figure 5.16: CORAS model for Use Case 1: The first day of using the Tail It
smart watch, the dad carefully checks on his daughter’s location several times
during her trip to school.
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Figure 5.17: CORAS model for Use Case 2: The mother uses Echo to buy
package online.

Figure 5.17 depicts a CORAS model derived from use case 2 and the DFD
model. In the model we have one accidental threat, Amazon and one deliberate
threat, a Hacker. Each of these are a source to a threat scenario. Amazon causes
the threat scenario, S1: "Share information of user for marketing purposes",
and the hacker is the source of the threat scenario S2: "Gain access to device
recordings". Both of these threat scenarios lead to the unwanted incident, U1:
"User information of mother is used maliciously", which again causes harm to
the asset A1: "Confidentiality of mother".
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Figure 5.18: CORAS model for Use Case 3: The family drives to cabin and are
expecting a package delivery while away. The Nest automated doorbell senses
motion, and alerts dad when package arrives.

74



Figure 5.19: CORAS model for Use Case 4: While coming home from cabin
trip, dad wants to come home to a heated house. Using the Millheat app, he
turns on heater to 22 degrees Celsius.
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Figure 5.20: CORAS model for Use Case 5: When they arrive home, the Philips
Hue motion sensor senses motion and turns on their Philips Hue lighting.

5.5 Translating Risk Models to Executable Al-
gorithms

Once the CORAS models are complete, the team uses the method derived by
Erdogan et al. in [68] and the DEXi tool to translate the CORAS diagrams into
DEXi models. This is a straight forward method described earlier, and

The finished DEXi models are depicted in the following subsections. For all
of the risk models the team will be using the scale {Very low, Low, Medium,
High, Very High} to measure the overall risk.

5.5.1 DEXi Model for Risk model 1
Figure 5.21 shows a screenshot of the DEXi tool for use case 1: The first day of
using the Tail It smart watch, the dad carefully checks on his daughter’s location
several times during her trip to school. The attributes IN-1 and IN-2 has the
scale {Yes, No}, where no increases risk, and yes decreases risk. The other
attributes will be using the scale {Very low, Low, Medium, High, Very High}.
This is also the case for other 4 risk models.
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Figure 5.21: Screenshot from the DEXi Tool for Use Case 1

Figure 5.22 shows the decision rules for the root attribute Risk. All of the
aggregate attributes have similar decision rules.

Figure 5.22: Screenshot from the DEXi Tool for the utility function for risk

77



5.5.2 DEXi Model for Risk model 2
Figure 5.23 shows a screenshot of the DEXi tool for use case 2: The mother
uses Echo to buy package online.

Figure 5.23: Screenshot from the DEXi Tool for Use Case 2

5.5.3 DEXi Model for Risk model 3
Figure 5.24 shows a screenshot of the DEXi tool for use case 3: The family drives
to cabin and are expecting a package delivery while away. The Nest automated
doorbell senses motion, and alerts dad when package arrives.
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Figure 5.24: Screenshot from the DEXi Tool for Use Case 3

5.5.4 DEXi Model for Risk model 4
Figure 5.25 shows a screenshot of the DEXi tool for use case 4: While coming
home from cabin trip, dad wants to come home to a heated house. Using the
Millheat app, he turns on heater to 22 degrees Celsius.

Figure 5.25: Screenshot from the DEXi Tool for Use Case 4

5.5.5 DEXi Model for Risk model 5
Figure 5.26 shows a screenshot of the DEXi tool for use case 5: When they
arrive home, the Philips Hue motion sensor senses motion and turns on their
Philips Hue lighting.
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Figure 5.26: Screenshot from the DEXi Tool for Use Case 5

5.6 Executing Risk Assessment Algorithms Us-
ing Our Tool

For the final step, the team provides the tool with their CORAS diagrams,
and their correlating DEXi models. The team then have a complete overview
of the relations between the devices and services in the first part of the tool,
alongside a depiction of the appropriate risk models, and their input variables
in the second part of the tool.

Using the tool they may then select which Coras model and corresponding
DEXi algorithm they wish to use for calculations, and then either manually
provide input for the risk algorithms, or they may use the tool to automate the
process by monitoring variables and send these to the tools API. This results
in an automated risk analysis of the system based on the devices/services being
monitored in the families home.

For a depiction of what the tool looks like in use, we provide a complete
overview of use case 4 in Figures 5.27 and 5.28.
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Figure 5.27: Complete overview of the tool part 1: The context modelling
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In Figure 5.27 we see the relation between all of the components in the entire
case, not just specific to use case 3. We also have a list of all the components
on the right side.
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Figure 5.28: Complete overview of the tool part 2: The Execution of risk al-
gorithms
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In Figure 5.28 we see the CORAS diagram for use case 3, and right below
the diagram we have inputs for each of the CORAS elements where the user
may change the values as needed. Once the tool is given inputs for all variables,
the tool executes the algorithm for the specific use case, and outputs the risk
value. In this case the inputs were:

• IN1: Yes

• cl_S1_to_U1: High

• l_S1: High

• IN-3: No

• c_U1_A1: Low

• IN-2: Yes

• IN-3: No

• c_U2_A1: Low

Which gives the output: Medium. This output is derived from the DEXi
model created manually by the team in the previous step.

5.7 Supporting Changes to the System
After having set up the families smart home, as well as deployed it, the IoT
team starts to monitor the home. A week goes by and the family want to
add a smart television to stream Netflix/Spotify on. They decide on the LG
OLED55C8. The team following the DevOps practice, begin a new cycle, and
the first step is again planning, so they start from the beginning of our method.

Step 1 is context management, the team already have a complete model of
the families current smart home 5.10 and only have to add a single component
which is done swiftly. An updated model is depicted in Figure 5.29.
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Figure 5.29: A revised context diagram including the devices and services to be
used by the family
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A new use case is made, listed below and depicted in Figure 5.30:

• The mother uses the smart TV to stream Netflix.

UC: Stream
Netflix on smart

TV

Collect data for
advertisment

Open Netflix on TV

Play TV show

"include"

"include"

LG Smart TV
Mother

Netflix

Figure 5.30: Use Case: The mother uses the smart tv to stream Netflix

Once the new context has been established, the team go on to step 2, creating
a data flow diagram for the new use case, depicted in Figure 5.31.
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Figure 5.31: DFD for the new Use Case: The mother uses the smart tv to stream
Netflix
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In Figure 5.31 the team modelled a DFD diagram with trust boundaries for
the use case considering when the Mother uses her smart TV to stream TV
shows from Netflix. The mother boots up her TV and starts Netflix. Already
information regarding her are use by both the LG smart TV and Netflix. Both
companies store information regarding her, and what she watches, and both
companies may share this information with third parties [95, 96].

Device/
Service

Source of In-
formation

Information re-
garding Privacy

Information re-
garding Security

LG
OLED
55C8

Privacy Policy.[96]
Consumerre-
ports.org [97]

The LG smart TV
may collect inform-
ation regarding the
viewer, as well as
what content the
viewer is watch-
ing, regardless of
whether or not
the content is
streamed. They
may also share
user information
with third parties.

Consumerreports
conducted in 2018
a test on security
and privacy on
many popular
TV’s including
ones from LG, and
found and unse-
cure API through
the Roku platform.

Netflix Privacy Policy.
[95] Official web-
site. [98] Article
on her.ie [99].

Netflix collects
your activity
on the Netflix
service, such as
title selections,
watch history and
search queries.
Netflix may also
share information
with third party
partners.

There is not
a whole lot of
information re-
garding security
when it comes to
Netflix, however
McAfee revealed
that hackers had
gained access to
a number of ac-
counts back in
2016.

Table 5.10: Security and privacy information gathered on the dif-
ferent devices, and their source.

After the DFD diagram is made, the team create a CORAS model depicted
in Figure 5.32.
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Figure 5.32: CORAS model for the new Use Case: The mother uses the new
smart TV to stream Netflix

With a CORAS diagram made, the team can translate it into a DEXi al-
gorithm depicted in Figure 5.33.
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Figure 5.33: DEXi algorithm for the new Use Case: The mother uses the new
smart TV to stream Netflix

Once the algorithm is made, the team may use the new CORAS model and
DEXi algorithm with our tool, to determine risk, or automate risk calculations
alongside the CORAS and DEXi models made previously.
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Chapter 6

Discussion

In section 6.1 we go through the development process of the tool, what choices
we made and why. In sections 6.2- 6.4 we discuss whether our thesis work has
fulfilled the success criteria, and to what extent.

6.1 The Development Process

6.1.1 Selection of Frameworks
When choosing what frameworks to use with the proposed tool there are a few
things to consider. Seeing as the tool will not be fully complete, and lightweight,
we need a tool that is well documented and easy to understand. This will also
help with having a quick prototype up and running, to further help guide the
development of the tool, and help find areas of the tool which may require
changes.

Another requirement for the tool is the possibility to import and export json.
This will make it easier fo the tool to follow the RESTful architecture and easy
to use with other API’s.

Using a framework that is open source removes the need to depend on other
people for continuous updates and allows us to build upon the tool for personal
use. Depending on licenses used, it will also allow us to have our tool be open
source as well.

We have also listed “free” as a requirement, this requirement is not as crucial
as the other ones, but is a nice addition as it saves on cost. The final requirement
is “No strict dependencies”. This is with regards to large libraries such as React
[100], Angular [101] and VueJS [102]. This requirement is mostly so I can
develop the tool in a library I am comfortable with and allows for a slightly
quicker development process.

The possible contenders for the modelling tool were: Draw2D [103], mx-
Graph [104], goJS [105], React Diagrams [106] and JointJS [107]. These are
listen in the table below, showing whether or not they fulfil the requirements.
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Well documented Import/export Json Open Source Free No strict
dependencies

Draw2D 3 3 3 3 3

mxGraph 7 7 3 3 3

goJS 3 3 7 7 3

React Diagrams 3 3 3 3 7

JointJS 3 3 3 3 7

Table 6.1: Selection of frameworks

The only framework to fulfil all of the requirements was Draw2D, but after
looking through documentation and the open source code, it was clear that
further development of the framework was not a guarantee. Seeing as we may
build upon our tool in the future, a more sustainable framework is a must.
Comparing the other frameworks, React Diagrams and JointJS were the two
final possibilities, and we ended up going with React Diagrams, as they offered
a more flexible tool, with easier code to modify and build upon.

6.1.2 The Development
After choosing React Diagrams for our modelling component, we had to set up
our JavaScript front-end, alongside typescript as this is one of the dependencies
of React Diagrams. DEXi, being a part of the method, should also be integrated
with the tool. DEXi is a stand-alone windows application, but the creators also
offer open source libraries in both Java and C#. We decide on using JDEXi, the
Java library as we have more experience with Java. We therefore had to setup
a Java back-end server using Spring [108]. Spring is one of the most popular
Java back-end frameworks, and easy to get up and running. Using spring it as
easy to setup a restful API on the back-end, so that the front-end and other
potential services could easily execute DEXi calculations. With the API setup,
it was easy to simulate potential monitors with different risk values by calling
on our API.

Spring would also have to extract and store data from files provided by the
user, so the use of the cloud based database MongoDB Atlas [109] was easy
to set up, and used to handle these files. As MongoDB Atlas is cloud based,
database capacity is easy to expand upon if there should ever be a need.

Deployment is done using Maven with hosting on the Google Cloud Platform.
This is done for quick and easy building of both the front-end and back-end,
hosted on a cloud service for cheap hosting and good uptime.

Our tool is open source and located on github with example files provided:

https://github.com/ribako/risk-tool-frontend and
https://github.com/ribako/risk-tool-backend

The tool can be accessed on:

https://risktool-586bf.appspot.com/
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6.2 Success Criterion 1
The first criterion states: The tool and method must be easy to use and under-
standable for developers.

The first module of our tool is the modelling tool. This module is used for
context establishment, where the user creates system diagrams to depict the
services and devices to be used in a given system. The modelling is fairly
straight forward, and resembles many other popular modelling languages such
as UML class diagrams. Developers often have experience with UML, it is
therefore reasonable to argue our modelling tool is easy to use and understand
by developers.

Developers don’t always prioritize security, but they often need to consider
security when developing software [110, 111]. For capturing risk models, we
chose CORAS because it has been empirically shown that the language is intu-
itively simple for stakeholders with different backgrounds [66]. We may therefore
argue that the risk-model section of the tool is reasonably easy to understand by
developers. CORAS is also based on the international ISO standards like ISO
27005 and ISO 31000. As part of development activities, developers often use
concepts such as threat, unwanted incident, vulnerability and risk [110, 111].

The design of the tool is made such that roughly half the screen is to be
used for modelling of the IoT system, while the bottom half is for depicting
the CORAS models, and executing their respective DEXi algorithms. This
design follows the design of the method, in that the user starts by using the
tool to designing the IoT system, then later uses the tool again to visualize
the CORAS diagrams, and then execute the algorithms corresponding to the
CORAS models. This helps make it pedagogical and easy to use.

6.3 Success Criterion 2
The second criterion states: The tool-supported method should support the plan-
ning of trustworthy smart IoT systems in the DevOps practice in terms of se-
curity and privacy risk assessment.

Our tool-supported method is constructed to fit within the DevOps planning
phase, and with security and privacy risk assessment in mind. The planning
phase of DevOps is the first activity of the DevOps cycle. This first step either
has initial input from developers/domain experts (when first starting the De-
vOps process), or receives additional input from the final monitoring step of
the cycle. The input for this step is therefore either initial input from de-
velopers/domain experts as part of initiating the DevOps process, or additional
input from the monitor. The planning phase must however output something of
value to the next step, coding. Figure 6.3 shows the DevOps cycle. As our tool
and method may receive risk assessment values from the monitor, and supports
changes based on this input, we may argue that our tool and method satisfies
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the first criteria of the planning phase. Similarly, our tool and method produces
risk values as an output, which may be used in the next step: "code" as to help
decide what areas need to be worked on regarding privacy and security risks.

Figure 6.1: The DevOps development cycle.

The DevOps practice is all about automation, measurements, and tools.
There exists many tools for DevOps users to use for the different steps of the
cycle. Typical tools are Git [112] for code management, Gradle [113] or Maven
[44] for build automation, Jenkins [43] for automation of building, testing and
deployment/release, and Nagios [114] for monitoring. While these tools are
powerful and greatly help the steps mentioned, there is a serious lack of tool
support for the planning phase [48]. We mentioned Jira [46] as a popular plan-
ning tool, but other than this there are few popular planning tools. By building
a tool to suit planning in DevOps for privacy and security risk assessment, we
fill a gap.

Since our tool has an API for input and execution of our DEXi risk assess-
ment algorithms, we facilitate automatic and real-time risk assessment. This
can be seen in the tool by clicking on the "Simulate real-time" button, where
the front-end makes frequent API calls to the back-end to simulate input from
monitors. Thus, by using the DEXi API provided by our tool and feeding the
risk model algorithms with risk-indicator values from a running system, it is
possible to support automatic real-time risk assessment.

6.4 Success Criterion 3
The third criterion states: The tool and method should be appropriate for use in
the DevOps practice in terms of adapting to new plans and flexible in response
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to changes in the system.

We can argue that due to the flexible nature of the method, it is appropriate to
use within the agile DevOps planning phase. If there are changes made to the
system in regards to architecture after risk diagrams and risk assessment have
been created, it is entirely possible to create new risk models and algorithms.

Our tool and method supports modular modelling. The user may focus
on small parts of the system, creating smaller context diagrams, specific risk
models for the given context, and risk assessment algorithms. This allows for
the possibility of assessing risk with regards to specific parts of a system. It
also allows for flexibility when making changes to the system, as not all parts
depend on each other. On the other hand one may also create large context
diagrams, encapsulating larger parts of the system. This may be helpful if we
want to create a risk picture of a larger part of the system. One may then also
create large CORAS diagrams, which results in fewer but larger risk assessment
diagrams. Because of the possibility of creating either small diagrams and al-
gorithms, large diagrams and algorithms, or a combination of large and small
diagrams and algorithms, we may argue that the tool and method is flexible in
response to changes to the system.

In Chapter 5 we presented an application of our tool and method, and showed
that both the tool and method properly supports frequent changes to the system
architecture. We did this by following the steps of our method in a smart home
case. The first step was context establishment, where we presented the case and
the targeted system. The case consisted of an imagined family recruiting an
imagined DevOps IoT team, who applied our method. They created a context
diagram using our tool, alongside use case diagrams. Further they created data
flow diagrams, then risk assessment diagrams, and finally DEXi algorithms.
Once the team had finished the first iteration of the DevOps cycle, the family
requested a change to the system in the form of adding a new device, a smart
TV. So the team begin anew with the planning phase. They already have a
context diagram, and can easily add the TV to create a new context. The
TV does not affect many other devices, so the team need only to focus on the
new device, and create a DFD. From there they continue with privacy and
security risk modelling, and finally translating those risk models to executable
risk assessment algorithms.
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Chapter 7

Conclusion

In our introduction, we established that risks related to security, trust and pri-
vacy is a big challenge for IoT systems, and that the need for proper security is
important. Further, due to devices having constraints on cost, time to market
and functionality, many developers disregard the assessment of these risks. IoT
systems typically operate in highly dynamic environments, and need to be able
to evolve and adapt. By examining the current state-of-the art of risk-driven
planning of IoT systems, we concluded that there is a lack of support for trust-
worthy smart IoT systems, and also a lack of tool-support for these systems, in
the DevOps practice [3, 4, 48]. Thus, in this thesis we developed both a risk-
driven method and tool to support the trustworthy execution of IoT systems,
and provide the following contributions:

• A method with the purpose of assisting developers in the planning phase
of DevOps with identifying security and privacy risks, and executing risk
assessment algorithms.

• A tool to support our method, and facilitate automatic real-time monit-
oring of risk.

• A case study to demonstrate the feasibility of the tool as well as the
method in which the tool is used.

We applied our tool and method in a smart home case to simulate a real-life
scenario, and to show how both the method and tool may be used, and how it
suits the DevOps practice by supporting changes to the system. The tool may
also simulate real-time input gathering from monitors though our custom made
API.

In the following sections we discuss directions for future work related to out tool
and method and threats to validity.
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7.1 Future Work
We identify several directions for future work that may be of interest:

• Empirical investigations to determine the usability of the tool and method
can be carried out. A usability study might uncover features that are not
properly expressed to the intended user, or absence of behaviour required
to fulfil the tool’s potential. This can provide valuable insight toward
how the tool can be refined to suit the needs of developers and potential
stakeholders.

• Implement the real-time monitoring feature properly such that the privacy
and security risk assessments can be calculated live, so that the user is
given an updated, comprehensive view of the overall risk in the given IoT
system.

• Implement a CORAS modelling component to the tool, so that one does
not need to rely on external tools. This will also help in depicting large
CORAS diagrams in the tool, as currently the tool only takes static images
which can not be resized. This would also allow for the possibility of
automatically generating DEXi algorithms "trees" without scales based
on the CORAS diagrams. This way the developers would only need to
create the scales and decision trees for the DEXi algorithms.

7.2 Threats to Validity
The tool supported method has currently been carried out in its entirety only
by the author. This was deliberate in order to evaluate the applicability of our
tool supported method. However, this is also a threat to validity in terms of
the feasibility and applicability of our tool supported method by potential users
and its appropriateness for DevOps. As already mentioned in future work, these
aspects needs to be addressed in case studies and experiments. On the positive
side, however, we know that CORAS has been tried out in practice in sharp in-
dustrial cases [60]. The DEXi tool has also been tried out in industrial cases as
reported by the author of DEXi [61, 115]. The STRIDE method including DFD
diagrams is one of the most popular approaches in identifying cyber risks with
respect to data flow [116]. For example [117]. And finally, the schematic trans-
lation of CORAS risk models to machine-readable risk assessment algorithms
have been tried out in full-scale industrial pilots in the EU projects WISER
[118] and CYBERWISER.eu [119]. In other words, the different parts of our
tool-supported method have been thoroughly tried out individually in real-life
industrial settings, which in turn can support the feasibility and applicability of
our method.

Our tool-supported method integrates the above-mentioned approaches in
one tool-supported method, and we therefore do acknowledge that our tool-
supported method must be thoroughly tried out in its entirety in real-life De-
vOps setting to assess its feasibility and applicability.
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