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Abstract

Firms compete by offering consumers lower prices but also high-quality products, and a wide range of choices. With the increasing commercialization of personal data, there is a growing consensus that the level of privacy protection and deployment of Privacy Enhancing Technologies (PETs) could be subject to competition, as an element of quality, choice or innovation. A case in point is the recognition by the European Commission that data privacy constitutes a key parameter of non-price (quality) competition in markets for consumer communications and professional social networks. This development signifies that market power may be exerted by reducing the level of data privacy and foreclosing competition on PETs deployment. Despite this, how market power affects competition on privacy and PETs remains unclear. This is partially because microeconomic theory offers little help in predicting how market power or lack thereof affects quality (including choice and innovation).

The aim of this article is to examine how market power in the underlying services that generate data impacts competition in data privacy and whether the proxies for assessing market power in these underlying services cater to data privacy interests. To this end, first, the article begins by highlighting some emerging but inconclusive literature shedding some light on the link between market structure and competition in data privacy. Secondly, the article identifies and discusses the structural and behavioural considerations that might hinder effective competition through data privacy and PETs. Finally, it examines the role that competition law can play in promoting and maintaining such competition.
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I. The Role of Market Power in Competition Law

Market power – defined as the ability of a firm ‘to profitably increase prices, reduce output, choice or quality of goods and services, diminish innovation’¹ – is a central guiding concept in the application of EU competition law. This is because most competition law violations depend on whether a firm or a group of firms possess market power. Unilateral conduct that contravenes Article 102 TFEU² are dependent on the existence of dominance, which is equivalent to ‘substantial market power’.³ Although less prominent, market power is important for TFEU Article 101. This is because the de minimis doctrine exempts some anticompetitive agreements, decisions or concerted practices owing to lack of market power.⁴ Moreover, the rules on mergers are primarily aimed at controlling the accumulation of market power into a single or handful of firms.⁵ Thus, arguably proof of market power, albeit of different degrees, is a prerequisite for competition law intervention.

Despite its importance, determining the ability of a firm to profitably increase price or reduce quality is not an easy exercise. In price theory, one resorts to the competitive price, understood to be close to the marginal cost of the product/service (incremental cost of producing one additional unit).⁶ Thus, charging prices above the marginal costs gives a sign of market power.⁷ The Lerner Index, a tool used for measuring market power, relies on price and marginal cost. However, marginal cost is a hypothetical construct and difficult to gauge, which makes computing market power based on price-marginal cost margins a formidable task.⁸ Similarly, this approach is unworkable where the price is ‘zero’.⁹ Thus, often competition authorities have to resort to proxies that capture this ability to increase prices, reduce output, choice or quality.

Key factors signalling this ability include the existence or lack thereof of ‘competitive constraints’, which is assessed having regard to the constraints imposed by actual and potential competitors in the market but also the bargaining power of customers, commonly known as

¹ Guidelines on the assessment of horizontal mergers under the Council Regulation on the control of concentrations between undertakings OJ C 31/5 [2004], para 8.
⁴ Commission Notice on agreements of minor importance which do not appreciably restrict competition under Article 101(1) of the Treaty on the Functioning of the European Union (De Minimis Notice) [2014] OJ C 291/01.
⁵ COUNCIL REGULATION (EC) No 139/2004 of 20 January 2004 on the control of concentrations between undertakings OJ L24/1, Article 3. See Whish and Bailey (n 3) 876-877.
⁸ Landes and Posner (n 6) 941.
‘countervailing buyer power’.\textsuperscript{10} Market share, the most commonly used proxy to compute market power, captures the competitive constraints imposed by existing competitors. Under EU competition law, market share is a useful indicator of market power as it shows the relative economic position of undertakings active in the market and their ability to respond to a potential increase in price or reduction in quality.\textsuperscript{11} Various metrics are used to compute market share but the most common method is based on turnover or volume of sales. Potential competition accounts for the existence of barriers to entry or expansion including legal barriers, control of essential supplies, economies of scope and scale.\textsuperscript{12}

‘Zero’ price markets present challenges to current approaches for assessing market power – both in light of how to calculate market power and how market power can be exerted. This is particularly the case where the data privacy of individuals is at stake, as is the case with the most popular digital services. At the heart of the business models for companies such as Google or Facebook is a detailed collection and analysis of data about consumers—where they are, what devices they use, what they purchase, and different categories of their online behaviours and interests. Among others, such data allows the companies to create detailed profiles of consumers and to deliver online advertising in a precise fashion. In return, consumers are getting targeted ads and a broad array of ‘free’ content, products, and services. However, in many digital services ‘free’ does not equate to ‘costs nothing’.\textsuperscript{13} This is because the data collected from the services is monetised through advertisement, which in turn finances these ‘free’ services. Moreover, such collection and use of data is associated with data privacy concerns. Thus, ‘zero’ price can be a profit maximizing strategy and firms may exercise market power in such markets, e.g., by reducing the level of privacy.\textsuperscript{14}

Despite initial scepticism,\textsuperscript{15} there is a growing consensus that the level of privacy protection and deployment of PETs could be subject to competition as a parameter of quality, choice or innovation, particularly when services are provided for ‘free’ and in exchange for personal

\textsuperscript{10} Article 102 Guidance (n 3) para 12. Countervailing buyer power is less important for the discussions on ‘zero’ price markets.

\textsuperscript{11} Ibid para 13.

\textsuperscript{12} Ibid para 17.


data. More particularly, in the Facebook/WhatsApp merger, the European Commission (EC) indicated that in markets for consumer communications, data privacy and data security constitute key parameters of non-price competition. The EC further affirmed this stance in Microsoft/LinkedIn, claiming that data privacy is ‘a significant factor of quality’ in the market for professional social networks (PSNs) and could be negatively affected by the merger.

This development brings competition policy closer to the digital reality by acknowledging that market power may be exerted by reducing the level of data privacy and foreclosing competition on PETs. However, how market power affects data collection practices of firms, particularly their incentives to compete on privacy and PETs, remains unclear. This is partially because microeconomic theory offers little help in predicting how market power or lack thereof (intensity of competition) affects quality (also choice and innovation) including the level of privacy. Moreover, in ‘zero’ price markets, the evidence available to gauge the existence of market power may be ‘less plentiful and less clear.’ Given such lack of clear evidence, analysis of market structure could inform how market power ought to be computed in such markets and to better understand the role of competition law in maintaining competition in data privacy and PETs. Section II highlights this link between market structure and the level of competition in data privacy.

Another challenge is that despite the recognition that market power can be exercised through non-price parameters including the level of data privacy, the proxies used to assess market power remain largely price-centric or fail to cater to data privacy interests. For example, entry barriers, such as control over essential resources, are important proxies for market power because they prevent competitors from responding to price increases or quality reduction in timely manner. One may well then ask: where market power may be exerted by reducing the level of privacy, what factors may hinder competitors from responding to such a reduction and whether such factors are given due regard in market power assessments? Section III addresses this question by discussing the structural and behavioural considerations that might hinder effective competition through data privacy and PETs.

---

16 However, this does not necessarily mean that privacy is irrelevant for paid services. This is consistent with the Commission’s finding that loss of ‘confidentiality’ could be considered product degradation for paid services. See Case M 4854 TomTom/Telia Atlas decision of 14 May 2008, para 272-275.
17 Case M 7217 Facebook/WhatsApp decision of 3 Oct 2014, para 87.
18 European Commission, ‘Mergers: Commission approves acquisition of LinkedIn by Microsoft, subject to conditions’, (6 December 2016).
Similarly, the focus on turnover to compute market power is partly justified because if a firm charges prices above the competitive level, its turnover would reflect such ability. In other words, a strong link exists between the proxies used to compute market power and how this power is exerted. This raises the following question: where privacy is an important parameter of competition, whether the proxies used to assess market power (share) are able to capture the privacy considerations behind the collection and use of personal data. What alternative proxies can better capture these interests? Section IV demonstrates that some proxies can better capture data privacy concerns than others and highlights some of the constraints relevant for competition in data privacy and PETs.

II. Market Structure and Data Privacy

The Commission decisions in Facebook/WhatsApp and Microsoft/LinkedIn recognise that the level of data privacy can be an element of competition. Similarly, many academics have noted that firms engage in ‘competition on privacy’ or ‘competition on data protection’. However, it is also true that, in most ‘zero’ price markets, e.g., search and social networks, privacy as a competition parameter often plays second fiddle to the competition in the quality of the underlying services. Search engines compete based on the relevance and speed of the search results; and social networks by offering users richer functionality and a bigger network. The question then is, if privacy is considered as a non-price (quality) parameter, how does the intensity of competition in the underlying services affect the level of privacy?

Unlike price, microeconomic theory does not offer a clear relationship between the intensity of competition and its impact on quality (including choice and innovation). Reviewing many studies, the OECD roundtable indicates that the increased level of competition could have positive and negative effect on quality. This is particularly the case if a firm’s decision on price is unconstrained. Accordingly, no general conclusions can be drawn on the effects of competition in the level of data privacy and understanding this would require empirical studies tailored to individual markets. However, exceptions apply. There is some measure of consensus

---

22 Maurice Stucke and Allen Grunes, Big Data and Competition Policy (OUP, 2016).
24 Facebook/WhatsApp (n 17) para 102.
26 Ibid 20-40.
27 Ibid 41.
that if firms’ price making decisions are constrained, as in regulated markets, an increase in the intensity of competition can yield better quality.28 If price constraints affect quality competition, one can ask whether ‘zero’ price markets exhibit such constraints. Specifically, are there forces that constrain firms’ ability to adopt positive or negative prices?

The question is important because if ‘zero’ price markets are considered to exhibit such constraints, some of the research on regulated markets in relation to competition and quality could be relevant. In this regard, one argument is that the ubiquity of ‘zero’ price markets is not entirely coincidental as firms’ pricing decisions in these markets might be constrained by several factors.29 On the one hand, transaction costs may constrain the ability of companies to set positive prices. Particularly, costs from setting up and executing payment might be high enough that ‘the unconstrained profit maximizing price would be close enough to zero’.30 Concomitantly, companies might be deterred from setting negative prices, paying consumers for using their services, because this might ‘create perverse incentives on the consumer side.’31 Taking an ad-supported newspaper as an example, if the publisher offers payment for users to read the papers, many users might take the papers just to get the payment without necessarily increasing the exposure of the advertisement to additional users.32 An additional problem with negative prices is that consumers might exploit such service under multiple identities.33

Thus, arguably, where these factors (transaction costs and perverse incentives) exist, the price making decisions of firms is constrained, resembling regulated markets, making the predictions also relevant to ‘zero’ price markets. If this is valid, one could then argue that where prizes are ‘zero’, a competitive market —understood as a market where a single or group of companies do not possess market power— can be generally considered to lead to better quality products/services including the level of data privacy.34

Although inconclusive, there is emerging empirical evidence that lends support to this claim. In a working paper assessing the relationship between market power and data privacy of around two million apps in the Google Play App store, a positive correlation was found between

30 Ibid 12.
31 Ibid.
32 Ibid.
33 Benjamin Edelman, ‘Priced and Unpriced Online Markets’, Journal of Economic Perspectives 23 (2009) 21-22 (noting that overconsumption and horading can occur ‘when resources are provided without charge.’)
34 See Waehrer (n 29) 12.
the market shares of an app in a specific market with more data collection. Having computed the market share of each app, a combination of quantitative and qualitative parameters was used to assess the privacy practices of the apps. The quantitative parameter looks at the number of permissions, out of the 140 permissions available, that the app requests when downloaded. The qualitative parameter looks at the number of permissions that are considered privacy sensitive. Based on another study, 12 permissions were identified as privacy-sensitive including permissions to read: ‘phone state and ID’, ‘fine gps location’, ‘sms or mms’, ‘contact data’, ‘browser data’ and ‘sensitive log data’.

The lack of a benchmark for the optimal level of data collection (permissions) in a specific market was one of the challenges, which the authors countered by using the mean number of privacy-sensitive permissions. Accordingly, apps that have higher market share were found to require more privacy-sensitive permissions than the average in that specific market. In another study covering 300,000 Android apps over a period of four years (2012-2016), the same authors find positive correlation between the market share of the apps and the number of data access permissions by the apps. According to them, ‘market share is strongly correlated with using intrusive permissions… [and] … acquiring more data.' Moreover, the authors find that apps with higher market shares are ‘more likely to share their data with (many) outside parties.'

Other studies have shown similar results. Reviewing the data collection practices of 140 websites, Preibusch and Bonneau found a positive correlation between the number of players in a market and the competition through data privacy. According to them, where there are many competitors in a market, consumers ‘have [a] fair chance of finding a provider whose privacy regime matches their preferences.’ More importantly, the survey found that websites facing little competition (having no major competitor) tend to collect significantly more data.

---

35 Reinhold Kesler, Michael Kummer, and Patrick Schulte, 'User Data, Market Power and Innovation in Online Markets: Evidence from the Mobile App Industry' (2017) Working Paper (link). Although most of the apps studied were free, the studies also cover apps that charge small fees. Data from other sources show that 92 percent of the apps in Google Play were free (2016).
37 Ibid.
38 Ibid 18. The authors use data from Google’s Play on ‘similar apps’ to define ‘app secific’ markets and sub-markets. Ibid 12-13.
40 Ibid.
41 Ibid 25.
43 Ibid.
than those facing more competition (that have more competitors).\textsuperscript{44} All the websites with no major competitors are provided at ‘zero’ price.\textsuperscript{45}

Although these studies need to be taken with caution,\textsuperscript{46} they highlight an important and timely issue as competition authorities start to grapple with privacy. Additionally, this seems to be the stance echoed by many regulatory agencies and commentators, albeit for reasons not directly related to the abovementioned constraints.\textsuperscript{47} For example, remarking on the effectiveness of consent, the EDPS indicated that ‘[w]here there is a limited number of operators or when one operator is dominant, the concept of consent becomes more and more illusory’.\textsuperscript{48} This implies that consumers’ privacy choices are limited in less competitive markets dominated by few players. This stance is shared by Commissioner Vestager who was quoted saying that ‘when you have markets that are competitive, every little thing that makes your service more appealing to consumers can help you to compete. And that includes better protection for personal data’.\textsuperscript{49}

Moreover, in its Microsoft/LinkedIn decision, the Commission followed similar reasoning.\textsuperscript{50} According to the Commission, the pre-installation and integration of LinkedIn with Windows Operating System and Office products could lead to the foreclosure of competing PSNs. This in turn would harm consumers because it would lead to ‘a substantial reduction of consumer choice, as LinkedIn’s platform would remain the only PSN service provider available to users in the EEA.’\textsuperscript{51} More importantly, the Commission indicated that the conduct would reduce consumer choice in relation to privacy. This is because such conduct would reduce the number of PSN providers including players offering ‘a greater degree of privacy protection than

\textsuperscript{44} Ibid.
\textsuperscript{45} Ibid 279.
\textsuperscript{46} Some scholars have disputed the link between concentration and privacy, even arguing that concentrated markets with bigger firms can be better for privacy as bigger firms are likely to provide users with more privacy control tools than smaller firms. See Darren Tucker, ‘The Proper Role of Privacy in Merger Review’, \textit{CPI Antitrust Chronicle}, 2 (2015) 5. However, there are questions on whether such control mechanisms would actually enhance users’ data privacy. For example, three consumer surveys find that creating some sense of control increases the amount of sensitive data that consumers reveal to companies. Laura Brandimarte, Alessandro Acquisti, and George Loewenstein, ‘Misplaced Confidences: Privacy and the Control Paradox’, \textit{Social Psychological and Personality Science}, 4/3 (2013). Fred Stutzman, Ralph Gross, and Alessandro Acquisti, ‘Silent Listeners: The Evolution of Privacy and Disclosure on Facebook’, \textit{Journal of Privacy and Confidentiality}, 4/2 (2013) 22-24.
\textsuperscript{49} European Commission, ‘Making Data Work for Us: Speech by Commissioner Vestager’ (9 September 2016).
\textsuperscript{50} Case M 8124 Microsoft /LinkedIn decision of 6 Dec 2016.
\textsuperscript{51} Ibid para 349.
LinkedIn’. The logic behind the decision seems that consumers’ privacy needs are better served in a market where there are several players than a market dominated by a single player.

The positive correlation between more competition and better privacy might seem at odds with the competition in other parameters, particularly functionality as such competition can be manifested by introducing features that solicit more data from users. For example, Facebook’s addition of features that allow users to express their feelings (happy, loved) enriches users’ experience on the platform but also is a source of sensitive personal data with significant privacy implications. Similarly, the integration of third party apps (e.g. games) into Facebook enhances functionality but has privacy implications because users’ data are shared with app developers and usage of the app generates further information for Facebook and the apps. Thus, an argument could be made that competition primarily driven by functionality might have negative implications for data privacy.

However, not all competition on functionality entails reduced data privacy. For example, a study among 45 social networks shows that ‘functionality is not related with more data collection.’ Moreover, in a well-functioning and competitive market, firms would offer different alternatives that cater to varying privacy preferences of individuals. If some players are non-transparent about their data collection and usage, other firms would offer consumers with a clearer and better privacy policies. Similarly, if consumers feel that they are being asked for too much personal data, a competitive market would respond by offering users services that collect as little data as possible and if necessary, charge a subscription fee.

The emergence of

52 Ibid para 350.
54 Facebook has faced critics for targeting users’ based on their emotional states and allowing advertisers 'to reach those who feel “insecure,” “anxious,” or “worthless.”' See Matthew Crain and Anthony Nadler, 'Commercial Surveillance State: Blame the Marketers', (NPlusOne, 27 September 2017).
55 See Brandimarte, Acquisti, and Loewenstein (n 46).
56 Ramon Casadesus-Masanell and Andres Hervas-Drane, 'Competing with Privacy', Management Science, 61/1 (2015) 4 (noting that 'higher intensity of competition ... can result in an increase in the stock of information disclosed'). Paul Ohm, 'The Rise and Fall of Invasive ISP Surveillance', U. Ill. L. Rev., 5(2009) 1425-1427 (showing how intense competition in the broadband market has led to 'trading user secrets for cash').
57 Joseph Bonneau and Sören Preibusch, 'The Privacy Jungle: On the Market for Data Protection in Social Networks', in Tyler Moore, David Pym, and Christos Ioannidis (eds.), Economics of Information Security and Privacy (Springer, 2010) 132-135. Social networks (SN) are broadly defined to include services that are available for anyone to join where ‘people commonly present their real-world identity’ and interact ‘with others via profile pages on the Web.’ The definition includes general-purpose SNs that have over 500000 users (e.g. Facebook), specialised SNs (e.g. LinkedIn), media-recommendation sites (last.fm). Excluded are websites such as YouTube, instant messaging services, online-role playing games, and SN not available in English. Ibid 124-126.
58 See O’Brien and Smith (n 47) 37. Stucke and Grunes (n 21) 51.
numerous services in the last few years trying to cater to the privacy concerns of individuals is a confirmation that companies can compete through differentiation. A prominent example is the search engine DuckDuckGo that differentiates itself through its privacy policy, promising users that it does not track or share their personal data. Its marketing motto is ‘The search engine that doesn’t track you.’

Despite such emerging competition, consumers still suffer from a lack of viable alternatives. For example, the EDPS noted that the market for privacy and PETs is underdeveloped. Similarly, The Economist observed that consumers are ‘showing symptoms of what is called “learned helplessness”’ where they have no choice than to accept ‘impenetrable’ terms and conditions on their data use. Consumer surveys further strengthen the lack of viable alternatives. According to Eurobarometer survey, many Europeans feel they have lost control over their privacy, with 71 percent indicating the lack of alternative to obtain products/services without providing their personal information. A similar survey of Americans found that the majority ‘are resigned to giving up their data’ and ‘believe [that] it is futile to manage what companies can learn about them’. Another survey documents the lack of adequate differentiation through data collection practices and privacy policies among search engines and social networking sites. The study underlines that welfare could be enhanced if there were more variances in the data collection practices and suggest that regulatory policy might target mandating that ‘search engines and online social networks were more spread out over the continuum of privacy preferences.’ But before delving into what regulation can do, one needs to ask why the market is not offering adequately differentiated services that cater to privacy preferences of consumers, a subject discussed in the next section.

### III. Structural and Behavioural Considerations

This section examines the structural and behavioural features that might hinder effective competition through data privacy and PETs. Structurally, the dominance of key digital markets by a handful of firms and their control of key gateways together with alignment of incentives

---

60 Stucke and Grunes (n 21). See The UK Competition and Markets Authority, 'The Commercial Use of Consumer Data', (2015) para 3.78 (noting the ‘absence of competition over privacy’ and ‘markets failing to deliver what consumers want’).
61 EDPS (n 48) 11.
65 Preibusch and Bonneau (n 42) 281.
66 Ibid.
of those dominant companies with players that depend on monetization of data (vertical integration) are relevant considerations. The behavioural considerations address some of the factors that limit users’ ability to discipline firms for their data privacy practices. These behavioural considerations in turn can affect the supply of privacy-friendly services, leading to a ‘dysfunctional’ market equilibrium. It bears mentioning that competition policy is ill suited to address many of these structural and behavioural considerations. However, these considerations carry important implications for competition analysis focusing on data privacy and PETs.

The structural considerations highlight the incentives and capabilities of firms to engage in practices that reduce or suppress competition in data privacy and PETs including the fact that such reduction could be a profit maximising strategy. This becomes important in analysing the incentives of firms to degrade such competition, for example following a merger, especially where leading digital players are involved. The behavioural considerations become important in assessing barriers (demand- and supply-side) that could prevent competitors and consumers from disciplining firms conduct in reducing the level of data privacy. This implies that to the extent that competition authorities view data privacy as a competition parameter, their findings on the ability of users’ and competitors to constrain or react to reductions should be supported by empirical evidence on consumer behavioural and market realities. Moreover, the discussions pinpoint that competition law, particularly merger control, is the appropriate regulatory tool to foster competition in data privacy and PETs where a firm that breaks the ‘dysfunctional equilibrium’ by offering better privacy becomes a target of acquisition by dominant players that have their business models on the monetisation of personal data (see Section III(B)). Further legal implications of the structural and behavioural considerations are dealt with under Section IV, particularly Section IV(B).

A. Structural Considerations

The number of firms and their vertical integration are two commonly discussed structural characteristics that affect competition in a market. In this regard, two structural factors may contribute to the lack of effective competition on data privacy and PETs. The first is that key digital markets and gateways are dominated by a handful of players with business models that rely on monetization of personal data. Google controls more than 90 percent of the Internet

69 Stucke and Grunes (n 21) 66.
Search market in Europe (and globally). Google’s Android mobile operating system (MOS) commands around 80 percent market share in Europe and around the globe. Google Play is the leading App store in terms of total number of app downloads with more than 60 percent global market share. In YouTube, Google owns the largest video sharing site and the third most visited site in the globe with more than 1.5 billion registered users. Moreover, Google Chrome is the most used browser in Europe with more than 50 percent of market share.

Although precise figures are difficult to find, Facebook is the leading social network with more than two billion active users globally and an estimated market share of above 45 percent. Additionally, Facebook owns the most popular messaging apps, WhatsApp and photo-sharing app, Instagram with more than 1.2 billion and 700 million users. For app developers, Facebook is not only a platform with more than 2 billion users but also a provider of social login functions. A study by the Commission shows a significant increase, from 11 percent in 2014 to 88 percent in 2015, in the use of social network accounts for logging into other apps (websites). Such concentration has significant implications for competition in data privacy and PETs.

One implication is that like any other market where companies have dominance, these players have little incentive to compete on data privacy and PETs. The resulting weak competition may allow the dominant firms to engage in excessive data collection and offer fewer privacy options than would be the case in a competitive market. This is compounded by the fact that more data might enhance the quality of the service, e.g. the search result. This means that users may lack ‘qualitatively similar’ search engines, which might in turn force them to accept much higher prices (in the form of collected data) and further-reaching privacy policies than what could be expected in situations of effective competition. As noted above, there is some empirical research supporting this claim.

The second and more important structural feature is that given the nature of their business models, the interests of the dominant platforms are more aligned with actors that compete on collecting and monetizing personal data than actors trying to limit and enhance users control over their data (alignment of incentives with vertical players). In 2015, Google generated more than 90 percent of its revenue from advertising and in 2016, advertising accounted for 88

---

70 CASE AT.39740 Google Search (Shopping) [2017] decision of 27 June 2017, para 283. Also Statista.com
72 Ibid.
73 Statista.com
75 Kerber (n 59) 860.
percent. Advertising accounted for 97 percent of Facebook’s revenue in 2016 up from 95 percent in 2015. This reliance on advertisement of such dominant players leads to an environment where the companies create an ecosystem that rewards players engaging in collection and tracking of users and punishes those that try to prevent or mitigate such behaviour. For example, Google’s AdSense is an advertising network that allows publishers (website owners) to serve ads and earn ‘extra revenue’. According to Google, ‘AdSense shows timely and relevant ads alongside your own online content – and pays whenever someone clicks’. Similarly, Google’s AdMob is described as the ‘the best platform to monetize your apps and maximize your ad revenue through advertising’.

These rewarding schemes create competition for more clicks on the ad, which websites and apps try to achieve by collecting as much personal data as possible in order to better target the advertisement. Given that Google’s revenue is also dependent on users clicking the ad, Google offers such apps and websites tools that facilitate better targeting of the ads. For example, AdMob offers app owners the ‘best-in-class technology’ that allows them to ‘gain insights about your users’. Similarly, ad networks such as Google’s AdSense and DoubleClick offer publishers tools to better target ads including tools for tracking consumers and improve the ads. Additionally, the data collected by third party websites and apps feed into the advertising networks and exchanges primarily controlled by Google (AdSense and DoubleClick) and Facebook. Thus, it is in Google’s (and Facebook’s) monetary interest that publishers and apps are able to track and better target users so that users can click on the ad. Once users click on the ad, Google and Facebook get paid, and publishers and app developers ‘get their cut’. This alignment in commercial interest in turn can lead the platform to disregard the privacy concerns of its users.

Thus, it is not surprising to see that such platforms perceive innovations and the competition in privacy as a threat to their business models. Google identifies technologies that block ads

---

79 See https://www.google.com/adsense/
80 See https://www.google.com/admob/
82 See https://www.google.com/admob/
83 European Commission (n 74) 38.
85 Ezrachi and Stucke (n 81) 183.
86 See ibid.
and the tracking of users through cookies as a threat to its business model and its revenue.\textsuperscript{87} Similarly, Facebook indicates the threat of ad and cookie blockers.\textsuperscript{88} In its latest report, Facebook identifies ‘the success of technologies designed to block the display of ads’ and ‘the degree to which users cease or reduce the number of times they click on our ads’ as key threats to its financial results and its business model.\textsuperscript{89} Ad and cookie blockers do exactly that – block ads but also prevent tracking through cookies, which reduces the likelihood of users’ clicking on the ad.

Two points bear reiterating from the foregoing discussion. First, given the dominance of key digital markets by few players, the dominant platforms have little incentive to compete on data privacy and PETs. Secondly, the reliance of their business models on advertising means they consider such competition as a threat, which in turn can give rise to incentives to suppress competition. Culminating these two considerations is that these companies control key gateways to consumers, e.g., App Stores, MOS and other platforms (ecommerce or search). It is trite that such platforms are important ‘entry points to certain markets and data’ and have significant power in how different players are remunerated.\textsuperscript{90} This control gives the companies the power to set the rules of the game on who gets in, who gets promoted, who gets demoted in their platforms, and ultimately the power to ‘control and cut off’ the ‘oxygen supply’ of many digital players.\textsuperscript{91} In light of the above three factors, the dominant platforms not only have the incentive but also the ability to suppress the competition in data privacy and PETs.\textsuperscript{92}

Such harms to competition could take the form of excluding a company from gaining access to consumers e.g. blocking a privacy-enhancing app from App stores or using their financial muscle to acquire a start-up that threatens the financial results of the dominant firms by offering greater privacy. For example, in 2015 Google expelled an ad blocking software, Disconnect, from its Play Store, citing that the app violates the terms and conditions.\textsuperscript{93} The Disconnect app allows users to safeguard their ‘privacy and security … by blocking invisible, unsolicited network connections between a user’s browser or mobile device and sites/services that engage

\textsuperscript{87} See Alphabet Inc. FORM 10-K (n 77) 16.
\textsuperscript{88} Facebook Inc. FORM 10-K (n 78) 19.
\textsuperscript{89} Ibid 9 & 13.
\textsuperscript{91} Ezrachi and Stucke (n 81) 145. For discussion on the implications of ‘gatekeeping power’ for human rights, see Orla Lynskey, ‘Regulating Platform Power’ LSE Legal Studies Working Paper No. 1/2017, 13ff.
\textsuperscript{93} Following the ban, Disconnect filed a complaint against Google for infringement of Article 102 TFEU ‘through bundling into the Android platform and the related exclusion of competing privacy and security technology’. See Case COMP 40099 Complaint of Disconnect, Inc. [2015] Unreported.
in invisible tracking or are known or suspected distributors of malware. Recently, citing the same reason, Google banned AdNauseam, a research-based privacy tool, that limits the tracking of users. In contrast, Google fails to take the same action for apps that deliberately deceived users about how their data is used and thereby violate its privacy policy for the App store. Similarly, the acquisition of WhatsApp by Facebook was viewed as an elimination of a competitive threat that attracted users from Facebook through its greater privacy protection.

Whether the above specific conducts constitute anticompetitive in light of current competition rules is beyond the scope of this article. For example, blocking an app from a dominant App Store may not constitute anticompetitive conduct unless the App Store is an essential facility. However, one could ask whether competition law is equipped to deal with multiple conducts where an ad blocker is banned from a dominant App store (e.g. Android), demoted from the dominant search engine (Google search) and blocked by the dominant Browser (e.g. Chrome) at the same time. What happens if such conducts are used strategically over time to kill the momentum for such services? The question is relevant because of the important role that momentum plays in the adoption of technology in general but also in privacy enhancing services. These are issues that need consideration going forward and the recent Commission initiative to address platform fairness and transparency is a step in the right direction. For now, it suffices to indicate that competition law may not be best suited to creating incentives to compete in privacy; however, these considerations would be relevant in assessing the extent entities might engage in privacy reducing conducts (see Section IV(B)).

**B. Behavioural Considerations**

One might reasonably argue that if existing players lack the incentive to compete and offer users the desired level of privacy, new players would enter or existing players would reposition to cater to users’ privacy preferences. Additionally, although the control of key gateways may make it difficult for the new players to compete effectively, one could still argue that they, as Facebook and Google have done, can build their own platforms. The main reason for lack of effective competition on data privacy and PETs, some argue, is that consumers, particularly the
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young generation, do not care about privacy, i.e., no sufficient demand for privacy. Marc Zuckerberg’s remark that ‘privacy is no longer a social norm’ is emblematic of this stance. It may be true that some consumers care less about their privacy than others, but there is hardly any evidence to draw broader conclusions. In fact, there are many empirical studies showing that consumers, including younger ones, care about their privacy.

Another related claim is that even if consumers care about their privacy, they do little to protect it and the market responds to this signal. In other words, markets respond to what users signal through their actions and choices, known as the ‘revealed preference theory’, rather than to consumers’ stated attitudes in surveys. However, several behavioural considerations might prevent consumers from translating their ‘inner’ preferences into actions and limit their ability to discipline (reward) firms’ behaviour on data privacy and PETs.

At the forefront of the behavioural considerations is the information asymmetry between users and firms in terms of what data is collected and how it is used. At least in the EU context, such information asymmetry and the potential market failure from such asymmetry is one of the justifications for data privacy regulation, which, among others, try to ameliorate the asymmetry by forcing firms to provide users certain information on the kind of data collected and the purpose for its use. Such disclosure rules are also important in facilitating ‘competition on privacy’ by informing users about privacy practices and allowing users to make choices that fit their preferences. Often companies try to comply with such requirements through privacy policies. However, in practice, privacy policies are of little help for users.
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Many studies have shown that, first, users hardly read those policies. Even when they do, the policies are obscure and full of legalese. Leaving data subjects in the dark—i.e. confusology—in terms of how their data is used is a prevalent business practice. Thus, unless consumers are able to understand properly how firms use their data, they are unable to discipline firms’ behaviour in relation to privacy. Having analysed 261 privacy policies across seven markets, Marotta-Wurgler concluded that in the current state of affairs, privacy policies fail to serve users and if this continues, competition through privacy cannot work.

In the rare case that consumers read and understand the policies, other behavioural considerations may impair them from behaving competitively. Examples include uncertainty on privacy risks, immediate gratification, and status quo bias. For example, users, even those who are privacy sensitive, tend to engage in risky information revelations in the face of immediate benefits from disclosure (e.g., unlocking a feature). Another behavioural phenomenon that might affect users’ privacy decisions is status quo bias, particularly default settings. Defaults make switching difficult even if users are able to detect degradation and have information about an alternative product/service with superior data privacy protections.

Moreover, the above demand-side considerations transform into supply-side problems where firms’ incentives become aligned with users’ undesirable behaviour, leading to what economist Farrell refers to as the ‘dysfunctional equilibrium’. One outcome of the abovementioned consumer behaviour on privacy policies is that new entrants learn that they are unable to affect demand by opting for ‘more protective policies and clearer disclosures’ and ‘making privacy-protective promises’. This is partly because firms expect that users will not read privacy policies and reward them for this behaviour. Some surveys support this assertion. Research among 45 social networks shows that the majority do not mention privacy as a promotional tool and no site attempted to use the content of its privacy policy as a draw to its services. Even sites that mention privacy as a promotional tool do so in ‘a vague and
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general fashion’. \textsuperscript{116} This, together with the dominance of few players and lack of viable alternatives, leads to consumer cynicism i.e. consumers learn that firms will not protect their data privacy regardless of their privacy promises;\textsuperscript{117} consumers become ‘resigned’\textsuperscript{118} or develop ‘learned helplessness’\textsuperscript{119}. This cynicism may explain why even those firms that promote privacy do not get adequate reward. In this regard, the above research on social networks found that sites promoting privacy registered a significantly weak increase in traffic during the study period than sites which do not promote privacy.\textsuperscript{120}

The combination of consumers’ cynicisms and firms’ lack of incentive leads to ‘dysfunctional equilibrium’, which Farrell explains as follows:

If firms perceive that few consumers shift their demand in response to actual privacy policies, then the firm’s incentives are to make its policy noncommittal and/or non-protective, and to go for the biggest available [revenue from reusing the data] ... It would then be tempting to design disclosures so as not to really communicate the choice of policy, if it is possible to obfuscate for the minority of consumers while retaining the ability to claim that the policy was disclosed. Meanwhile, if consumers perceive that firms behave in this kind of way, they will not expect attentive reading of privacy policies to be a rewarding activity. These patterns of conduct and expectations would reinforce each other, which is what makes them a game-theoretic or economic equilibrium.\textsuperscript{121}

The challenge is that such equilibrium can be very hard to break because a) a consumer cannot suddenly start reading privacy policies as they do not see it as a rewarding activity; and b) even if she does, she is likely to learn little or get a confirmation of her cynicism as firms still expect that few consumers read polices and opt for vague policies.\textsuperscript{122} Similarly, a smaller firm’s ability to break such equilibrium is limited because users do not reward such behaviour and the firm’s demand would not shift significantly; thereby the firm can only sacrifice revenue from monetizing data.\textsuperscript{123} Thus, more often, Farrell argues, escaping such equilibrium requires actions ‘by large and powerful players’.\textsuperscript{124} However, as noted in Section III(A), the dominant players lack the incentive to break this equilibrium because their interests are better served in such equilibrium and can even contribute to its perpetuation by making it difficult for smaller players to break the equilibrium through blocking and demoting such players in their platforms.
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Furthermore, in the rare instance where a small player manages to break the equilibrium and attracts users, they might use their financial muscle to acquire such players and suppress emerging competition. A case in point is the acquisition of WhatsApp by Facebook and the subsequent change to WhatsApp’s’ privacy policy, which contributes to the perpetuation of the ‘dysfunctional equilibrium’.

This is because WhatsApp was trying to disrupt market conditions based on harvesting personal information and offering behavioural advertisement by adopting a business model that was built on respecting users’ privacy in exchange for small subscription fee. Contrary to Facebook, WhatsApp only stores limited information about its users and does not offer targeted advertisement. In this sense, one could argue that WhatsApp was seeking to disrupt the most commonly used business model that benefited Facebook, which is partly a result of the ‘dysfunctional equilibrium’\textsuperscript{125} and the ‘free’ effect.\textsuperscript{126} From its popularity,\textsuperscript{127} WhatsApp was succeeding in disrupting the equilibrium\textsuperscript{128} and overcoming the challenges of the ‘free effect’, which seem to be halted by the merger.

Following the merger, WhatsApp not only changed its privacy policy to share data with Facebook but also, abandoned its subscription model by adopting a monetization strategy that allows users to communicate with businesses via WhatsApp. These changes could be sources of new information for WhatsApp (e.g., insights into health of users if a user is communicating with a psychiatrist) and WhatsApp has indicated that it would not exclude the possibility of introducing ads into its services.\textsuperscript{129} This implies that before the merger, users had the option to choose among the leading messaging apps, one based on a subscription fee, minimum collection of personal data and an ad free experience; and another that heavily relies on collection and monetization of users’ data, which seems to have disappeared after the merger.\textsuperscript{130} Following the merger, the two leading messaging apps rely on monetization of personal data, taking aback the initial steps WhatsApp has taken in disrupting the ‘dysfunctional equilibrium’ and overcoming the ‘free effect’. Thus, in the rare case where a small player breaks this equilibrium
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and manages to attract users, competition policy seems to be the appropriate regulatory tool to protect the consumers’ interest and prevent the nascent competition from being cut short. Absent that, acquisitions of WhatsApp’s kind will only perpetuate the ‘dysfunctional equilibrium’ and competition on privacy and PETs will hardly mature.

Overall, these structural and behaviours considerations will affect the effectiveness of competition through data privacy and PETs, which need to be accounted for in competition analysis. However, given the limited scope of competition law (players with market power), other regulatory tools might be better suited to address some of the problems. For example, some of the changes under the General Data protection Regulation (GDPR) are aimed at mitigating the problems related with information overload and cognitive limitations. The rules introduce the possibility of communicating information to consumers using standard icons.\textsuperscript{131} Standardizing information provision is a move in the right direction. Similarly, the principle of ‘data protection by design and by default’ will be important in ‘hardwiring’ privacy into services/products and incentivizing the development of PETs. However, at least in the EU context, data privacy rules impose an upper ceiling (maximum harmonisation) that flows from their goal of facilitating free flow of data.\textsuperscript{132} Thus, the market remains key in incentivizing firms to aspire to provide even higher levels of privacy than those guaranteed under the rules through competition – provided such competition (its harm) is given proper consideration under competition law. The next section explores the role that competition law can play.

\section*{IV. The Role of Competition Law}

At its core, competition policy is aimed at maintaining and prompting competition in private markets. The overarching question for this section is: what role can competition law play in maintaining and promoting competition in data privacy and the deployment of PETs.

First, as digital markets evolve towards services offered at ‘zero’ price but in exchange for personal data, the definition of market power should reflect the ability of firms to reduce the level of data privacy. An essential first step towards this is to recognize that privacy and the development of PETs constitute parameters of competition for digital services particularly where such services are provided in exchange for personal data. As shown in Section I, competition policy has already shown its flexibility to accommodate such competition. This is
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an important step forward if competition policy is to play a role in maintaining and prompting competition through data privacy and PETs.

The next and most important step is giving due regard to data privacy practices of firms and competition in privacy in assessing market power. Here, I offer two suggestions that could help promote competition in data privacy and PETs.

**A. Proxies for Market Power (Share) that Better Capture Data Privacy**

How market power is computed is often associated with how it can be exerted. In services where money changes hands, the reliance on a turnover to assess market power is justified because if a firm charges prices above the competitive level, its turnover would reflect such ability. In other words, a significantly high turnover, compared to competitors, signals the ability of the firm to charge higher prices than its competitors but also the limited ability of the competitors to respond to the price increase and thereby impose competitive constraints. To the extent that market power in zero price markets could be exerted by reducing the level of privacy, at issue is whether the proxies used to compute market share are able to capture the privacy considerations behind the collection and use of personal data.

The main point advanced here is that to the extent that market share is the relevant indicator of market power in services offered at ‘zero’ prices but in exchange for personal data, competition authorities ought to resort to proxies that could also cater to the data collection practices and related data privacy concerns of individuals. Depending on the specific market, market share could be assessed based on different considerations and some proxies are better at capturing data privacy concerns than others. For example, in social media, market share could be computed based on the total number of users, active number users, or time spent on the service. But as shown below, the metric based on ‘time spent’ might be better at capturing the privacy concerns resulting from the data collection and use.

In the Facebook/WhatsApp merger, the Commission evaluated different proposals for computing market share. The merging parties suggested a metric based on the ‘reach data’, i.e., the percentage of users that have used an app during the last 30 days on iOS and Android smartphones. While acknowledging its shortcomings, the Commission relied on the suggested metric citing the lack of reliable data on other metrics. In so doing, the Commission
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rejected other suggestions from respondents. Among the suggestions submitted was one based on ‘monthly minutes of use (how long a user engages with the app).’\textsuperscript{136} Such metric, the respondents suggested, better captures ‘(i) the importance of the application to the end consumer (i.e. consumer engagement) and (ii) its potential value either through direct monetisation from the consumer or indirectly through advertising.’\textsuperscript{137}

The time-based metric is also relevant from a data privacy perspective because it can better capture the data privacy interests of individuals where the business model relies on monetizing users’ data than the metric suggested by the merging parties. This is because, first, although inconclusive, there is some empirical evidence showing that the more time users spend on a service, the more data they provide. According to a study conducted on Facebook users, ‘the amount and scope of personal information that Facebook users revealed’ has increased over time.\textsuperscript{138} Another research shows the existence of a positive correlation between the time users spend on social networks and the content they generate.\textsuperscript{139} Generating and interacting with content is often an additional source of personal data (observed and inferred) for such sites.

Secondly, as argued elsewhere,\textsuperscript{140} the use of many digital services such as Facebook is associated with a continuous generation of personal data, which leads to overexposure, and loss of practical obscurity. This implies that the more time users spend on such services, the higher the risks to their privacy. This claim is strengthened by one study, which finds a positive correlation between users’ privacy concerns and duration of usage, i.e. users’ privacy concerns grew overtime through usage.\textsuperscript{141} According to this research, users of new social networks have often ‘little data uploaded and thus their privacy is less of a concern.’\textsuperscript{142} In light of these considerations, a time-based metric could indirectly capture such concerns. In contrast, the metric based on ‘reach data’, followed by the Commission in Facebook/WhatsApp, would treat two apps with the same number of monthly users but significantly different amount of time spent on the apps (impliedly different privacy implications) as having the same market share and consequently market power, which may underestimate the above evidence of more time and higher privacy concerns.
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Thirdly, using time as proxy captures situations where multi-homing could actually be a sign of market power over privacy sensitive groups. Unlike traditional goods/services, users can simultaneously use different digital services/products. No doubt, this facilitates entry into market and the possibility of exerting competitive constraints on existing players. However, sometimes, the impact of multi-homing on competition through data privacy can be exaggerated. This is partly because consumers who have downloaded an app (e.g. X) with better privacy conditions may still be forced to spend most of their time on another app (e.g. Y) with lesser privacy because of network effects. In such cases, the choice to multi-home between the apps (X & Y) is not necessarily an indication that these services exert competitive constraints on each other.\textsuperscript{143} Instead, it can be an indication of the market power that Y has over the consumer group with higher privacy preferences that would have preferred using just X. This is described as a situation where ‘the tyranny of the majority dictates the privacy choices of the minority.’\textsuperscript{144} In such circumstances, time spent could be used to test whether a service (e.g. Y) may be exercising market power over the users who might have wanted to stick with just X. For example, a significant disparity in the time spent among the two services (e.g. X & Y) may give a preliminary indication that the service where users spend most of their time (e.g. Y) may be exercising market power over certain group of users regardless of users’ multi-homing.

Moreover, time spent is positively associated with lock-in effects. This is because time spent curating and updating their profile on a social network can discourage users from multi-homing across different services and make it difficult to exit the network.\textsuperscript{145} Such customer lock-in can give firms an incentive to engage in opportunistic behaviour, such as changing privacy policies or making such policies difficult to enforce,\textsuperscript{146} which could be a sign of market power in such markets. From an administrative perspective, data on time spent could be easily available as market players collect such data for commercial purposes.\textsuperscript{147}

Assessing market power through time spent (attention) is not necessarily novel although most discussions do not focus on its significance to cater to data privacy concerns. Having noted that online platforms compete on attention, Evans suggested computing market power through time spent, being the best proxy to measure attention, across broadly defined markets including
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search, social media, and ecommerce websites. All such websites compete for scarce resource i.e. users’ attention and the popularity of one service necessarily diverts attention from the other regardless of their content and thus ought to be in the same relevant market. This implies that in assessing the market power of Google, one would factor in the time users spend on all Google services (e.g. Search, Maps and Gmail) vis-a-vis the time users spend on other platforms such as Facebook and Amazon. This is an interesting suggestion from data privacy perspective because it can also capture the data privacy concerns resulting from collecting and combining data across many services. However, for competition law purposes, what is important is the substitutability of the services, not whether one service takes attention away from other services. Otherwise, such approach would lead to excessively broad markets as most paid products/services also compete for one scare resource i.e. users’ money. Wu offers similar suggestions where the market power of ‘attention brokers’ such as Facebook and Google is measured based on the time spent on such platforms. Wu departs form Evan’s suggestion in that the attention could be based on narrowly defined markets such as search or social media, which is more in line with current Commission practice.

Overall, where market power is assessed in ‘zero’ price markets through market share, competition authorities could use a metric, where feasible, that can also cater to data collection practices of firms and associated privacy concerns. As shown above, relying on the time spent allows competition authorities to factor in, albeit impliedly, the personal data that consumers provide, the associated privacy concerns from more usage, the possibility to exert market power in the face of multi-homing and the lock-in problem from spending more time on a service. This is particularly the case if privacy is considered a parameter of competition. No denying such metric will have its own deficiencies, but the goal is not to promote a particularly proxy for computing market share. Instead, the main suggestion is that where competition authorities have the possibility to use different proxies for assessing market share in markets where services are provided at zero price but in exchange for personal data, a good rule of thumb could be to
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test the extent to which the different proxies cater to the possible risks from data collection and reduction in privacy, which can be a reflection of market power in such markets.

**B. Competitive Constraints and Incentives behind Firms’ Data Privacy Practices**

Analysis of competitive constraints takes central stage in market power assessment. Regarding the competition on privacy and PETs, attention is drawn to the following three issues. The first deals with sources of competitive constraints. In conventional markets, the view is that the more identical the products are, the stronger the competitive constraints they impose on each other. This is the approach followed by the Commission in Facebook/WhatsApp where differences in privacy policies was taken as a sign that makes the messaging services complementary rather than competitors. However, as shown elsewhere, competition analysis needs to embrace the possibility that when it comes to privacy and privacy policies, competition is more sequential than simultaneous and dissimilarity either in the technology (e.g. deploying end-to-end encryption) or policy (offering better conditions of data collection and processing) can be just the beginning of a competition that exerts competitive pressure on others, rather than make the firms complementary. In addition, when a new service, e.g., WhatsApp, attempts to draw users from an established network by offering superior privacy, the existence of an established network, e.g., Facebook, albeit with a different privacy policy, can still discipline the former’s (WhatsApp’s) behaviour. Thus, going forward, the focus should be on the competitive constrains that entities impose on each other through providing more attractive alternatives to privacy-prioritising consumers.

More importantly, market power assessment should give due regard to the competitive constraints on firms’ data privacy practices. Generally, assessment of competitive constraints indirectly addresses factors, e.g. control of essential resources, which prevent other competitors from responding to a price increase or output reduction. The intuition is that if a firm controls an essential resource, the ability of competitors to respond to a price increase or output reduction is unlikely or untimely. The argument here is that when it comes to the competition in privacy and PETs, there are factors that may hinder competitors from responding to a reduction in privacy, which need to be accounted for in market power analysis.

One such factor is the consumer behaviour discussed under Section III(B). In his book, Patterson suggests computing market power in information markets having regard to the
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potentially anticompetitive conduct and relevant factors that prevent competitors from responding to such conduct. Among others, Patterson identifies the challenges in detecting degradation in quality of information products (e.g. search) by both consumers and competitors. One could identify similar factors regarding competition in privacy and PETs. As noted in Section III(B), consumers’ decision-making in data privacy are impacted by information asymmetry, confusology and default settings (status quo bias). Similarly, if users do not read or understand privacy policies, firms are unable to attract demand by offering better privacy. These factors play a role in the ability of consumers and competitors to respond to a reduction in privacy and need to be taken in to account in market power analysis. This implies, for example, that any assessment by competition authorities that pre-existing privacy policies would constrain a firm from behaving in a certain way without factoring in the limitations with consumer behaviour on privacy policies would be inadequate. The Commission’s decision in Facebook/WhatsApp is illustrative of this problem.

Assessing how a reduction in privacy might serve as a constraint on the merged entity’s incentive to introduce targeted advertisement in WhatsApp, the Commission noted that this would be unlikely because WhatsApp has to change its privacy policy and start collecting more data. According to the Commission, if the merged entity were to change its privacy policy in order to collect more data (age, gender, country, message content) from WhatsApp users, some users may switch to ‘less intrusive’ and ad free texting apps. Moreover, the introduction of ads might lead to abandoning the end-end encryption in WhatsApp, which might create dissatisfaction among users that value their privacy. This analysis of competitive constraints is predicated on two assumptions that are untenable given consumer behaviour and the incentives of firms for collecting more data.

The first assumption is that users are able to impose effective competitive constraints on firm’s data collection practices and privacy policies. However, the post-merger behaviour of WhatsApp to change its privacy policy without any adverse consequences demonstrates that the Commission’s assumptions were built on shaky foundations. Two years after the merger, WhatsApp changed its privacy policy to the effect that data generated by WhatsApp will be shared with Facebook (and family companies), allowing Facebook to display more relevant ads.
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on WhatsApp users’ Facebook accounts.\textsuperscript{162} However, unlike the Commission’s prediction for users to punish such behaviour, the change seems to have no or little impact on WhatsApp.\textsuperscript{163} Even after the change, WhatsApp remains the leading messaging service with active monthly users of 1.2 billion, up from 600 million users at the time of the merger. Then the question is how could WhatsApp, contrary to the Commission’s prediction, be able to change its privacy policy to share data with Facebook and still remain a market leader in messaging services?

One explanation can be found in the above-mentioned behavioural considerations (Section III(B)). WhatsApp’s privacy policy seems to have been designed with the objective that users are not alerted to the changes and to make it difficult for users to opt-out of sharing their data with Facebook. The following diagram shows the notification and the opt-out mechanism WhatsApp employed.

![WhatsApp's Privacy Policy Notice (Mobile)](image)

As can be seen from the screenshot (left), first, users are prompted to ‘agree’ to updates on ‘Terms and Privacy Policy’ that ‘reflect new features like WhatsApp calling’ without any mention that data from WhatsApp will be shared with Facebook. By so doing, WhatsApp hides

\textsuperscript{162} WhatsApp Blog, ‘Looking ahead for WhatsApp’ (25 August 2016).

the central information from the first screen. In order to ‘opt-out’ and get more information, a user has to click ‘read more about key updates’ in smaller texts just below the ‘agree’ button. If a user clicks that, she is shown the screen on the right side of the diagram. Here WhatsApp reiterates its commitment to respect privacy of users and prompts users to agree to the sharing of ‘WhatsApp account information with Facebook’. In the literature about behavioural economics, marrying critical information with other information can lead users to discount the significance of the former (in this case the sharing of their data with Facebook).164 Agreeing to the terms will allow Facebook to use account information, such as mobile number, contact lists, and information about the last time of using the service. Here it is important to underline that the default, as shown by the checked-box, is set for users to agree to the sharing of their WhatsApp account information with Facebook. This means that a user who does not want to share her data with Facebook has to ‘uncheck the box’. The complexity of the design clearly shows that how market players can exploit the behavioural considerations of users through sophisticated design and the power of defaults. The policy change has led to fines for Facebook and WhatsApp at the Commission and national levels.

The Commission fined Facebook Euro 100 million for providing misleading information about its ability to combine data from WhatsApp, albeit with the caveat that the fine does not concern privacy.165 Moreover, the Italian Competition and Consumer Protection Authority (AGCD) fined WhatsApp three million Euro for forcing users to accept the sharing of their data with Facebook ‘by inducing them to believe that without granting such consent they would not have been able to use the service anymore’.166 The agency indicated that the design choices, particularly ‘the pre-selection of the option to share the data (opt-in)’ and ‘the difficulty of effectively activating the opt-out option once the Terms’ were accepted, prevented users from making effective choices.167

WhatsApp’s post-merger policy changes and the findings from the AGCD contradict the Commission’s assumption that consumers possess the knowledge and ability to react to privacy policy changes and thereby effectively constrain firms’ behaviour on privacy. This is strengthened by a recent study that attributed the lack of consumer retaliation to WhatsApp’s privacy policy changes to an ‘obfuscation and shrouding’ strategy that ‘allows companies to
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deliberately limit the visibility of cost’, in this case, the cost of sharing users’ data with Facebook. One source of weakness in the decision is that the Commission’s conclusion was based on replies given by firms, not consumers. However, given that the Commission’s conclusion was predicated on the consumer’s ability to exert effective constraints on the data collection practices and privacy policy of firms, it should have also taken into account whether actual consumer behaviour supports that assessment.

One could argue that the post-merger measures taken by the AGCD is an indication that other regulatory measures can step in when the competition analysis fails to account for such changes. However, this does not change the shortcomings of analysis in the merger i.e. market evidence does not support the Commission’s stance that users can effectively exert competitive constraints on the data privacy practices and privacy policies of firms. Such consideration is particularly crucial where privacy is a key parameter of competition for the merging entities or serves as a competitive constant on the advertising market. Thus, going forward, if competition authorities are to rely on the competitive significance of privacy policies, they should complement their analysis with consumer surveys and research on behavioural economics. This implies that if exercising effective competitive constraints through users’ behaviour forms a central element of the competition analysis but the market evidence shows that users are unable to effectively exert such constraints, competition authorities must take necessary measures to mitigate those limitations.

In other words, if the Commission’s conclusion that the merger would not lead to concentration in the advertising market or reduction in privacy were solely dependent on the ability of users to constrain WhatsApp from sharing data with Facebook but the market evidence shows the existence of factors that hinder users from exerting such constraint, measures should be taken to prevent such sharing. For example, some of the competition law measures suggested by the Japan Fair Trade Commission (JFTC) include limiting or requiring changes in corporate privacy policies and restrictions on data collection. Such measures are fully in line with some of the market evidences on consumer behaviour in data privacy. Absent that, firms will be able to exploit consumers’ cognitive limitations, information asymmetry,
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confusology and the power of defaults to make decisions that will undermine the competition analysis conducted by the authorities.

The second assumption by the Commission in the merger relates to the incentives of the merging firms to change the privacy policies. According to the Commission, WhatsApp lacked the incentive to change its privacy policies and to start collecting more data because this could ‘prompt some users to switch to different consumer communications apps that they [would] perceive as less intrusive.’ This implies that the Commission considered the potential change in privacy policy to collect data as an unprofitable strategy. However, this is a half-truth at best. Even if, against all odds of behavioural challenges, the change in privacy policy to introduce targeted ads leads to consumers deserting WhatsApp, it does not necessarily make the practice unprofitable. This is because the policy change allows Facebook to use data from WhatsApp for advertising, and the revenue generated from such increased targeting possibility might be superior to the loss of consumers resulting from the change in privacy policy.

Forbes magazine estimated that the change in WhatsApp’s privacy policy and its business model – introducing tools that allow users to communicate with businesses could ‘yield revenues of around 5 billion US dollars for Facebook in 2020’. To the extent this is valid, the change in privacy policy in order to share data with Facebook can be a profit maximizing strategy. This may be the case even in the face of consumers deserting WhatsApp following the change. Despite such possibility, the Commission only looked at the change of privacy policy as something that is inherently ‘unprofitable’ without counter balancing the possible gains from the advertising on Facebook. This problem is associated with platform cross-subsidisation where the data collected by WhatsApp is monetized on Facebook. By considering a change of privacy to be an unprofitable strategy, the Commission seems to overlook the interdependence of the business models and the value generated from the data on the advertising market. Thus, any analysis of the competitive constraints in relation to data privacy practices and privacy policy should factor in not only the consumer behaviour but also the incentives of firms in the form of revenues in other markets from changing the privacy policies.

Last but not least, competition analysis should pay sufficient regard to how market power might be exerted by degrading or undermining competition in data privacy and PETs. An initial first step is to identify and discuss how some conduct of dominant players might undermine competition in privacy and PETs. In this regard, the Commission Communication on ‘Digital
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Single Market Strategy for Europe’ expresses concern over the ‘growing market power of some platforms’ and underlines that market power in such platforms such as search, social media and e-commerce could be linked to, among others, ‘a lack of transparency as to how they use the information they acquire’.\(^{173}\) This approach would cater to competition in data privacy because it is the cause of the dysfunctional equilibrium discussed above. The lack of transparency means that users are unable to comprehend and make informed decisions, which leads to the problem of credibility and then the vicious circle that affects supply-side. Thus, to the extent that the conduct of a dominant player can be linked to undermine the competition in privacy and PETs, it can be considered as anticompetitive conduct punishable under TFEU Article 102.

There are encouraging developments in this direction. One such development pertains to the emerging discussion that lack of transparency about data collection and unilateral changes to the conditions of processing without providing a meaningful option for users can constitute an abuse of dominance under Article 102.\(^{174}\) Similarly, in their joint report, the French and German Competition Authorities have indicated that excessive data collection by dominant undertakings could be challenged as exploitative conduct under Article 102 that is comparable to excessive pricing.\(^{175}\) More importantly, the Bundeskartellamt has looked into the possible abuse of dominant position by Facebook in the market for social networks by imposing unfair privacy terms and conditions.\(^{176}\) In its preliminary assessment, the Bundeskartellamt found Facebook’s data collection practices from third party sources to be unfair in light of ‘European data protection principles’ and constitute an abuse of dominance under German competition law.\(^{177}\) According to the authority, Facebook’s terms and conditions ‘are neither justified under data protection principles nor are they appropriate under competition law standards.’\(^{178}\)

The investigation is based on a precedent from the German Federal Court of Justice where the incompatibility of contract terms with the laws regulating general conditions and terms are regarded as abuse of dominance under the German competition law.\(^{179}\) Two points from the investigation require particular mention. First, this is perhaps the first case where harms to data privacy (competition on privacy) are at the centre of a competition law investigation. Some of
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the consumer harms identified include users’ loss of control on how ‘their personal data are used’, lack of choice to avoid merging of their data and ‘a violation of users constitutionally protected right to informational self-determination’.\textsuperscript{180} Secondly, the investigation resorts to data privacy law as a metric for assessing abuse. This is particularly relevant because the lack of a concrete benchmark for measuring degradation in privacy is a key source of scepticism for using competition law to address harms to competition in privacy and PETs.\textsuperscript{181} Although the resort to data privacy law seem unprecedented, it is consistent with the precedents from the Commission and EU courts where other legal norms (e.g. IP) provide normative guidance in the application of competition law.\textsuperscript{182}

Developments such as the Bundeskartellamt’s case against Facebook would help firms internalize the costs related to lack of transparency and excessive data collection. As noted above, considering ‘lack of transparency’ on data collection and use as an abusive practice could help firms to internalize the externalities that lead to ‘dysfunctional equilibrium’, particularly the tendencies from newcomers to learn that they are not able to attract sufficient demand by providing clear and privacy friendly policies. Similarly, prosecuting dominant players for excessive data collection can address some of the externalities of accumulation of data by firms to other consumers and society at large.\textsuperscript{183}

The Commission’s decision in Microsoft/LinkedIn is another step forward in the discussion of competition through privacy and the use of market power to harm such competition. Having already identified data privacy as ‘a significant quality’ parameter of competition between PSNs, the Commission held that if Microsoft were to pre-install and integrate LinkedIn with Windows OS and Office products, it would reduce consumer choice in relation to privacy.\textsuperscript{184} This is because such conduct may lead to the foreclosure of PSN providers such as XING that ‘offer a greater degree of privacy protection than LinkedIn’.\textsuperscript{185} The decisions clearly recognizes that the choices users have when providing their data and their ability to control its use as key quality attributes of the competition in data privacy and that reduction in data privacy as a quality parameter is not limited to an increase in the amount of data collected. The decision also shows that reductions in the level of privacy could fit easily into existing theory of harms so far--\footnotesize
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as competition authorities are cognizant that privacy can be a form of quality (non-price) competition.

This is not to portray that there are no challenges in incorporating data privacy into competition analysis. These challenges relate to users’ subjective preferences over privacy, difficulty to measure reductions in privacy, and the potential trade-off between privacy degradation and quality improvements in the underlying services. However, competition authorities have tackled similar challenges on subjectivity and measurement in relation to many non-price parameters including economic efficiency (allocative and dynamic in particular) by resorting to proxies and presumptions. Thus, there is no evidence to suggest that the challenges with data privacy are insurmountable.\(^{186}\) Additionally, the Microsoft/LinkedIn decision demonstrates that users’ control over their data is another parameter of quality and such users’ preferences need not be in tension with the preferences of other consumers or other quality improvements. Moreover, the decision shows that it is not always necessary to quantify the reduction in privacy. In this instance, the Commission reached the conclusion by looking at the foreclosing effect of the conduct, i.e. tying, without tackling the thorny issue of measuring quality of privacy.

V. Conclusion

This article has explored the complex relationship between competition, market power and data privacy in ‘zero’ price markets. The main point is that despite the recognition that market power may be exerted through non-price parameters, including a reduction in the level of data privacy, the proxies for computing market power largely remain price-centric or are unable to capture the data privacy interests of individuals. This is the case even in markets where privacy is considered an important parameter of competition. Accordingly, the article suggests that where privacy is an important parameter of competition and market power is assessed through market share, competition authorities should consider the extent that different proxies cater to the possible risks from data collection and reduction in privacy, which can be a reflection of market power. Similarly, factors that hinder consumers and competitors from responding to reductions in privacy are not adequately accounted for in market power assessments. Thus, competition authorities should consider the behavioural and structural considerations that might hinder consumers and competitors from behaving competitively. In particular, where competition authorities rely on the users’ ability to exert competitive constraints on data privacy
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practices of firms and competitive significance of privacy policies, they should complement their analysis with surveys on consumer behaviour and consider the potential competition through dissimilarity, the incentives of firms, and possible revenues in other markets, from changes in privacy policy.