Experimental investigation of airflow above waves in a horizontal pipe
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Abstract

We investigate the effect of waves on the airflow in horizontal two-phase pipe flow. Velocity fields in the gaseous
phase were acquired by particle image velocimetry (PIV), while interfacial elevation was measured with conductance
wave probes. The velocity fields were sampled on a wave-following coordinate system which allows for a decom-
position of the velocity field into a mean, wave-coherent and fluctuating component by means of a three-component
Reynolds decomposition. Additionally, coherent vortical structures were identified by the swirling strength criterion,
and their distribution along the waves is investigated.

Results suggest that the interaction between turbulent airflow and propagating waves in a pipe has a number of
features reminiscent of wind-wave interaction in open systems. Above waves generated by sufficiently high gas flow
rates, there is a distinct region of sheltered airflow, and a lifting of the critical layer on the leeward side of the crest.
Streamlines of the phase-averaged flow field show a cat’s eye structure located close to the crest in this region. Above
waves of moderate steepness, we observe a shear layer that remains adjacent to the wave surface. Above steeper waves
and higher gas flow rate, this layer detaches from the surface just downstream of the crest. Shear layer separation above
waves is traditionally linked to the onset of wave breaking, and it is interesting to note that the case where we observe
a separated shear layer in the phase-averaged vorticity field is in a regime of amplitude saturation.

The swirling strength criterion reveals that vortical structures are shed from the interface and populate the detached
shear layer above the trough. Below the detached shear layer, there is a region populated by counter-rotating vortices.
The critical height coincides with the border between these two regions.

Keywords: Two-phase pipe flow, Stratified flow, PIV, Vortical structures

1. Introduction & Veron (2016); Grare et al. (2013); Banner & Peirson
(1998); Reul et al. (2008)) and numerical studies (in-

The interaction between a turbulent gas flow and prop- cluding LES (Large Eddy Simulations) and DNS (Di-
agating waves on a liquid layer plays an important role in rect Numerical Simulations, e.g. Sullivan et al. (2018);
the exchange of mass, momentum and heat across the in- Hara & Sullivan (2015); Yang & Shen (2010)) has signif-
terface. It is therefore an important problem to a wide  jcantly improved our understanding of wind-wave inter-
range of research areas ranging from air-sea interactions action over the past decades. DNS has also been applied

to gas-liquid flow in pipes. The latter is relevant to en- (o study the initial development and growth of the wave-
glneerlpg applications in petroleum, nuclear and process field under the action of wind (Lin et al., 2008; Zonta
industries. et al., 2015, 2016), where the wavenumber spectra of the

On the ocean surface, the rate at which momentumis  jpjtial capillary waves forming are found to follow the
exchanged between wind and waves depends on the wind  yeqyts from wave-turbulence theory (Deike et al., 2014;
to wave speed ratio (wave age). In situations where the Pan & Yue, 2014).
waves are young, momentum is transfer.red from wind Turbulent gas-liquid flow in long pipes or channels
to waves by the action of form drag and viscous stresses,  jncludes many different flow regimes, from stratified to
leading to wave growth and onset of surface currents (Grare  ynnular flow. The stratified regime occurs when gas and
et al., 2013).. Proper. understanding and modelln.lg of liquid velocities are relatively low; below the threshold
these mechanisms is important to Weather- and climate  for intermittent flow. If the gas velocity is sufficiently
models as they rely on the parametrization of scalar and high, waves appear on the interface as a result of simi-

momentum fluxes across the air-sea interface (Janssen,  4r interfacial mechanisms as at the air-sea interface. The
2004). A large number of experimental (e.g. Buckley
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presence of waves leads to a complex two-way interac-
tion between themselves and the turbulent gas flow. De-
pending on the gas-liquid velocity combination, differ-
ent wavy flow patterns (sub-regimes) can be observed.
Numerous investigators have studied and categorized the
different sub-regimes, see for instance Tzotzi & Andrit-
sos (2013) and Fernandino & Ytrehus (2006).

The main engineering aspect of the stratified regime
consists of predicting flow parameters such as the pres-
sure drop and liquid hold-up, as well as finding criteria
for transition to slug flow. Engineers rely upon multi-
phase flow simulators (e.g. OLGA, see Bendiksen &
Espedal (1992) and LedaFlow) to simulate the flow in-
side pipelines over large distances. Naturally, the inher-
ent complexity of the flow calls for significant simplifica-
tions of the problem in exchange for computational effi-
ciency. The most common modelling approach is the so-
called one-dimensional two-fluid model, that is, the ve-
locity field in each phase is considered one-dimensional.
Conservation equations are solved separately for each phase
and connected at the interface through relevant kinematic
and dynamic boundary conditions. This approach de-
pends on closure relations for the interfacial friction. This
particular step is a source of significant discrepancies be-
tween model predictions and experimental or field mea-
surements. As a consequence, a large number of pro-
posed friction factor correlations can be found in the lit-
erature, e.g. Andritsos & Hanratty (1987) and Biberg
(2007).

There is also a significant disparity in proposed mech-
anisms explaining interfacial wave growth and transition
to slug flow. These include; 1) linear stability of a strati-
fied two-layer flow, e.g. one-dimensional viscous Kelvin-
Helmholtz instability (Barnea & Taitel, 1993) or two-
dimensional Orr-Sommerfeld analysis (Barmak ez al., 2016;
Kaffel & Riaz, 2015), ii) local instability on top of a
growing long wave (Kordyban & Ranov, 1970; Woods
et al., 2000) or, iii) non-linear wave interaction (Sanchis
et al., 2011; Campbell & Liu, 2016).

The lack of consensus on the subject calls for addi-
tional phenomenological studies exploring mechanisms
that do not feature in present models. One of such mecha-
nisms is flow separation above steep waves (Gent & Tay-
lor, 1977; Banner & Melville, 1976). It is well known
that airflow separation may have an important impact on
interfacial momentum fluxes in turbulent gas-liquid flows
(Makin & Kudryavtsev, 2002; Banner & Peirson, 1998).

Recent experimental studies using Particle Image Ve-
locimetry (PIV) have led to a better understanding of the
structure of the two-dimensional flow field in air-water
flow in pipes (Ayati et al., 2014; Birvalski et al., 2014),
and in large wind-wave channels (Reul et al., 2008; Veron
et al., 2007; Buckley & Veron, 2016). In previous stud-
ies, Ayati et al. (2014, 2015, 2016) combined PIV, con-
ductance probing and hot-wire anemometry in order to
acquire two-dimensional (2D) spatially resolved simulta-
neous measurements of both the gaseous and liquid flow

fields, interfacial elevation statistics, and velocity fluctu-
ations in the gaseous phase. The main outcome from the
PIV measurements were presented in the form of spatio-
temporally averaged velocity profiles. Such base flow
profiles provide interesting flow information and can be
used to conduct realistic stability analysis studies. How-
ever, they do not provide insight on the phase-dependency
of the flow structure. This can only be achieved by con-
ducting phase-locked measurements (Ayati et al., 2017)
or by performing conditional-averaging techniques on sta-
tistically independent velocity fields. The latter is the
scope of this paper.

Thus, in this study, we extend previous works by Ay-
ati et al. by performing conditional phase-averaging on
the gas-phase flow field, similar to the technique em-
ployed by Birvalski et al. (2014) and Siddiqui & Loewen
(2010) on the liquid phase. This enables us to decou-
ple the wave-coherent fluctuations from residual fluctu-
ations (turbulence and noise), and to study the phase-
dependency of the velocity field and the distribution of
vortical structures along an average wave profile. Note
that some alternative results from this analysis has been
presented in a conference proceeding (Ayati ef al., 2018),
highlighting main results from different studies on the
topic of two-phase stratified pipe flow.

In order to keep the paper concise, we conduct a de-
tailed comparison of two different flow cases in which the
liquid superficial velocity is kept constant at Uy = 0.1
m/s, whilst the gas velocity increases from Uz, = 1.5 in
case A, to 2.1 m/s in case B. These cases were selected
as they feature in two different sub-regimes, as shown
by Ayati & Carneiro (2018). Case A belongs to a re-
gion of flow conditions in which waves grow as a con-
sequence of increasing gas flow rates. In this regime,
interfacial elevation statistics are well described by the
Gaussian wave model (Onorato et al., 2013), indicating
that these waves behave quasi linearly. Meanwhile, case
B belongs to a regime in which wave amplitudes remain
more or less constant within a wide range of gas veloci-
ties above U, = 1.75 m/s. In this regime, the waves are
steeper and their statistical distributions deviate strongly
from Gaussian statistics, implying the presence of non-
linear processes (Ayati & Carneiro, 2018). Similar results
have been reported by Toffoli et al. (2017) for a circu-
lar, fetch-unlimited wind-wave tank. They also observed
that waves in a growth regime were well represented by
Gaussian statistics, while strong deviations from Gaus-
sian statistics were observed as the wave field reached a
stationary state.

Saturation of wave growth in confined gas-liquid flows
has been addressed by several investigators, see for in-
stance Jurman et al. (1992) and Campbell ef al. (2016).
They both attributed this phenomenon to non-linear en-
ergy transfer from linearly unstable to stable interfacial
modes through sub-harmonic and triadic resonances. Al-
though these are sophisticated approaches, they do not
address the role of modified momentum flux due to changes



in the gas flow structure. Thus, a more specific motiva-
tion for this study is to investigate whether the proposed
phase-averaging technique can reveal new dynamics in
the gas flow field that may further explain this sub-regime
transition.

This paper is organized as follows; the experimental
setup and data processing methodology are presented in
section 2. Results and discussions are presented in sec-
tion 3, which includes instantaneous and phase-averaged
flow fields and an investigation of the phase-distribution
of vortical structures. Finally, concluding remarks are
outlined in section 4.

2. Experimental setup and methodology

2.1. Experimental setup

The data under investigation were acquired during an
experimental campaign conducted at the Hydrodynamics
Laboratory, University of Oslo. The experimental tech-
niques (PIV, conductance probing and hot-wire anemom-
etry) were combined to study air-water flow in pipes (Ay-
ati et al., 2014, 2015, 2016). Here, we will primarily fo-
cus on the data stemming from PIV in the air phase, and
use some of the results from the wave gauges.

A 31 m long horizontal acrylic pipe with internal di-
ameter D = 100 mm was used in the experiments, the
test fluids were air and water at atmospheric pressure.
Fluorescent dye (Rhodamine B) was added to the water
in order to increase the intensity jump across the inter-
face (enabling efficient interface detection from the PIV
images) and minimize local light reflections. Both flu-
ids were introduced at the pipe inlet using frequency-
regulated pump and fan, for the water and gas, respec-
tively. A plate separating the two phases at the inlet caused
the liquid phase to be introduced without waves, these de-
veloped along the pipe due to the airflow above the liquid
interface. For each experimental case considered the gas
and liquid flow rates were kept constant for some time
before the measurements started, ensuring that the statis-
tical properties of the flow were constant at the measure-
ment section during the experiments. The water and air
mass flow rates were measured with an Endress Hauser
Promass and an Emerson MicroMotion Coriolis flow me-
ter, with 0.2 % and 0.05 % of maximum measured values
in accuracy, respectively. A schematic view of the exper-
imental setup is shown in figure 1.

A wave gauge was placed approximately 270D down-
stream from the pipe inlet. The gauge consisted of two
double-wire probes made of platina wires of 0.3 mm di-
ameter and separated by 4 mm. Both probes were placed
in the center of the pipe with a distance d = 60 mm in the
streamwise direction, enabling calculation of the wave
speed through cross-correlation methods. Interface ele-
vation was measured with a relatively high temporal res-
olution of 500 Hz. For more details about the interface
elevation measurements, the reader is referred to Ayati
et al. (2015).

Simultaneous two-phase PIV (S2P-PIV) was conducted
along the pipe centerline in a PIV section located approx-
imately 260D downstream from the pipe inlet. A double-
pulsed Nd:YAG laser of 135 mJ illuminated a vertical
plane along the pipe centerline from above. The images
were recorded with two 14-bit PC0O.4000 cameras (one
for each phase). The gas-phase camera was located 15
cm above the pipe centerline, tilted 15° downwards, with
a horizontal field of view (FOV) of 90 mm. The gas phase
was seeded with small water droplets, injected at the pipe
inlet using a high-pressure atomizing nozzle. The nozzle
produces small particles (according to the manufactur-
ers specifications, 72 % of the droplets are below 6 yum),
which are found to behave as passive tracers for the flow
rate combinations under investigation (Ayati et al., 2014).
Double images with a time delay of 250-300 us (depend-
ing on the flow rate combinations) were acquired at a rate
of 0.3 Hz. For each experimental case, 1000 image pairs
were obtained from the experiments. The S2P-PIV has
been described in more detail by Ayati et al. (2014). In
the present work only the images of the air-phase are an-
alyzed.

For the present study the air phase PIV images have
been re-analyzed using an in-house PIV routine based
on cross-correlation (Kolaas, 2016). A cascade of cross-
correlation passes with increasingly fine subwindow sizes
was applied. The final subwindow size was 40x20 pixels,
with 75 % overlap. This resulted in a spatial resolution
of approximately 0.25x0.25 mm?. Subpixel interpolation
is performed with a 3x3 gaussian subpixel estimator, and
outliers are detected and replaced by means of a 3x3 lo-
cal median filter. The fraction of spurious vectors were
maximum near the interface, typically in the range of 15
%. The results from the present cross-correlation pro-
cedure has been compared with the results obtained by
Ayati et al. (2016). The results for the mean flow struc-
tures are similar, and no qualitative differences are found
on the phase-averaged velocities presented in this paper
comparing the two sets of results. However, due to higher
spatial resolution, it is possible to extract more details of
the small scale vortical structures from the updated ve-
locity profiles, presented in section 3.3.

2.2. Conditional phase-averaging procedure

In this section the conditional phase-averaging rou-
tine is described. The first step in the analysis is to de-
tect the interface between the gas and liquid phase. The
methodology used by Ayati et al. (2015), in which the in-
terface is detected from the differences in light intensity
across the water interface of the PIV images was used
also here, and a manual control of all the detected inter-
faces was performed.

The field of view, which was 90 mm in width, was not
wide enough to fully resolve the dominant wavelengths
present. These were in the range of 1.8 to 2.5 times the
FOV width. For this reason the interface was divided into
wave quadrants, and the averaging was performed for a
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Figure 1: Schematic view of the experimental setup in use. Figure from Ayati et al. (2016).

sequence of velocity fields related to the same quadrant.
A similar approach was employed by Siddiqui & Loewen
(2010) and Birvalski et al. (2014), averaging the liquid
phase beneath a wavy interface.

Wave quadrants were identified by means of a zero-

native wave following coordinate systems have been ap-
plied by, amongst others Buckley & Veron (2016); Hara
& Sullivan (2015); Hsu et al. (1981), for flow above wa-
ter waves in open channels. The advantage of these sys-
tems is that the vertical coordinate becomes horizontal

crossing procedure. Between two consecutive zero-crossings, when far away from the interface, i.e., { — y as y be-

global maxima/minima were identified as crests/troughs.
If a local maxima/minima (which is not on the edge of the
PIV image) is detected to the left (right) of the first (last)
zero-crossing of a PIV image, this is also assessed to be
a crest/trough of a wave. The region in between a zero-
crossing and a crest/trough was then classified as a wave
quadrant according to the definition in figure 2. A mini-
mum wave amplitude of 1 mm was used as a threshold in
order to limit the influence of measurement uncertainties
close to the interface (due to strong light reflections near
the interface, see Ayati et al. (2014)). This threshold also
governs that the minimum wavelength considered is ap-
proximately 50 mm, ensuring that all waves considered
are gravity dominated waves (Birvalski et al., 2015).

The air domain was subjected to a coordinate trans-
formation from Cartesian (x,y) to wave-following coor-
dinates (6, ¢). The crest, trough and zero-crossings were
assigned phases of 0°, 180° and +/- 90°, respectively
(see figure 2), whilst phases in between were linearly dis-
tributed. The vertical coordinate { = (y — n(x))/n. is
the dimensionless height above the interface, normalized
by the crest height. The resulting coordinate system is
illustrated in figure 2. Velocity fields above the identi-
fied wave quadrants are sampled from ¢ = 0 to 5. For
each quadrant observed, all variables of the flow field (u,
v, vorticity etc.) were sampled at the equally distributed
(6, {) coordinates, with 180 points in the #-direction and
100 points {-direction.

The normalization of the vertical coordinate ensures
that points in the trough-to-crest region are averaged with
other points located at the same relative position in the
trough-to-crest region. Outside of this region, where the
wave amplitude is no longer a characteristic length scale
of the flow, the normalization is less relevant. For this
reason, the phase-averaging performed in the present work
is mostly valuable in the crest-to-trough region. Alter-

comes large. This removes artificial wave-coherent fluc-
tuations far from the interface, caused by the varying ver-
tical position of the wave following coordinate system in
the undisturbed region of the flow. As in the present study
we are primarily interested in the region very close to the
interface, the proposed coordinate system is assessed to
be suitable.

As the wave field consists of a spectrum of wave com-
ponents with varying heights, lengths and steepnesses (see
figure 3), a criterion is employed prior to averaging. The
wave steepness is known to have a significant impact on
the airflow above waves, affecting the critical layer thick-
ness, streamline patterns and potential for airflow separa-
tion above the waves (Gent & Taylor, 1977; Reul et al.,
2008). For this reason, quadrant steepness was chosen
as the averaging criterion in this study. The steepness of
each observed quadrant is defined as € = 7.,/ A,, where A,
is the quadrant length and 7, is crest/trough height rela-
tive to the mean water level. Typical scatter plots of quad-
rant lengths and crest/trough heights are shown in figure
3. Wave quadrants of equal steepness are found along
straight lines from the origin. Thus, by averaging over
realizations along different lines, we may evaluate the in-
fluence of steepness on the airflow. In order to achieve
a valuable number of averaging realizations, a steepness
range is defined as € + @€, where a represents fractional
variation in steepness. In the present study, @ was ad-
justed such that a minimum of 40 quadrant observations
were included in each averaging window. This was found
to be a sufficient number for achieving a qualitative con-
vergence of the velocity fields.

Typical interface profiles selected on the basis of the
steepness criteria are shown in figure 4. The variability
in the interfaces detected is clearly visible. These varia-
tions have the effect of inducing an additional fluctuation
into the fluctuating component of the decomposed veloc-
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Figure 2: Definition of wave quadrants and illustration of wave-following coordinate system applied. Blue line: Water interface. Dotted horizontal
line: Mean water level. Wave following coordinate system (6, {) illustrated above the water interface.
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Figure 3: Typical scatter plot of quadrant lengths and crest/trough
heights for one experimental case. Red lines indicate two ranges of
steepness criteria; median steepness (solid lines) and high/maximum
steepness (dashed lines).

ity field (see section 2.3).
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Figure 4: Quadrant interface profiles selected by means of the steepness
criteria. Interfaces normalized according to wave-following coordinate
system.

2.3. Three-component Reynolds decomposition

A three-component Reynolds decomposition is ap-
plied on the averaged velocity fields (Hsu ef al., 1981;
Birvalski et al., 2014; Buckley & Veron, 2016). For a
given variable g(x,y,t) in the flow field, the variable is
decomposed into a phase independent mean g({), a wave-

induced field g(0, ¢) and a fluctuating component ¢’ (6, £, 1):

q(x,y,0) =q() +4(0,0) + 4'(6,,1) ey

The decomposition is illustrated in figure 5 for the
horizontal velocity component « in a single Q2 observa-
tion. The phase-averaged variable (g) ((¢) = g + §) is ob-
tained by averaging several instantaneous velocity fields

selected by the steepness criterion. g is evaluated based
on (g) for all four wave quadrants. The wave-coherent
component is then given as § = (g) — ¢, while the fluc-
tuating component is evaluated as ¢ = g — (g). The
fluctuating quantities #’ and v are often referred to as
turbulent fluctuations (Birvalski et al., 2014; Buckley &
Veron, 2016). However, as the averaging is performed
over a spectrum of waves the fluctuations should rather
be interpreted as a combination of turbulence and fluctu-
ations caused by variations of the air-water interface and
the coordinate system applied.

Our focus will be on the phase-averaged ({g)) and
wave induced (§) components of the velocity field above
the waves. The influence of interface variations on the
fluctuating velocity components, coupled with a limited
dataset, means that the Reynolds stresses (e.g. u’V’) are
not considered to provide a reliable measure for the tur-
bulence. In order to get an impression of the variations of
the small scale turbulent fluctuations along the wave, we
extract vortical structures and investigate their variations
over the waves (see section 3.3).

2.4. Experimental cases

Two experimental cases performed by Ayati et al. (2016)

are revisited. The main characteristics of the two exper-
imental cases are presented in table 1. Here Uys, Uyy,
Repy, with subscript f = g,/ indicating gas or liquid, are
the superficial velocities, bulk velocities and Reynolds
numbers which are based on the bulk velocity and hy-
draulic diameter. The relationship between bulk and su-
perficial velocity is Uy = UssA/Ay, where Ay is the
cross-sectional area occupied by fluid f. Furthermore,
Nrms»> € Ap, ﬁw and c/u., are the root-mean-squared inter-
face elevation relative to the mean water level (interface
evaluated from PIV images), characteristic wave celer-
ity given by means of cross-correlation of conductance
probe signal, dominant wave-length based on the peak
interfacial spectral density and wave celerity, mean lig-
uid height and wave age, respectively.

The wave age c/u. indicates that the waves are young,
wind driven waves (Buckley & Veron, 2016; Belcher &
Hunt, 1998). The friction velocity u, = /7i/pg Was
determined through the momentum balance equation, in
which interfacial shear stress 7; is balanced by the pres-
sure drop and wall-friction. The pressure drop was mea-



Figure 5: Illustration of the three-component decomposition of the horizontal velocity field applied in the study. Colorbars are in m/s. Velocity fields

of identified quadrant overlaid original PIV image.

Exp. case Uy Uy, Up Upg Rep, Rep; Mrms c Ap H, clu,
[m/s] | [m/s] | [m/s] | [m/s] [-] (-] [mm] | [m/s] | [m] | [mm] | [-]

A 0.1 1.5 0.26 244 | 11200 | 25200 | 1.25 0.71 | 0.16 42 2.7

B 0.1 2.1 0.26 3.49 | 15800 | 24900 | 3.00 0.81 | 0.22 41 2.1

Table 1: Experimental cases under investigation.

sured over a 12.3 meter section of the pipe, while the
wall friction was estimated fitting a logarithmic profile
to the mean velocity profile in the log-layer near the up-
per pipe wall (30 < y* < 80). Different methods for cal-
culating the interfacial friction exists, providing slightly
different results. Estimating the wall friction based on
the Colebrook-White equation resulted in a 10 % devia-
tion from the present method. While the calculated u.
is assessed to give a reasonable estimate for the wave
age, and display clearly that we are in a regime of young,
wind driven waves (c/u. < 5 considered young waves),
u, should be used with care, as crosswise and spanwise
variations in the wavefield means that the interface fric-
tion will vary along the pipe section. As the interface
friction is estimated based on a pressure drop evaluated
over a 12.3 meter section of the pipe, this represents a
characteristic interface friction for the system, rather than
for the centerplane of the PIV section.

Detailed analysis of the evolution of the wave field
with different U/ U,g-combinations has previously been
performed by Ayati et al. (2015) and Ayati & Carneiro
(2018). Here it has been demonstrated that case A is in
a region of the flow map where 7,,, increases with in-
creasing gas flow rates, while case B is in a region of
“amplitude saturation”, where 1,,,s is independent of the
gas flow rate. Example time-series of the interface eleva-
tion measurements are presented in figure 6 a-b), while
frequency spectra of the two experimental cases is pre-
sented in figure 6 c). Turbulence spectra in the air-phase
(evaluated by hot-wire anemometry) has previously been
presented by Ayati et al. (2016). These reveal an inertial
range (-5/3 log-law), characteristic of a turbulent flow,
and distinct low-frequency peaks related to the propagat-
ing waves.
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Figure 6: a-b) Example interfacial elevation measurements for the two
experimental cases. Normalized by 1,,s. ¢) Interfacial power spectral
density (PSD) for the two experimental cases.

From the two experimental cases, a total of three av-
eraging cases (based on quadrant steepness) are analyzed.
These are referred to as A1, A2 and B1. Details on the av-
eraging cases are presented in table 2 and 3. Note that the
experimental case A has two averaging cases, where Al
represents wave quadrants with median steepness, and



A2 represents waves with the maximum steepness ob-
served. Case B only has one averaging case (B1), rep-
resenting waves with the median steepness.

From table 3, it can be seen that the waves at Uy, =
1.50 m/s (case Al and A2) are fairly symmetric around
the mean, whereas at Uy, = 2.1 m/s (case B1), they have
tall and narrow crests and long and shallow troughs. This
indicates that in case B1, the waves have some degree of
non-linearity. This is in line with the characterization of
the wave field by Ayati & Carneiro (2018), where it is
found that the U, = 1.50 m/s case behaves according to
Gaussian statistics, while the U, = 2.1 m/s case deviates
significantly from linear theory. Furthermore, the second
quadrant of case B1 is considerably shorter and steeper
than the other quadrants. While case A2 has a higher
wave steepness (ak) than case B1, the Q2 steepness is
higher for case B1. This is considered to be particularly
important to airflow separation and possible microscale
breaking events.

3. Results and discussion

The results section is divided into three parts. First,
instantaneous velocity fields for each averaging cases are
presented in section 3.1. Secondly, phase-averaged ve-
locity fields are shown in section 3.2, and lastly, the dis-
tribution of vortical structures along an average wave pro-
file is investigated in section 3.3.

3.1. Instantaneous flow fields and intermittent airflow sep-
aration

In figure 7 the horizontal velocity and the spanwise
vorticity over waves with a Q2 steepness matching the
intervals used for the three averaging cases are presented.
Figure 7 a) and b) demonstrate the flow field dependency
on the Q2 steepness. At low steepness, both the veloc-
ity and vorticity fields are relatively unaffected by the
wave, except for a small region at x = [30-40] mm where
a small undulation induces extra vorticity. This partic-
ular observation is interesting as it shows the effect of
surface roughness caused by small waves riding on top
of long waves. In general, the shear layer is seen to re-
main adjacent to the water surface. At higher steepness
but same air velocity (figure 7 b), a region of sheltered
flow is more visible behind the crest. The vorticity field
shows sign of detachment at x ~ 0 mm. These features
are more pronounced in figure 7 ¢), where both the air
velocity and wave steepness are higher. Herein, the re-
gion of sheltered flow is considerable and negative axial
airflow is observed on the leeward side of the crest. The
negative vorticity layer is seen to separate from the crest
and a region of positive vorticity is seen above the trough,
between the water surface and the separated shear layer.
The phase-averaged statistics of the vorticity field will be
investigated in section 3.3.2.

Airflow separation has traditionally been linked to the
onset of wave breaking (Gent & Taylor, 1977; Banner &

Melville, 1976; Reul et al., 2008). Recent experimental
(Veron et al., 2007) and numerical (Sullivan et al., 2018)
analysis does however indicate that while airflow separa-
tion is a sufficient criterion for separation, it is not a nec-
essary criterion, as airflow separation has been reported
over non-breaking waves.

Buckley & Veron (2016) considered the airflow as
separating ”if the near-surface, high vorticity layer char-
acteristic of an attached boundary layer is ejected away
from the water surface and the surface vorticity is near
Zero or negative”l. Figure 7 ¢) demonstrates that (instan-
taneous) separation of the shear layer occurs for case B1.
While no strong breaking (breaking with air entrainment)
was observed during the experiments, we are currently
not able to assess whether weak forms of wave break-
ing (microscale breaking) coincides with the airflow sep-
aration observed in figure 7 c¢). The steep wave-fronts
observed for the Uy 2.10 m/s case (ref. section 2.4)
is a strong indicator of wave breaking, and visual ob-
servations of the waves at Uy, = 2.10 m/s indicate that
weak forms of wave breaking is intermittently occuring.
However, as demonstrated by Siddiqui & Loewen (2006),
while microbreaking is well correlated with high wave
steepness, the maximum wave slope is not a sufficient
criterion for detecting breaking. Hence, at this stage we
are not able to quantify the frequency of small-scale wave
breaking in the system, or relate these events directly to
the observed airflow separation.

3.2. Phase-averaged velocities

The phase-averaged horizontal ((u)), vertical ({v}),
mean horizontal () and the wave-coherent horizontal ve-
locity (i) for averaging cases Al, A2 and B1 are pre-
sented in figure 8, plotted above the mean interface eval-
uated for each averaging case. The critical height z; (de-
fined as the height where (1) = ¢) is indicated by a red-
dotted line in the (u) fields. Note that the mean vertical
velocity profile and vertical wave-coherent field are not
shown to avoid overcrowding the figures. The former is
nearly zero, and as ¥ = (v) — v it will be nearly equal to
).

Figure 8 a) and b) show that with constant wind con-

ditions, higher wave steepness affects both the phase-averaged

vertical velocity (v) and the wave-coherent horizontal ve-
locity #i. Larger steepness induces stronger positive (v)
upstream of the crest and stronger negative (v) above the
the trough. Also i is stronger above the crest and trough.

As expected from the instantaneous flow fields (sec-
tion 3.1), a significant sheltered region is observed be-
hind the crest of case B1 (figure 8 c). Furthermore, while
the critical height is adjacent to the wave surface in both
case Al and A2, it lifts at approximately # = 30°, and

'Due to a difference in the coordinate system applied, there is a sign
change in the vorticity when comparing the results of this study with
the study of Buckley & Veron (2016)



Ql Q2 Q3 Q4
Avg. case Us | Us € a Ny € a Ny € a Ny € a N,y
Al -mediane | 0.1 | 1.5 | 0.09 | 8% 46 | 0.09 | 10% | 49 | -0.08 | 8% 47 | -0.08 | 7% 47
A2 - max € 0115016 |17% | 42 | 014 | 17% | 43 | 012 | 20% | 40 | -0.13 | 20% | 40
Bl -mediane | 0.1 | 2.1 | 0.14 | 11% | 46 | 0.17 | 10% | 46 | -0.09 | 10% | 44 | -0.09 | 14% | 43

Table 2: Overview of three averaging cases. Quadrant observations with steepness within €y + @€y used in averaging. N,: number of wave quadrants
within the selected limits.

Avg. Case Ug | Uy | 7, [mm] | 7, [mm] | A,y [mm] | Aj> [mm] | Ay3 [mm] | 4,4 [mm] | ak
Al -mediane | 0.1 | 1.5 2.0 -1.8 22.8 23.2 22.9 22.4 0.13
A2 -max € 0.1] 15 2.6 -2.5 17.1 18.1 19.6 18.3 0.22
B1-mediane | 0.1 | 2.1 5.5 -34 39.7 30.8 38.7 36.8 0.19

Table 3: Mean crest and trough elevation (77,, 7.), and mean length Zq of each quadrant for averaging cases considered. ak = n(|n.| + [7,1)/ (zq,l +
/14,2 + ﬂq,3 + ﬂq,4)
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Figure 7: Contour plot of horizontal velocity [m/s] (top) and spanwise vorticity [s~!] (bottom) for three instantaneous PIV velocity fields. Represen-

tative flow field for the three averaging cases: a) median steepness Ugg 1.50 m/s (case A1), b) maximum steepness Uy, 1.50 m/s case (case A2), ¢)
median steepness Uy, 2.10 m/s (case B1).

reattaches at approximately § = —50° in case B1. Note speed ¢ for each experimental case (ref. section 2.4).
that the critical height is based on the characteristic wave =~ While some variations in the wave speed was observed
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Figure 8: Mean flow structure of the three averaging cases investigated. All velocities are in [m/s]. Red-dashed line of the (u) plot indicates the

location of the critical height z;

considering the cross correlation of individual wave com-
ponents, these were relatively small, and selecting a dif-
ferent characteristic wave speed within the range observed
will not qualitatively change the evolution of the critical
height plotted in figure 8.

The wave-coherent mode of case B1 contains, in its
peak, almost 50% of the mean flow velocity. The wave-
coherent velocities are directly related to the low frequency
peak fluctuations measured by the hot-wire probes pre-
sented by Ayati et al. (2016).

Note that while case Al and B1 provide relatively
smooth transitions between the four wave quadrants, case
A2 exhibits more abrupt transitions. This indicates that
the steepness combination chosen for case A2 is not char-

acteristic of the waves in the system. While the averag-
ing illustrates how the (high) steepness affects the flow
in each individual quadrant, the combination of the four
quadrants presented in figure 8 b) does not necessarily
represent the typical flow over steep waves in the system.
For these reasons, we will focus on the cases Al and B1
in the following.

When comparing cases A1/A2 and B1, it should be
recalled that as the vertical coordinate ¢ is normalized
by the crest amplitude, the maximum ¢ value in case B1
represents a larger physical distance from the interface
compared with case A1/A2. In fact, { = 5 in case B1 is
approximately midway between the interface and upper
wall. For this reason, the mean velocity profile in case B1



reaches its centerline value at { = 5, while this does not
happen for cases Al and A2. Nonetheless, the mean ve-
locity profiles provide valuable information concerning
the boundary layer, i.e. the region with strong velocity
gradient. It stretches up to { ~ 1 in cases Al and A2 and
to { = 2 in case B1. This indicates that large amplitude
waves induce a thicker boundary layer, i.e., momentum is
pushed away from the interface. This effect is related to
the wave induced stress —iiv. The results of the phase av-
eraged velocities presented in figure 8 are qualitatively in
agreement with the results presented by Buckley & Veron
(2016) for airflow over slow waves in an open system. As
discussed by Buckley & Veron, the airflow pattern gives
rise to a negative wave induced momentum flux, trans-
porting horizontal momentum away from the interface.

In figure 9, the streamlines of the phase-averaged ve-
locity field, seen in a frame of reference moving with the
representative wave speed, is plotted for cases Al and
B1. The streamlines are coloured with the kinetic energy
of the phase averaged flow field (0.5((u)? + (v)?).

In case Al, the streamlines closely follow the aver-
age wave profile, except near the critical layer, where
two small regions of closed streamlines can be seen at
6 = 100° and 180°.

In case B1, a distinct cat’s eye (Lighthill, 1962) is
observed slightly downstream of the crest (8 = 50°). The
position of the cat’s eye implies that on average the waves

experience a co-moving pocket of air located slightly down-

wind of the crest. The streamlines adjacent to crest are
pushed away from the wave surface and the shape of the
streamlines above the cat’s eye structure are shifted ap-
proximately 40°compared with the wave profile. This
asymmetry of the flow field is believed to produce an
asymmetric pressure distribution along the wave.

The results for case B1 are qualitatively similar to the
LES results by Hara & Sullivan (2015), investigating a
linear wave in open channel flow under strong wind forc-
ing, with ¢/u, = 1.6 and wave steepness ak = 0.226. As
demonstrated by Hara & Sullivan, such an asymmetry in
the critical layer causes the peak pressure to move down-
stream from the wave trough to the Q4 region. Here the
high pressure pushes on the positive surface slope and
contributes to the air-water momentum flux, pushing the
wave in the flow direction. This effect is related to the
sheltering effect by Jeffreys (1925), and the nonseparated
sheltering by Belcher & Hunt (1998). Although there are
differences in an open air-sea system and a closed closed
pipe section, a similar effect is expected to apply in our
experimental cases, and particularly in case B1 where a
significant lifting of the critical height and asymmetry be-
tween the wave shape and streamlines above the wave
is observed. The distribution of the mean flow kinetic
energy (indicated by the colouring of the streamlines in
figure 9) indicate that this is the case, as the horizontal
position of the peak kinetic energy (associated with low-
pressure zone) is seen to be located on the leeward side
of the crest for case B1.
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3.3. Vortical structures

The distribution of vortical structures gives insight
into the turbulence of the flow, being one of the main fea-
tures of turbulent wall-bounded flow (Chen et al., 2014).
The swirling strength criterion proposed by Adrian et al.
(2000) is employed to identify vortical motion on the
2D PIV plane. The criterion discriminates regions of
swirling motion from regions of shear, ensuring that co-
herent regions of swirling strength will contain rotational
flow structures. A directional swirling strength is given
as follows (Wu & Christensen, 2006):

) wy(x,y)
()N

where A.; is the imaginary part of the complex eigen-
value of the velocity-gradient tensor and w,(x,y) is the
spanwise vorticity. A.; will be referred to as the swirling
strength in the remainder of the paper. Using this def-
inition, vortical structures with clockwise rotation will
have a negative swirling strength, while vortical struc-
tures with an anti-clockwise rotation will have a posi-
tive swirling strength. Furthermore, the sign-dependent
normalization scheme proposed by Chen et al. (2014)
is applied to remove the wall-normal dependence of the
swirling strength

A =2 @

Adi(xy) - )
N b if Ay >0 3)
T A AL <0
a0l o =5

where A%, () = (AdO)IAu() > 0) and A, () =
AciMIA(Y) < 0). A, is referred to as the normalized
swirling strength.

As the flow is bounded by two boundaries (upper pipe
wall and water interface), the normalization in equation
3 is modified slightly. Separate Ag,,(y) and Ag,,(y) are
calculated for the region above and below the air cen-
ter (midpoint between the mean interface and upper pipe
wall). Above the air center y is the distance to the sta-
tionary upper wall, and below the air center y is the dis-
tance to the interface. Aj,, and A;,, was evaluated for all
available velocity fields (independent of wave quadrant
dependency) for the two experimental cases investigated.
Results are presented in figure 10. The profiles of Aj,,
and A, are seen to be continuous across the mean air
centreline.

As the velocity gradient near the upper wall is larger
than near the moving interface, the characteristic strength
of vortical structures near the upper wall is higher than
at the interface (see figure 10). Case A exhibits a nar-
row region of energetic structures close to the interface,
resembling the (inverse) profile at the upper wall. Mean-
while, case B exhibits a thicker layer of strong vortices
near the interface. This indicates that while the airflow
in case A behaves approximately as the flow over a flat
wall, vortical structures are considerably affected by the
larger waves in case B.
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Figure 9: Streamlines of u — ¢ for averaged flow field. Colorbar represents kinetic energy of the mean flow divided by fluid density (0.5((u)? + (v)?)

[m2/s%). Dashed line indicates the position of the critical layer.

In order to extract coherent regions of swirling mo-
tion, a non-zero threshold of |A,| has to be used. Chen
et al. (2014) used a threshold of |A,| > 1, this is also ap-
plied here. To reduce the probability of including vortical
structures generated by errors in the PIV, a minimum of
three vectors across is required for a region to constitute
a vortical structure.

When evaluating the swirling strength, a 7x7 finite
difference filter was applied. The filter acts to smooth out
the calculated swirling strength field and small PIV er-
rors. The filter also dictates the size of structures to be
extracted, as a larger filter will identify larger regions of
swirling motion, and hence extract larger structures. The
filter size was chosen to ensure that the vortical struc-
tures extracted had a single vortex core, when a Galilean
decomposition of the local velocity field was applied (see
section 3.3.1). As we are mostly interested in the distri-
bution of vortical structures in the crest-to-trough region,
it was necessary to select a filter size able to extract struc-
tures smaller than the wave amplitude.

3.3.1. Instantaneous swirling events

In figure 11 instantaneous vector plots of the individ-
ual swirling events (coherent regions with |A,| > 1) are
plotted using a local Galilean decomposition of the ve-
locity field. The normalization of the swirling strength
ensures that vortical structures are identified throughout
the pipe cross section, but the structures close to the in-
terface and upper pipe wall are in general more energetic
than at the pipe centre. Note that the region of the pipe
from y = 20 to 30 mm is heavily influenced by local light
reflections, hence this region is omitted from figure 10
and should not be trusted in figure 11.

Figure 11 reveals a significant number of rotating struc-
tures of the flow. From the close-up section of figure 11 (¢
and d) it can be seen that the identified structures exhibit
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a rotating motion, when a local Galilean decomposition
of the velocity field is used. Close to the top wall, posi-
tive vortices dominate. This is to be expected as the flow
is directed from left to right in the plots. Close to the
interfaces the identified vortices are small, ranging from
approximately 1 to 3 mm in diameter. Away from the
interfaces some larger (up to 6 mm diameter) regions of
positive (above the air center) and negative (below the air
center region) swirling events are observed. As a cut-off
value (|A,| > 1) is used, these size estimates are not ab-
solute, but relate to the size of the high energy core of the
vortex.

In case A (figure 11 a) the region above the interface
is mainly populated by negative vortices. This is analo-
gous to the vortices observed close to the top wall. For
case B, positive vortices are observed close to the inter-
face in the crest-to-trough region (figure 11 b). From
the crest and along the streamwise direction, a number
of negative swirling events are observed, suggesting that
vortical structures on the windward side of the crest are
shed locally. A similar observation was made by Ayati
et al. (2016), analyzing instantaneous velocity fields like
the ones presented in figure 11. More evidence of this
behavior is seen in the next section.

3.3.2. Phase dependency of swirling events

During the phase-averaging procedure, the normal-
ized peak strength and location of each identified swirling
event was registered. Scatter plots of all swirling events
for cases Al and B1 are presented in figure 12 a) and b).
In the middle part of figure 12 a) and b), the average num-
ber of swirling events within 0 < / < land0 < <3
is plotted as a function of wave phase. At the bottom, the
average peak A, within these intervals is plotted, also as
a function of wave phase.

In case Al, the distribution of swirling events (figure
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Figure 11: Local Galilean decomposition of the instantaneous flow field showing vector plots of each identified swirling event. Positive (counter-
clockwise rotation) swirling events coloured in red. Negative (clockwise rotation) in blue. Flow direction from left to right. a-b) Instantaneous
vortices for case A (a) and case B (b). c,d) Close up of vortical structures in figure a and b (location indicated by black box in a and b).

12 a) reveals only a weak phase dependence. Close to the
interface (0 < ¢ < 1), there are slightly more negative
swirling events above the crest than on the leeward side
of the wave. Note that the mean strength of positive vor-
tices within 0 < ¢ < 1 is not included in figure 12 a) since
no positive swirling events were observed here. In gen-
eral, case Al exhibits a weak phase dependency in both
registered swirling events and phase-averaged swirling
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strength, indicating that the waves do not significantly al-
ter the distribution of vortical structures.

In case B1, a clear phase dependence of swirling events
is observed (figure 12 b). Close to the interface (0 <
{ < 1), a large concentration of negative swirling events
is observed on the windward side of the wave, between
the reattachment point of the critical layer to the crest
(=50° < 6 < 0°). These vortices are then shed from
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Figure 12: Phase dependency of swirling events for the two median steepness cases. Top: Scatter plot of all positive (red) and negative (blue) swirling
events. Black dotted line represents critical height. Middle: Mean number of positive (red) and negative (blue) swirling events (N, /(N,A6)) from {
=0to I (full line) and from ¢ = 0 to 3 (dashed line). Bottom: Mean peak normalized swirling strength of positive (red) and negative (blue) swirling
structures detected from £ = 0 to 1 (full line) and from ¢ = 0 to 3 (dashed line).

the crest of the wave. Slightly downstream at 6=50°,
the number of positive swirling events close to the inter-
face increases, and reaches a maximum above the trough.
These observations are further elucidated by the middle
plot of figure 12 b), which clearly shows that there is a
considerably higher concentration of vortices where the
critical layer is lifted from the surface. The total num-
ber of swirling events (positive and negative combined) is
maximum above the trough, indicating a highly turbulent
region, characteristic of a separated shear layer (Buckley
& Veron, 2016).

The bottom plot of figure 12 b) shows that although
the variations in mean peak strength (A,) are more sub-
tle than the variation in number of swirling events, the
vortices (both positive and negative) are more energetic
above the trough.

The phase-averaged vorticity field {(w;) is plotted for
all three averaging cases in figure 13. The vorticity field
is seen to follow the critical height in case B1, and the cri-
terion for shear layer separation is fulfilled for the phase-
averaged vorticity field (ref. section 3.1). Below the
critical height is a region dominated by positive vortic-
ity. This is related to the high concentration of positive
swirling events observed below the critical height (ref.
figure 12 b).
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It is interesting to note that shear layer separation is
observed for case B1, as this experimental case is in the
regime of “amplitude saturation” (ref. section 2.4). As
discussed in section 3.1, airflow separation above waves
is traditionally linked to the onset of wave breaking, and
while new experimental (Buckley & Veron, 2016) and
numerical (Sullivan et al., 2018) results indicate that sep-
aration may occur for waves without active wave break-
ing, the shear layer separation observed in case Bl is
assessed to be a strong indication of dissipative mech-
anisms in the waves (microbreaking or spilling) which
may help explain the amplitude saturation observed in
previous studies (Ayati et al., 2015).

In both Al and A2 the high intensity vorticity field
remains adjacent to the wave surface. Based on the in-
stantaneous vorticity plots presented in figure 7 this is to
be expected for A1, but for A2 the instantaneous vorticity
field (figure 7 b) indicated a slight separation behind the
crest. While a clear separation like the results observed
for case B1 are not observed in either case Al or A2,
there is a marked reduction in the shear layer intensity
along the third quadrant of the wave, and the phase av-
eraged vorticity field is observed to extend further away
from the interface in this region, indicating that intermit-
tent airflow separation occurs also for these two cases,
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Figure 13: Phase averaged vorticity field ({w;)) for the three averaging cases under investigation

but that the frequency of occurrence is significantly lower
than for case B1.

4. Concluding remarks

We present an experimental investigation of air-water
flow in a horizontal pipe. Two experimental cases with
Uy = 0.1 m/s are investigated, increasing U, from 1.5 to
2.1 m/s. The first case contains small, moderate-steepness
waves (7,,s = 1.25 mm, ak ~ 0.13 (median steepness)),
whilst the second case contains higher and steeper waves
(Mrms = 3.00 mm, ak ~ 0.19 (median steepness)).

The conditional phase-averaging procedure reveals that
the velocity field at U, = 2.10 m/s displays a thicker re-
gion of sheltered airflow on the leeward side of the crest,
compared with the flow at Uy, = 1.50 m/s. In this re-
gion the critical layer is seen to lift from the interface for
the Uy, = 2.10 m/s case. In a wave co-moving frame of
reference, the phase-averaged streamlines form a closed
pattern (cat’s eye) around the critical height and slightly
downwind of the crest. This implies that the typical wave
crest has a pocket of circulating air in its front. This is
assessed to impact on the pressure field above the waves,
resulting in increased form drag along the wave profile.

The analysis of small scale vortical structures and the
evaluation of the average shear layer along the wave re-
veals significant differences between the two experimen-
tal cases. At Uy, = 1.50 m/s (considering both me-
dian and maximum wave steepness), we observe a shear
layer dominated by negative vorticity that remains adja-
cent to the wave surface along the entire wave profile. At
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U, = 2.10 m/s, this layer detaches from the surface just
downstream of the crest. The swirling strength criterion
reveals that below the detached layer of negative vortic-
ity, there is a region dominated by opposite-signed vor-
tices. The border between these regions coincides with
the critical height.

Airflow separation is known to alter the wind-to-wave
momentum transfer, and while further analysis is needed
to quantify the impact of separation on the momentum
transfer (and wave-growth), it is interesting to note that
the Uy, = 2.10 m/s case is in the region of amplitude satu-
ration (Ayati et al., 2015). Future studies will investigate
whether the onset of separation is related to the amplitude
saturation observed by Ayati et al. for superficial gas ve-
locities above 1.75 m/s. To assess this question it will be
necessary to obtain an improved understanding of how
airflow separation, possible wave breaking and other dis-
sipative mechanisms interact, considering the closed ge-
ometry and pressure driven flow which is characteristic
of the two-phase pipe flow. This is the subject of current
investigations.
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