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Abstract

This thesis compares conventional and digital substations, and the
cybersecurity risk associated with the different substation types.

Statnett’s digital substation pilot project at Furuset in Oslo, Norway, is
used as basis to investigate possible cybersecurity threats towards
cyber-physical systems in general, and furthermore towards digital
substations. The specific part of the pilot project modelled in this thesis
is the protection and control unit due to its critical functionality and key
position in the pilot project’s design.

The thesis investigates how cybercriminals can gain access to critical
system infrastructure by utilising weaknesses in known industrial
standards and how cybercriminals can get access through common
cyberattacks.

Statnett is responsible for maintaining, operating and controlling the
transmission grid, a part of the Norwegian power grid. A crucial element
in the power grid are substations. Substations cover an important
functionality in power grids by transforming voltage. The Norwegian
power grid consists of several subgrids operating at different voltage
levels and are among others connected to the main grid through
substations. Modern substations consists of digital and physical elements.
A model with coupled components is used to illustrate how a cyberattack
can disrupt a coupled system without being detected.

Furthermore, the thesis investigates how typical cyberattacks are
accomplished, and the resources and knowledge an perpetrator would
need in order to disrupt a modern digitised system.

A modern cyber-secure environment is made resilient and robust by
having a well-designed cybersecurity plan which takes into consideration
the organisation, digital and analogue components, software and
firmware, and the control algorithm including several degrees of
redundancy.
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Chapter 1

Introduction

1.1 Cyber-physical systems

In a historical perspective society have gone from implementing systems
using an analogue and mechanical approach, to an electronic and digital
approach to meet future demands and development. With the ever
increasing demand for electric power in society it is necessary to meet this
development with a reliable, secure and robust power delivery system.
One important step to achieve this is by exploiting digital technology
and to create a more digitized solution of the power grid than today’s
standard. Transforming the power grid from today’s conventional grid
to a digitised system can yield huge potential in terms of robustness,
accessibility and connectivity when facing the challenges of the future.
There are many examples of possible future demands for the power grid
such as a higher degree of flexibility where a larger part of the production
comes from renewable energy sources and is more interconnected to other
power markets in neighbouring countries. For house-holding consumers
it may be of interest to buy power when prices are low or to sell power
when prices are high by utilising the fluctuating power market. This can
for example be charging an electric vehicle or sell solar power from a
roof-scale solar grid. These examples illustrate how the power grid of the
future needs a higher degree of interconnectivity, reliability and flexibility
[55].
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Interconnectivity and digitalisation can open for more advanced and
sophisticated attacks as already witnessed with the Stuxnet virus in Iran
which was uncovered in 2010 [56], the malware Industroyer in Ukraine
[29] or the more recent cyberattack towards the Norwegian company
Hydro in March 2019 [33]. These cyberattacks were most likely exploiting
specific industrial protocols, combined with detailed knowledge on how
the attacked industrial system operates as a way to gain control over the
industrial devices and components.

These events represent a cautionary warning of the importance of
protecting digital infrastructure through a well-designed cyber-physical
security infrastructure.

Cyber-physical systems (CPS) is the terminology used to describe systems
containing a cyber and a physical part. A CPS is a network of digital
cyber components connected to a network of physical components. A
CPS integrates computing, communication and storage capabilities with
monitoring and/or control of entities in the physical world in a real time
setting being dependable, safe, secure, efficient and robust. Examples of
such systems can be found in the automobile industry, autonomous cars,
air traffic control, medical equipment and large industrial systems such as
the water grid or the power grid [72].

With the continuous advancements in technology such as IoT (Internet
of Things), development in the IT (Information Technology) and OT
(Operational Technology), the security aspect of systems combining IT
and OT becomes more important than ever before, especially with critical
infrastructure. The distinction between cyber and physical elements
become more intertwined and harder to separate. This makes it important
to implement a framework which clearly defines how the two parts relate,
and also how the dynamics of the CPS change due to their complex
relationship [10].

In literature there are two general representations when analysing the
security aspect. The first one represents the cyber system and how specific
attacks affect the cyber system. The second one represents how attacks
on the physical system affect the physical system. CPS is one way of
representing the overall system, describing a cyber and a physical part
as two sub-systems and their interconnection [40].
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1.2 Cyber-physical systems in power systems

A modern power grid can be modelled as a CPS. The cyber part describe
the digital part of the system. Components in the cyber part often include
a combination of sensor(s), transmitter(s), receiver(s), CPU(s) and other
necessary components. The physical part of the system are cables, power
transformers, current transformers, voltage transformers and other power
system components.

Data from sensors form the basis of revealing the present state of the
system. Based on the present state, the desired state and the characteristics
of the system, active control is applied to the system. In the power grid the
measuring components are among others transformers used to measure
voltage, current and power. An important functionality in the power
grid is the ability to transform voltage levels depending on the voltage
level the receiving grid is operating on. This functionality is provided by
substations and make out a critical part of the transmission grid, as well
as the regional grid and the distribution grid.

A substation can be modelled as a CPS. The cyber part consists of
voltage, power and current sensors measuring the voltage, power and
current throughput, devices for surveillance, control and security. Data
from the sensors originate from the transformers in the substation. The
physical parts consists of switches, connectors, cables, circuit breakers, line
disconnectors, busbar and so on.

The most likely attack point is to attack physical components through
the cyber part of the system. Performing an attack which involves direct
contact with substation power components represents a huge risk for the
attacker due to the high voltage and current levels passing through the
transformers.

The most plausible points of attack in the cyber part are the digital
components used for control, storage or communication within the CPS
by exploiting undiscovered weaknesses in access points in the software
and protocols.
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1.3 Purpose and limitations

The purpose of this thesis is to describe and compare conventional and
digital substations, and the cybersecurity risks and potential associated
with the different substation types.

Statnett is currently studying and exploring digital substations in the
power grid through a pilot project at Furuset in Oslo, Norway. The
purpose of the pilot project is to investigate different aspects of a digital
substation. One important aspect, which will be investigated in this thesis,
is cyber-physical systems.

The pilot project Digitalstasjon – Furuset is used as a basis in this thesis to
describe a digital substation. In this project the protection and control unit
(PCU) will be investigated in greater detail due to its key position in the
substation design.

A conceptual model will be used to simulate how a cyberattack can
influence the PCU to answer the following questions: In what way can
a cyber-criminal gain unauthorised access to the data bus, and how can
this access be used to disrupt the PCU’s functionality to disconnect a line
and/or perform an undetectable attack.

This thesis is limited to investigating the PCU and discussing possible
ways of gaining access to a substation, and furthermore, the process bus
and PCU. In addition, the thesis will investigate possible access points
and the probability of successfully performing a cyberattack by exploiting
weaknesses related to these access points.

The simulations in this thesis will be used to investigate how a
cyberattack can disrupt a digital substation. The model used for
simulating cyberattacks are based on a coupled system. The coupled
system is based on generators in a power network with coupling effects
existing in the system. Furthermore, the simulations will be used
to investigate how a cyberattack can disrupt a digital substation with
coupling effects between the oscillators in the system.
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1.4 Methodology

This section describes the overall methodology used in this thesis.

1.4.1 Literature search

Finding relevant articles, books and related work is the first step towards
finding answers to the questions studied in this thesis. Further details of
the literature search is in section 5.1.

1.4.2 Modelling the system

Based on the literature search, a model based on a power system was
found and used as a basis to describe a system with coupling effects.
Details of the modelling is in section 5.3.2

1.4.3 Simulation based on the system model

The simulation of the system is done based on the mathematical model
which describes the system. A detailed description of the simulations is in
section in section 6.3.

1.4.4 Evaluating the response of the system based on the
simulations

The resulting simulated response of the model is described and evaluated.
The details of the system response is described in section 7.5.
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Chapter 2

Background

The Norwegian power grid is divided into three different grids; the
transmission grid, the regional grid and the distribution grid [55].

The transmission grid connects the largest power producers and
international connections to related power markets. This grid operates at
high voltage levels, usually 420 or 300 kV, with some transmission lines
operating at 132 kV.

Statnett SF is the transmission grid system operator responsible for
development, maintenance and operation of this grid. The main mission
is to secure power supply through operation, monitoring and contingency
planning, fascilitate the realisation of Norway’s climate goals, and to
create value for customers and society[57].

The regional grid connects the transmission grid and the distribution
grid. This grid contains consumers with higher power demands such as
industrial customers and industrial areas. The voltage level range from 33
kV to 132 kV.

The distribution grid consists of local grids that distributes power to
end users such as office buildings operating at lower voltage levels. The
voltage level in the distribution grid is up to 22 kV.

An important function in the power grid is the ability to transform voltage
levels to limit loss of energy when power is transported over distance.
Higher voltage levels lead to less power loss during transportation. In
a power grid this functionality is ensured by substations. To enable the
required energy transition, digitalisation is necessary. Digital substations
are one of the building blocks in the full digitalisation of the Norwegian
power system. This thesis investigates the aspect of digitalisation as seen
in context of the power grid in figure 2.1.
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Figure 2.1: Power system of the future [7]

Cybersecurity in substations has become an issue due to the introduction
of Ethernet communication protocols, such as TCP/IP, and more open
and available access to external networks between automation and control
systems [18].

Communication between networks connected to the internet and
automation systems like Supervisory Control And Data Acquisition (SCADA)
has made it easier for unauthorised personnel such as cybercriminals to
gain access to critical components used for control and data acquisition.
Cyberattacks on automation and control systems have been reported more
frequently the past years and often resulted in economic loss and a worst
case scenario, loss of human life.

Important characteristics of a cyber secure environment is having a high
degree of availability, integrity, confidentiality, authentication,
transparency and predictability. These characteristics will be discussed
further in section 3.5.

To meet the increasing demand for probabilistic operation and
maintenance, the move from conventional analogue implementation and
control of such systems towards a digital solution is an important step. A
few advantages includes, but are not limited to, increased flexibility, faster
response to rapid changes in demand, less system downtime, increased
interoperability, better surveillance and performance of the power system.
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2.1 Statnett’s pilot project at Furuset, Oslo

Layout of Furuset digital substation - the pilot project

Figure 2.2: The Furuset pilot project with PCUs marked in red [45]

Statnett’s pilot project at Furuset in Oslo, Norway, is an important step
towards digitising the power grid. The main goal of this pilot is to gain
experience and knowledge concerning concepts of a digital substation
equipped with a Non-Conventional Instrument Transformer (NCIT) and
process bus [45]. Further, the project is used to become familiar with new
technology and to investigate possible benefits. The pilot is installed in
a live 300 kV line bay in parallel with the already existing Substation
Automation and Protection System (SAS) as illustrated in figure 2.2.

Digitising substations can yield many advantages such as reduced costs,
increased reliability, productivity and safety, reduced outage time when
maintenance or faults occur, and easier access to real-time data produced
at each substation. It is of great importance to understand how industrial
standards and protocols utilise digital devices to communicate within the
digital domain and ultimately ensuring a robust power grid.
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Digitising the substations may also give a huge potential in the way
substations are controlled, monitored and commissioned in the future.
This can lead to less personnel on remote locations as well as making it
harder to physically locate the substation. A possible cost of this potential
can be an increased number of attack points to the digital domain.

Accessing the digital domain is a challenging task, but if an attacker
manages to access one of the communication networks in the substation,
the potential for disruption can be very high due to the interconnectivity
between digital and physical components in the substation [45][19].
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Chapter 3

Theoretical background

3.1 The Norwegian power grid

The Norwegian power grid is a network of interconnected transmission
lines as illustrated in figure 3.1. The figure shows how power lines in
the transmission grid, marked as red and yellow lines, are connected
to substations, marked as red dots, to distribute power in the southern
parts of Norway. The substations is an important and critical part of the
distribution of power throughout the power grid.

Figure 3.1: Part of the Norwegian power system [31]
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3.2 SCADA

Supervisory Control and Data Acquisition (SCADA) is a system of
software and hardware elements that allows industrial organisations to
control processes locally or remote, monitor, gather and process real-time
data, record events into logfiles, interact with devices such as sensors,
switches, generators and motors, and more through a human machine
interface (HMI) software [68].

SCADA systems are crucial in industrial applications because they enable
efficiency, smart processing of data, communication between different
parts of the overall system, and well-informed decisions based on
real-time data. The sectors using SCADA are among others the energy
sector, the oil and gas sector, the manufacturing sector, the transportation
sector, the power, water and food production sector.

Figure 3.2: Basic SCADA layout

Sensors measure the state of the system and transmits data to
Programmable Logic Controllers (PLC) or Remote Terminal Units (RTU).
Once the data is processed and handled by the PLC or RTU it is
fed throughout the SCADA system. A HMI operator display enables
supervision and control from an operational terminal [68]. A basic
SCADA layout is illustrated in figure 3.2.
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3.3 Cyber-physical systems and cyber threats

A cyber-physical system is a system in which both the cyber part and
the physical part are integrated at all levels of the system design [72].
In cyber-physical systems, physical and software components are deeply
intertwined, each operating on different spatial and temporal scales,
exhibiting multiple and distinct behavioural modalities, and interacting
with each other in ways that change with the context [17].

Figure 3.3: Cyber-physical system layout - cyber and physical part [72]

Based on a cybersecurity perspective, there are at least four important
aspects an organisation should consider when investigating cyber threats
associated with CPS[10]:

• Organisation - cybercriminals often attack industrial facilities
through exploiting employees without proper training and aware-
ness of cyber threats. E.g. an e-mail which at first glance seems to be
trustworthy.

• Digital and analogue components - exploiting weaknesses in the
configuration of components. E.g. opening blocked USB access
points and insert a USB drive containing malware.

• Software and firmware - exploiting weaknesses in IT or OT
software/firmware by exploiting undiscovered weaknesses in the
software or firmware code. E.g. changing functionality of physical
components by altering the firmware.

• Control algorithm - changing the controllers response to given states
of the system. E.g. changing the response rate or delaying the control
action which can make the system unstable and unreliable.
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3.3.1 Common attacks on cyber-physical systems

The following subsections introduce some typical cyberattacks which will
be used in this thesis to discuss ways of gaining access to a cyber-physical
system and, furthermore, a digital substation.

3.3.2 DOS attack

A Denial-of-Service attack is when a cyberattacker seeks to disrupt the
communication between devices by making resources unavailable to the
network. The most common types of DOS attacks is TCP SYN flood attack.
This attack exploits the buffer space in Transmission Control Protocol
(TCP) by sending requests and not responding to the requested data. This
causes the attacked device to timeout while waiting for response from the
requesting device/sender [6].

Another common DOS-attack is the Ping of death-attack, where the
attacker exploits the maximum size of an IP packet of 65,535 bytes by
sending fragmented packets which when reassembled are larger than
the maximum allowed size. When the receiving device defragments the
packet, it can experience buffer overflow and other critical system failures.

A distributed DOS attack is when the incomming attack originates from
several sources making it harder to stop the attack by blocking a single
source.

These attacks can be avoided by checking the size of the received packet
and/or block the source of the attack by using a firewall.

3.3.3 Phishing

A phishing attack is when a cyberattacker attempts to obtain sensitive
information by disguising e.g. an e-mail as if it is coming from a trusted
source. The main goal is to gain access to data such as usernames and
passwords, and/or install malware on the attacked system by exploiting
an unaware employee. These attacks are usually conducted through
e-mail and can be avoided by investigating the origin and broad use of
e-mail filters. The details in the e-mail such as wrong spelled words or
company name is a common way to reveal the trustworthiness of the
e-mail [67].

One of the most important countermeasures besides continuous updates
of software is company awareness of the given threat situation and
employees with experience and training in spotting fraudulent content.
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3.3.4 Man-in-the-middle attack (MitM)

A MitM-attack, commonly known as an eavesdropping attack, is when
an attacker intercepts a victims communication without the victim being
aware of the ongoing interception. Either the attacker has to be within
physical proximity of the target e.g. through an open WiFi network, or the
attacker can install malicious software by performing a phishing attack
through e-mail. There are several types of MitM attacks such as spoofing
or hijacking, both with the intention of pretending to be a trustworthy
source, for instance a financial institution or a bank. Spoofing is a situation
in which a person or program successfully masquerades as a trustworthy
source to gain an illegitimate advantage [54]. Hijacking a situation in
which an attacker relays and possibly alters the communication between
two parties who believe they are directly communicating through a
private connection [36].

Figure 3.4 illustrates how an attacker can monitor a secure session [63]
[16].

Figure 3.4: Visual illustration of MitM-attack
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3.3.5 Malware

Malware describes malicious software such as spyware, ransomware,
viruses and worms. The malware exploits weaknesses in a network,
typically a user that opens an attachment which installs malicious
software. The malicious software will typically block access to key
components, install harmful software, obtain information from harddrives
or disrupt components resulting in an inoperable system. Users that are
exposed to such attacks does not generally become aware of the attack
before the malware is deeply integrated with the system if the attack has
been successful [65].

3.3.6 SQL injection

A SQL injection attack is used to disrupt data-driven applications.
SQL-code is injected a server forcing the server to reveal information
unintendedly, e.g. by dumping the contents of the database to the attacker
[59].

3.3.7 Zero-day vulnerability

A Zero-day vulnerability is a software security flaw known to the software
vendor, but the vendor have not managed to build and release a patch
to fix the flaw. The term zero-day comes from the fact that the vendors
software technicians has had zero days to fix the problem.

A zero-day attack is when a cybercriminal manages to exploit a known
security flaw before a patch to fix the issue is released and the platform
using the software is updated with the new patch [21] [71].

Figure 3.5: Illustration of the vulnerability window
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3.4 Substation

A substation is an electrical facility which transforms voltage in the power
grid to and from different voltage levels. The most common components
of a substation are cables, line disconnectors, voltage transformers, circuit
breakers, busbars, current transformers, power transformers and surge
arrestors, details can be seen in figure 3.6. Control and measurements in
the substation is based on the mentioned components [49].

The substations also have a control building and abilities for remote
control. Most substations are designed with a high degree of redundancy
in case of failure in the devices and components used in the substation.
Redundancy is ensured by having several transformers, transmission lines
and grounding cables attached to the busbars. In this way a local or remote
control center has the ability to disconnect or reconnect transformers and
transmission lines.

Figure 3.6: Substation power components [58]

Substations can be divided into three categories:

• Substations in the transmission grid transform the highest voltages
in the power grid, 420 and 300 kV, down to 132 , 66 or 45 kV. The
transformers on this voltage level has a capacity per unit of several
hundred MW.

• Substations in the regional grid transform voltages from 132, 66 or
45 kV to 22 or 11 kV. Transformers on this voltage level has a
capacity of 10-25 MW. In small municipalities there is usually only
one substation unlike in the bigger cities where there is usually one
for each district.

• Substations in the distribution grid transform voltage from 22 or 11
kV to 420 or 230 V. Normal outlet-voltage in Norway is 230 V used
by house-holding customers and 420 V used by most industrial
customers.
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Conventional vs. digital substation

In a conventional substation there are several hundred connections, as
illustrated in figure 3.7, consisting of copper cables between primary and
secondary equipment. Communication and control is made utilising both
analogue and digital signals. On process level, each signal for measuring
and triggering has a unique copper connection. Communication in the
substation is made externally to a SCADA system. In a conventional
substation it is hard to use the data from the SCADA system directly
[45][20]. Measurements from conventional transformers are connected
directly to the substation via copper cables. This results in the same level
of voltage inside the substation as in the transmission lines.

In a digital substation the copper cables are replaced by a station bus
and a process bus. Communication and control is made by utilising
digital signals on both station and process level, both internally and to
external systems. Communication and protection commands are sent
over highly available fibre optic cables, meaning that both physical and
digital access is easy for the organisation. Information is distributed on
the communication buses and are made available to the network both
internally in the substation, and to external facilities such as a control
center.

The digital substation has the ability to communicate between SCADA
and other networked systems both internally and externally.
Conventional current and voltage transformers are replaced by
Non-Conventional Instrument Transformer (NCIT) which simultaneously
measures current and voltage in the transmission lines and transmits the
data via fibre optic cable [64], thus reducing the voltage and current levels
inside the substation. Figure 3.7 illustrates the extensive use of copper
cables in conventional substations versus using fibre optic process bus and
station bus in digital substations.
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Figure 3.7: Comparison of a conventional substation utilising copper
cables and a digital substation utilising a fibre optic process bus for
communication [20]

Comparison of substation types
Type Conventional Modern Digital
Network level Network management Network management Network management, Asset Health Center
Station level HMI, control board and event recording HMI, Gateway HMI, Gateway
Bay level Hard-wired protection and control Protection and control IED’s Protection and control IED’s
Process level Air-insulated switch bay Air-insulated switch bay Disconnecting circuit breaker with FOCS

Table 3.1: Comparison of the different layers in conventional, modern and
digital substations

Comparison of communication medium used in substations
Communication medium Conventional Modern Digital
Station- and network level Serial communication Ethernet communication MLS-TP, protocol for packet transport
Bay- and station level Copper cables IEC 61850 data IEC 61850 data bus
Process- and bay level Copper cables Copper cables IEC 61850 data bus

Table 3.2: Substation communication medium used on different levels and
substation types
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3.5 Security zones

A digital substation is protected with a physical perimeter consisting
of fences and access control. In addition to the physical perimeter
there is also an electronic security perimeter which is the logical border
surrounding the network to which critical cyber assets are connected
and controlled. The electronic security perimeter is characterised by the
following properties [22]:

• Confidentiality
Preventing disclosure of information to unauthorised personnel or
systems.

• Integrity
Preventing undetected modification of information by personnel or
systems.

• Availability
Ensuring that unauthorised personnel or systems can not deny
access or use to authorised users.

• Authentication
Determination of the true identity of a system user by e.g. mapping
the identity to a system internal principal (e.g. a valid user account)
such as an approved user database.

• Authorisation
Access control, preventing access to the sytem by personnel or
systems without permission.

• Auditability
The ability to reconstruct the complete history of the system
behaviour from historical records of relevant actions previously
executed.

• Non-repudiability
The ability to provide proof of the integrity and origin of the data.

• Third-party protection
The ability to avoid damage done to third-party systems via the
attacked network.
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Substations are protected with security zones, each being responsible for
specific areas of the substation. Figure 3.8 illustrates the different security
zones and what type of assets each security zone assures. Protection of
assets in a digital substation is ensured by physical security perimeters,
electronic perimeters, data protection, encryption of data, secure user
accounts, logging and more [18].

Figure 3.8: Substation security zones [18]
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3.6 The OSI model and industrial standards

The Open Systems Interconnection model is a conceptual model for data
communication in open equipment and vendor independent systems.

The OSI model is an essential part of the standardisation process
describing how data is communicated in and between networks. It
consists of a framework of seven distinct layers with a common set of
protocols describing how communication is ensured. Each layer describes
critical communication functionality. The main purpose of the OSI model
is to standardise the communication between different systems with
standardised protocols such as TCP/IP, NTP and PTP [43][44]. The layers
and examples of their functionality is described in table 3.3 and 3.4

OSI model
Layer Functionality
7 - Application Running high-level APIs, resource sharing, remote file access
6 - Presentation Translating data between networking services and applications
5 - Session Host-to-host communication
4 - Transport TCP, UDP, SCTP
3 - Network Controls datatransfer and error handling in the network layer
2 - Data link Physical addressing of equipment in a computing network
1 - Physical Defining the equipments physical properties and characteristics

Table 3.3: OSI model - layers and functionality

Layer Example
7 SMTP, web surfing, web chat, virtual terminals
6 GIF, JPEG, HTTPS, SSL, TLS
5 SMPP, SCP and PAP
4 TCP, UDP, SCTP
3 IP, IPsec, DDP
2 Ethernet
1 Multiplexing, circuit switching, optical cable, electrical cable

Table 3.4: OSI model - layers and examples

The application layer makes two or more connections able to communicate
directly using protocols such as HTTP, SMTP or FTP. The presentation
layer makes sure data is presented correctly by e.g. compressing and
decompressing data or encrypting data. The session layer manages the
dialogue over the transport layer between endpoints. The transport layer
manages the transfer of data in the network layer and handles errors so
that higher layers receive data without errors.
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The network layer makes sure that data is transmitted and received in
correct order, and to the correct receiver. Addressing on this layer is made
on logical addresses such as an IP-address representing a node in the
network. The data link layer handles transfer of data and error handling
in the physical layer such as MAC-addressing. The physical layer defines
all physical properties and signals used in the network such as voltage,
physical connectors, cables, radio waves and so on.
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Chapter 4

Mathematical theory

This chapter introduce the reader to the mathematical theory and notation
used in this thesis.

The system modelling and MATLAB implementation done in this thesis is
based on the underlying mathematical principles from this chapter. This
is important to be able to determine characteristics of the model such as
controllability and observability.
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4.1 Notation

R Set of real numbers
Rmxn Set of matrices with m rows, n columns, and entries in R

x ∈ Rn Real-valued column vector of dimension n
xi The i-th entry of the vector x
t Continuous time-constant, real-valued
k Discrete-time instant, integer-valued
x(t) Continuous-time vector variable
xk Discrete-time vector variable
y ∈ Rq Real-valued column vector of dimension q
y(t) Continuous-time vector variable
yk Discrete-time vector variable
y(n) n-point sample vector variable
u ∈ Rp Real-valued column vector of dimension p
z(t) Continuous-time vector variable
w(t) Continuous-time vector variable
E ∈ Rnxn Descriptor matrix
A ∈ Rnxn System dynamics matrix
B ∈ Rnxm Control matrix
C ∈ Rpxn Sensor matrix
D ∈ Rpxm Direct term matrix
Ed ∈ Rnxn Discrete descriptor matrix
Ad ∈ Rnxn Discrete system dynamics matrix
Bd ∈ Rnxm Discrete control matrix
Cd ∈ Rpxn Discrete sensor matrix
Dd ∈ Rpxm Discrete direct term matrix
EN ∈ Rpxn Null space of descriptor matrix E
AN ∈ Rnxn Null space of dynamics matrix A
BN ∈ Rnxm Null space of control matrix B
CN ∈ Rpxn Null space of sensor matrix C
DN ∈ Rpxm Null space of direct term matrix D
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4.2 Laplace transform

Laplace transform is an integral transform which takes a function, f(t),
and transforms it to a complex function F(s). Laplace transform is used to
simplify calculations in systems described by large differential equations.
The transform is an important part of process control where it is used to
examine variables, behaviour and stability of a system [62].

The Laplace transform is mathematically defined as [32][5][34]:

F(s) =
∫ ∞

0
f (t)e−stdt (4.1)

where s = σ + iω, σ and ω are real numbers.

4.3 Sine-wave

A sine wave is a continuous mathematical curve that describes periodic
oscillations. The wave is defined by an amplitude, frequency and a phase
[61][53].

y(t) = Asin(2π f t + ϕ), (4.2)

where A = amplitude, f = f requency, t = time and ϕ = phase.

4.4 The Nyquist Theorem

This theorem is mention in this thesis since it represents an important
aspect of digital signal processing.

The Nyquist theorem states that for an analogue-to-digital conversion of a
signal, a true representation of the signal is ensured by using a sampling
rate that is at least two times higher than the highest frequency occurring
in the analogue signal [8][66].

Nyquist frequency:

S = 2× fmax

where S is sampling rate, and fmax is the highest occurring frequency in
the analogue signal.
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4.5 Runge-Kutta

Runge-Kutta is a method for numerically integrating ordinary differential
equations [41][60].

The method is mathematically defined as:

yh
i+1 = yh

i + h
m

∑
j=0

β jk j, where k j = f (xi + ρjh, yh
i + h

m

∑
l=1

γjlkl), (4.3)

where m is number of stages, k j is the number of slopes. The free
parameters γil, ρj and β j must be chosen so the discrete solution problem
described in equation 4.3 converges towards a solution to the initial value
problem [30].

A more widely used method is the classical Runge-Kutta 4 method which
is one of the discretisation methods used in this thesis [27]:

yh
i+1 = yh

i +
h
6
(k1 + 2k2 + 3k3 + k4) (4.4)

k1 = f (xi, yh
i ) (4.5)

k2 = f (xi +
h
2

, yh
i +

h
2

k1) (4.6)

k3 = f (xi +
h
2

, yh
i +

h
2

k2) (4.7)

k4 = f (xi + h, yh
i + hk3) (4.8)
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4.6 Euler’s method

Euler’s method is a numerical method to solve first order first degree
differential equations with known initial values. The implementation of
Euler’s method used in this thesis is explicit.

A continuous-time state space model [5]:

ẋ(t) = Ax(t) + Bu(t), (4.9)

y(t) = Cx(t) + Du(t) (4.10)

can be discretised, assuming each sample is sampled for one sample
interval (zero-order-hold) [37]. The discrete state space representation of
the continuous system is:

x[k+1] = Adx[k] + Bdu[k], (4.11)

y[k] = Cdx[k] + Ddu[k], (4.12)

where xk+1 is the discrete solution of x(t) and yk is the discrete solution of
y(t).

An exact solution of the continuous state space representation can be
created by using equation 4.13

x[k+1] = eATx[k] + A−1(eAT − I)Bu[k], (4.13)

where T is the discretisation step and k is the discrete sample.

An easy and fast implementation of this method is to approximate a
solution to the continuous state state space representation of the system
as in equation 4.14 and 4.15.

eAT ≈ I + AT (4.14)

x[k+1] ≈ (I + AT)x[k] + TBu[k] (4.15)
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4.7 Moving average filter

The moving average filter is commonly used to remove noise from a
sampled signal.

The filter takes in n samples from an input vector x and estimates an
average based on a windowsize , resulting in an output vector y. The
windowsize determines how many samples the filter uses to average over,
this results in a single point based on the average of the input vectors
[39][1].

The moving average filter is mathematically defined as:

y(n) =
1

windowsize

windowsize

∑
k=0

x(n− k) (4.16)

where y(n) is the discrete output vector based on an average of the
weighted sum of the input vectors, x(n), determined by the windowsize.

4.8 Null space of a matrix

In this thesis the null space of a matrix is used to calculate an augmented
attack generating system which produces a dynamic attack that remains
undetected on the output of the system.

The null space of an m × n matrix A, is the set of all solutions to the
homogeneous equation Ax = 0, x 6= 0 [9].

Mathematically defined as:

Null(A) = {x ∈ X|A(x) = 0}.
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4.9 System modelling

This section describe the mathematical model used to simulate a dynamic
power system with coupling between generators in the system.

4.9.1 System model

In control engineering the state space representation is a common way to
describe the dynamics of a system based on a set of inputs, outputs and
variables describing the state through first order differential equations.

The state space model used in this thesis is a descriptor state space model,
which compared to ordinary state space models, contains an additional
matrix E. By describing the system as a descriptor state space model, it
is possible to perform undetectable dynamic attacks utilising the system
transfer function.

State space representation of the PCU is given by the following equations
describing the system development as Eẋ(t) and the system
measurements as y(t):

Eẋ(t) = Ax(t) + Bu(t) (4.17)

y(t) = Cx(t) + Du(t), (4.18)

where Eẋ(t) describes the system development and y(t) the output
represented in continuous state space domain.

x: R→ Rn

y: R→ Rp

are the maps describing the evolution of the system state and
measurements, and E, A, B, C and D are constant matrices.

Since E is allowed to be singular the following assumptions hold [46]:
Assumption 1 - The pair (E, A) is regular, that is, the determinant
det(sE− A) does not vanish identically.

Assumption 2 - The initial condition x(0) ∈ Rn is consistent, that is, the
relation (Ax(0) + Bu(0)) ∈ Im(E) holds.

Assumption 3 - The input signal u is smooth.

These assumptions ensures existence of a unique solution to the model.

The model is from the article Control-Theoretic Methods for Cyberphysical
Security [46].
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4.9.2 Attack model

An attack model is made using the same modelling principles as in section
4.9.

EN ż(t) = ANz(t) + BNw(t) (4.19)

uattack(t) = CNz(t) + DNw(t), (4.20)

where

z: R→ Rn

w: R→ Rp

ż and uattack are the state space realisation of the dynamic attack generator.
AN, BN,CN,DN and EN denote the null space matrices extracted from the
system transfer function which is later described in section 5.7.

4.10 Observability

A system is observable if, for any possible sequence of state and control
vectors, the present state can be determined in finite time using only
the outputs [42][5]. Observability, in other words, describes whether the
internal state variables of the system can be externally measured [11].

Observability is determined by:

O =


C

CA
CA2

...
Cn−1

 (4.21)

where O ∈ Rpn×n, A ∈ Rn×n and C ∈ Rp×n.

Observability is an important property of a control system. If a system is
observable, it is possible to determine the dynamics of the system based
on the measured output.
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4.11 Controllability

Controllability is an important property of a control system in terms of
stabilising unstable systems by using feedback and/or optimal control.

Controllability is described as the controllers ability to arbitrary alter the
functionality of the system plant in a specific way [11]. A system is
controllable if and only if the system states can be changed by the system
input.

For a discrete time linear state space system the controllability matrix can
be described as:

C =
[
B AB A2B ... An−1B

]
(4.22)

where C ∈ Rn×mn A ∈ Rn×n and B ∈ Rn×m.

The system is controllable if the controllability matrix has full row rank
(rank C = n). If the system is controllable, C will have n linearly
independent columns. If these n columns of C are linearly independent,
each n states are reachable by giving the system proper control inputs
[12][5].

4.12 Controller

A PID controller (or PI controller) is one of the most common controller
used in industrial applications and processes [26]. A PID controller is used
in the discrete-time model and an PI-controller used in the
continuous-time model.

u(t) = Kpe(t) + Ki

∫ t

0
e(t)dt + Kd

de(t)
dt

(4.23)

Figure 4.1: PID control calculation
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A PID controller calculates control inputs based on the error, e(t), of the
past, present and previous state. e(t) is the difference between desired
setpoint and measured process state. Corrections to the process is made
by adding a proportional gain Kp which is proportional to the error and
compensates for the present error, a integral term Ki to compensate for past
values and a derivative term Kd to compensate for future trends based on
current rate of change [23][25][47]. Kp, Ki and Kd are parameters which are
tunable. This enable the system to respond as required depending on the
type of system which is controlled.

The PID controller use three control terms (proportional, integral and
derivate) to apply accurate control to the system. See details in figure 4.1.
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Chapter 5

Detailed methodology

This chapter explains in greater detail how relevant literature has been
explored, which premises the PCU model is based on, how the
mathematical model can be simulated in MATLAB, and how the results
are evaluated.

The goal of the simulations is to determine if it is possible to perform
cyberattacks on a cyber-physical system with coupling effects inherent to
the system, forcing the disconnection of one or several transmission lines,
and/or perform an undetectable cyberattack.

In this section two models will be described. The models use the same
mathematical basis. The first model is represented in discrete-time. The
second model is represented in continuous-time.

5.1 Literature search

Finding relevant literature by investigating IEEEs website - the worlds
largest technical professional organisation for advancements in technology, in
addition a wide internet search, for relevant topics about cyberattacks,
control and industrial systems in substations and power grids.
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5.2 Overall system

This section is used to illustrate how a digital substation may receive
digital data originating from the transformers, apply active control to the
system and feedback the resulting system state.

Figure 5.1: Block diagram of the overall system

The block diagram in figure 5.1 illustrate how measurements from the
transformers are digitised and filtered. Once the measurements are
digitised, they are fed into the system loop and active control is applied
to the system using feedback from the output.
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5.3 Modelling the states/inputs and the PCU

The following section introduce the reader to how the states and system is
mathematically represented and modelled.

5.3.1 Representing the states current, voltage and busbar
voltage

System states can be represented as sinusoidal waves as described in detail
in section 5.8.1.

By using section 4.2, the input states/signals are simulated as sinusoidal
waves using the following parameters:

• Amplitude

• Frequency

• Sampling frequency

• Sampling interval

• Offset

• Noise

5.3.2 Model of the PCU

A mathematical representation of the PCU is made using the Power
Network and Attack example from Control-Theoretic Methods for
Cyberphysical Security [46]. The next step is to illustrate how the model
from [46] can be transformed into a mass-spring-damper system which
forms the basis of the simulations in MATLAB.

The system model used in [46] (equation 5.2) can be represented as a
mass-spring-damper system as shown from equation 5.3 to 5.13.

The Laplacian matrix in equation 5.1 describes the relations between
generators and load buses associated with the system.

L =

[
Lgg Lgl
Llg Lll

]
(5.1)

39



The dynamic model of the power network and hence the PCU is modelled
as in equation 5.2.I 0 0

0 Mg 0
0 0 0

 δ̇
ω̇
θ̇

 = −

 0 −I 0
Lgg Dg Lgl
Llg 0 Lll

 δ
ω
θ

+

 0
Pω

Pθ

 (5.2)

The left side of equation 5.2 is Eẋ and the right side is Ax(t)+ F, where F is
a constant known change in the mechanical input power to the generators
or real power demand at the loads. In this thesis F = Bu(t).

δ̇ = ω (5.3)

Mgω̇ = −Lggδ− Dgω− Lglθ + Pω (5.4)

0 = −Llgδ− Lllθ + Pθ (5.5)

θ can be expressed from equation 5.5 as:

θ = L−1
ll (−Llgδ + Pθ) (5.6)

By setting
δ̈ = ω̇, (5.7)

the model can be described as a mass-spring-damper system:

Mgδ̈ = −Lggδ− Dgδ̇− Lglθ + Pω, (5.8)

yields
Mgδ̈ + Dgδ̇ + Lggδ = Pω − Lglθ, (5.9)

Substituting θ with equation 5.6 yields:

Mgδ̈ + Dgδ̇ + Lggδ = Pω − Lgl(−L−1
ll Llgδ + L−1

ll Pω) (5.10)

Mgδ̈ + Dgδ̇ + Lggδ + δ(Lgg − Lgl L−1
ll Llg) = Pω + L−1

ll Pω, (5.11)

Assuming that:
Lgg − Lgl L−1

ll Llg < 0 (5.12)
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Equation 5.11 can be written on a more general mass-spring-damper form:

mδ̈ + bδ̇ + kδ = F(t) (5.13)

where

m = mass,
b = damping and
k = spring constant.

Substituting δ with x yields the familiar mass-spring-damper
representation of the system.

mẍ + bẋ + kx = F(t), (5.14)

where

m = mass,
b = damping,
k = spring constant,
x = position and
F = force.

Constructing the dynamics matrix, A, based on equation 5.2 as:

A = −

 0 −I 0
Lgg Dg Lgl
Llg 0 Lll

 (5.15)
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5.4 Discrete-time model

The state space representation of this model is simulated in discrete-time
domain. The following matrices originates from [46].

Representing matrices E, A and B based on Lgg, Lgl, Lll and Llg which
describes relationship between generators and the load buses.

Lgg =

0.580 0 0
0 0.0630 0
0 0 0.0590

 (5.16)

Lgl =

−0.0580 0 0 0 0 0
0 −0.0630 0 0 0 0
0 0 −0.0590 0 0 0

 (5.17)

Lll =


0.2350 0 0 −0.0850 −0.0920 0

0 0.2960 0 −0.1610 0 −0.0720
0 0 0.3300 0 −0.1700 −0.1010

−0.0085 −0.1610 0 0.2460 0 0
−0.0920 0 −0.1700 0 0.2460 0

0 −0.0720 −0.1010 0 0 0.1730

 (5.18)

Llg =


−0.0580 0 0

0 −0.0630 0
0 0 −0.0590
0 0 0
0 0 0
0 0 0

 (5.19)

Dg =

2 0 0
0 2 0
0 0 2

 , (5.20)

where Dg is the system damping coefficients and

Mg =

1 0 0
0 2 0
0 0 3

 , (5.21)

where Mg describes the system mass coefficients.

Equations 5.16 to 5.19 is originates from [46].
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Inserting the matrices in equation 5.15 to obtain the dynamics matrix A
which describes the system dynamics (equation 5.22).

A =



0 0 0 −1.0000 0 0 0 0 0 0 0 0
0 0 0 0 −1.0000 0 0 0 0 0 0 0
0 0 0 0 0 −1.0000 0 0 0 0 0 0

0.0580 0 0 2.0000 0 0 −0.0580 0 0 0 0 0
0 0.0630 0 0 2.0000 0 0 −0.0630 0 0 0 0
0 0 0.0590 0 0 2.0000 0 0 −0.5900 0 0 0

−0.0580 0 0 0 0 0 0.2350 0 0 −0.00850 −0.0920 0
0 −0.0630 0 0 0 0 0 0.2960 0 −0.01610 0 −0.0720
0 0 −0.0590 0 0 0 0 0 0.3300 0 −0.1700 −1010
0 0 0 0 0 0 −0.0850 −0.1610 0 0.2460 0 0
0 0 0 0 0 0 −0.0920 0 −0.1700 0 0.2620 0
0 0 0 0 0 0 0 −0.0720 −0.1010 0 0 0.1730



(5.22)

Next step is to find an expression for the descriptor matrix E. This is done
by inserting equation 5.21 and an identity matrix (size 3× 3) in the left side
of equation 5.2. This results in equation 5.23

E =



1.0000 0 0 0 0 0 0 0 0 0 0 0
0 1.0000 0 0 0 0 0 0 0 0 0 0
0 0 1.0000 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 2 0 0 0 0 0 0 0
0 0 0 0 0 3 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0



(5.23)

The next step is to approximate a solution to the set of differential
equations by using Euler’s method as described in section 4.6.
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Ad =



1.0000 0 0 0.0100 0 0 0 0 0 0 0 0
0 1.0000 0 0 0.0100 0 0 0 0 0 0 0
0 0 1.0000 0 0 0.0100 0 0 0 0 0 0

−0.0006 0 0 0.9800 0 0 0.0006 0 0 0 0 0
0 −0.0006 0 0 0.9800 0 0 0.0006 0 0 0 0
0 0 −0.0006 0 0 0.9800 0 0 0.00059 0 0 0

0.0006 0 0 0 0 0 0.9977 0 0 0.0009 0.0009 0
0 0.0006 0 0 0 0 0 0.9977 0 0.0016 0 0.0007
0 0 0.0006 0 0 0 0 0 0.9967 0 0.0017 0.0010
0 0 0 0 0 0 0.0009 0.0016 0 0.9978 0 0
0 0 0 0 0 0 0.0009 0 0.0017 0 0.9974 0
0 0 0 0 0 0 0 0.0007 0.0010 0 0 0.9983



, (5.24)

where Ad is the discretised state space representation of the continuous
state space matrix A.

Bd =



0 0 0
0 0 0
0 0 0

0.0100 0 0
0 0.0100 0
0 0 0.0100
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0



(5.25)

where Bd is the discretised state space representation of the continuous
state space matrix B.

Cd =
[
0.01 0 0 0 0 0 0 0 0 0 0 0

]
, (5.26)

where Cd is the discrete-time sensor matrix.

The next step is to calculate the discrete state development of the
continuous state space representation, Eẋ(t), using equations 5.27 and
5.28.

Edxk+1 = Adx(k) + Bdu(k), (5.27)

yk+1 = Cdx(k) + Ddu(t) (5.28)

where x(k) describes the states of the mass-spring-damper system and
u(k) the control input. yk+1 is the discrete-time output and Dd = 0.
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5.5 Continuous-time model

The state space representation of this model is simulated using
continuous-time domain state space representation.

The matrices describing the generators and the buses are the same as the
ones used in the discrete-time model. However, E and Mg are different
since the continuous-time model is represented in a continuous time
domain.

Representing the implicit matrix E and the matrix containing the masses,
Mg as:

E =



1.0000 0 0 0 0 0 0 0 0 0 0 0
0 1.0000 0 0 0 0 0 0 0 0 0 0
0 0 1.0000 0 0 0 0 0 0 0 0 0
0 0 0 0.1250 0 0 0 0 0 0 0 0
0 0 0 0 0.0340 0 0 0 0 0 0 0
0 0 0 0 0 0.0160 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0



(5.29)

Mg =

0.1250 0 0
0 0.0340 0
0 0 0.0160

 (5.30)
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5.6 Digraph associated with the continuous-time
and discrete-time model

A digraph is a convenient way to represent how the network is connected
and is based on the system dynamic matrix A. The digraph eases
the understanding of how the cyberattacks transplants throughout the
system. Figure 5.2 is the digraph associated with the network model. The
red arrows indicates one of the many paths in the system.

Figure 5.2: Digraph of the discrete-time and continuous-time model. The
digraph shows one of the paths the attacks u1 and u2 can transplant
throughout the system and the point of attack [46].
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5.7 Attack generator used for both the
continuous-time case and the
discrete-time-case

An attack generator is implemented based on section 4.9.2. To simulate
the attack generator, the matrices that describe the dynamics of the attack
generator has to be extracted based on the model transfer function.

The interested reader is referred to the following papers on how to tackle
the problem of output invisible signals; [70], [52], [14] and [28]. The latter
paper describes a possible strategy to prevent undetectable attacks.

To simulate how dynamic attacks affect the overall system model, the first
step is to find an expression of the system model transfer function, H(s).

By using equation 4.17 and 4.18 from section 4.9.1 and performing a
Laplace transform yields:

EsX(s)− x(0) = AX(s)− BU(s) (5.31)

where the initial condition for x(0) = 0.

BU(s) = AX(s)− sEX(s) (5.32)

BU(s) = (A− sE)X(s) (5.33)

X(s) = (A− sE)−1BU(s) (5.34)

Inserting 5.34 in the Laplace transformed version of equation 4.18 and
setting D = 0, yields the following transfer function:

H(s) = C(A− sE)−1B (5.35)

which is represented in Laplace domain.

Having obtained the transfer function, the next step is to calculate a
function based on the null space of the transfer function,
N(s) = null(H(s)).

Then a function D(s) is created, with higher order than H(s), to ensure
a proper rational function, and a physically stable and realisable system
[37].

Attack generator dynamics =
N(s)
D(s)

(5.36)

Retrieve the descriptor state space model based on the attack generator by
utilising the relationship which is described in equation 5.36.

47



Finally, a dynamic attack model is expressed based on section 4.9.2 and
attacks are injected by adding the output of the attack model to the control
input to the original system.
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5.8 Simulation in MATLAB

This section describes how the mathematical modelling were
implemented in MATLAB. In addition, how the signals current, voltage
and busbar voltage are simulated and what parameter values which is
used.

5.8.1 Current, voltage and busbar voltage as states/inputs

States/inputs are simulated based on section 4.3 with parameters and
values listed in table 5.1.

Parameter Amplitude Frequency (Hz) Sampling frequency (Hz) Sampling interval Offset
Current 2 50 250 0 to 125001 3000
Voltage .5 50 250 0 to 125001 300
Busbar voltage .4 300 250 0 to 125001 300

Table 5.1: Parameters and values used to simulate sinusoidal signals

The simulated values are filtered using a digital filter as described in
section 4.16 with a windowsize of 50.

The digitally filtered samples are stored in a vector (DSV).

5.8.2 Model

The model is simulated using the equations and matrices in section 5.3.2.
Development of the system is simulated by estimating a control input
based on the present state, present time, time step (4t) and desired
setpoint.

The system development is stored in an output matrix, y(t).
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5.8.3 Control of the system

The controller used on the discrete-time system is a PID controller. The
controller used on the continuous-time system is a PI controller. Detail of
the controller is in section 4.12. The gains Kp, Ki and Kd used the PID
controller are listed in table 5.2. The PI controller use the same values as
the PID, but the derivative term is removed.

In addition to estimate control inputs for each state, an integral term is
calculated which contributes to the overall control input used to drive the
discrete-time model to the desired setpoint.

The total error, hence the control input, is calculated based on the control
model described in section 4.12.

Parameter Kp Ki Kd

States
Current 5 3 3
Voltage 5 3 3
Busbar voltage 5 3 3

Table 5.2: Parameters and values used in the PID controller

Table 5.2 contains the values used for the different gain factors in the
controller. The gains used in the controller are tuned by first choosing
a value for Kp, then adjust the value for Ki and finally adjust the value for
Kd.
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Part II

Results
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Chapter 6

Results

This chapter introduce the reader to the resulting simulation of the system
based on the theory and methods described in the previous sections. A
description of how the results were obtained is given, before illustrating
the resulting system response both with and without attacks present in the
system.

The results are presented in the following order:

Flowchart of the MATLAB code

Generation and simulation of simulated transformer signals

Digital filtering of the transformer signals

Model response simulation both with and without present attacks

53



6.1 Flowchart of the MATLAB code

Figure 6.1: Flowchart describing the MATLAB code

Figure 6.1 illustrates how the MATLAB code generates simulated
measurements, applies a digital filtering step on the measurements,
calculates the state development of the system, and calculates the attack
value for the present state using the attack generating model. The state
measurements are subtracted from the digitally filtered measurements.
This summation is used in the controller to apply accurate control of the
system.
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6.2 Digital sample values

Digital Sample Values (DSV) are implemented in MATLAB. These values
represent current, voltage and busbar voltage as input signals/states to
the system. DSV are the digitised states measured by the transformers
measuring the present state of the transmission lines.

Generating states for the signals is done by choosing appropriate
amplitude, frequency, sampling frequency, offset and a sampling interval.
In addition an expression for noise occurring in the states is added by
using MATLAB’s random number generator. The parameters and values
used to simulate current is described in table 6.1.

Next, a moving average filter is implemented as shown in listing 6.1. The
filter is used to eliminate noise from the measurements.

Listing 6.1: Moving Average function
1 %% FILTERING
2 function y = d i g i t a l _ f i l t e r ( x , windowsize )
3 %{
4 x : samples to average
5 windowsize : how many samples to average over a t each

time
6 y : vec tor of averaged elements
7 %}
8
9 N = length ( x ) ;

10 averaged = ones ( 1 , length (N) ) ;
11 %t o t a l _ s u m = 0 ;
12
13 for L = 1 : (N−windowsize )
14
15 total_sum = sum( x ( L : L+windowsize−1) ) ;
16 averaged ( L ) = (1/ windowsize ) * total_sum ;
17 %t o t a l _ s u m = 0 ;
18
19 end
20 y = averaged ;
21 end
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6.2.1 Simulating current

Parameter and values used to simulate current
Amplitude 2
Frequency 50 Hz
Sampling frequency 250 Hz
Time step, dt 0.01
Sampling interval [0:dt:500]
Offset 3000
Noise 8*(random number)

Table 6.1: Parameters and values used to simulate current

Figure 6.2: DSV: Current simulated in MATLAB

The resulting simulated current originating from the current transformer
is shown in figure 6.2. The blue graph illustrates simulated unfiltered
measurements originating from current transformers. By filtering the
unfiltered data using the digital moving average filter one obtains the
red graph. The red graph represents the same states, but with a high
degree of noise reduction. As seen in figure 6.2, the filtered signal captures
trends and behaviour of the unfiltered measurements and removes noise
as intended.
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6.2.2 Simulating voltage

Parameter and values used to simulate voltage
Amplitude .5
Frequency 50 Hz
Sampling frequency 250 Hz
Time step, dt 0.01
Sampling interval [0:dt:500]
Offset 300
Noise .2*(random number)

Table 6.2: Parameters and values used to simulate voltage

Figure 6.3: DSV: Voltage simulated in MATLAB

The resulting simulated voltage from the voltage transformer is shown in
figure 6.3. The blue graph illustrates simulated unfiltered measurements
originating from voltage transformers. Applying the digital moving
average filter on the measurements to remove noise results in the
filtered red graph. The digitally filtered data captures the trends of the
measurements and removes noise as intended. Notice that by choosing
smaller noise element amplitude the signal becomes less noisy compared
to the simulated current.
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6.2.3 Simulating busbar voltage

Parameter and values used to simulate busbar voltage
Amplitude .4
Frequency 50 Hz
Sampling frequency 250 Hz
Time step, dt 0.01
Sampling interval [0:dt:500]
Offset 3000
Noise .39*(random number)

Table 6.3: Parameters and values used to simulate busbar voltage

Figure 6.4: DSV: Busbar voltage simulated in MATLAB

The resulting simulated busbar voltage originating from the voltage
transformers is shown in figure 6.4. The blue graph illustrates simulated
unfiltered measurements measured by voltage transformers. Applying
the moving average filter on the measurements results in the red graph.
Again the digitally filtered data captures the trends and removes noise
as expected. Notice that the simulated busbar voltage has a larger noise
element than the simulated voltage.
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6.3 Simulating the discrete-time model

The following section describe how the system development is simulated
and the resulting response with and without a present cyberattack. This
state space model is simulated in discrete-time domain.

First step to simulate the model is to create a function which is used
to estimate the development of the state. The function calculates the
development based on the matrices A, B, C, D, E, a time step (4t), present
state and the calculated control inputs from the previous state. The
resulting function is illustrated in listing 6.2.

Listing 6.2: Function to simulate state development, discrete-time model
1 %% STATEDOT WITH CONTROLLER
2 %STATEDOT with c o n t r o l l e r
3 function [ StateDotControl , z_dot ] =

Der ivates_wi th_contro l (A, B , C, E , t imestep , S ta te ,
ucontrol , time ,A_N, B_N, C_N,D_N, E_N, z _ s t a t e ,w)

4 z_dot = A_N* z _ s t a t e + B_N*w;
5 z _ a t t a c k = C_N* z _ s t a t e + D_N*w;
6 P = ( eye ( 1 2 )−A* timestep ) ;
7 R = timestep *B ;
8 StateDotControl = P* S t a t e + R * ( ucontro l+z _ a t t a c k ) ;
9

10 P = E*P ;
11 R = E*R ;
12 end

A function for simulating development of states without controller is
made in a similar way, but with an external force driving the system
instead of a PID controller. The resulting function is illustrated in listing
6.3.
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The external force used to drive the system is randomly chosen and is
based on equation 5.2, random values are chosen as seen in equation 6.1.

Fexternal =



0
0
0

1.0000
1.0000
1.0000

0
−0.5440

0
−0.5440

0
−0.5440



. (6.1)

Listing 6.3: Function to simulate state development driven by constant
external force, discrete-time model

1 %% STATEDOT withOUT c o n t r o l l e r
2 function StateDot = Der ivates (A, B , C, E , t imestep , S ta te ,

F_external , time )
3 P = ( eye ( 1 2 )−A* timestep ) ;
4 %F _ e x t e r n a l i s a c o n s t a n t v e c t o r wi th random

v a l u e s
5 R = timestep * F_ex te rna l ;
6 StateDot = P* S t a t e + F _externa l ;
7 A = E*A;
8 end

Control inputs to the system are calculated based on a PID controller as
described in section 4.12.
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Listing 6.4: Function to estimate control inputs, discrete-time model
1 %% CONTROLLER
2 function [ ucontrol , i n t e g r a l ] = Control ( S ta te , dt ,

se tpo in t , i n t e g r a l )
3 kp_value = 5 ;
4 kd_value = 3 ;
5 ki_value = 3 ;
6 %I n i t i a l v a l u e s
7 Kp = [ kp_value , 0 , 0 ;
8 0 , kp_value , 0 ;
9 0 , 0 , kp_value ] ;

10 Ki = [ ki_value , 0 , 0 ;
11 0 , ki_value , 0 ;
12 0 , 0 , k i_value ] ;
13 Kd = [ kd_value , 0 , 0 ;
14 0 , kd_value , 0 ;
15 0 , 0 , kd_value ] ;
16
17 %Kp e r r o r
18 e r r o r = s e t p o i n t ( 1 : 3 ) − S t a t e ( 1 : 3 ) ;
19 %Ki e r r o r
20 d e r i v e r r o r = s e t p o i n t ( 4 : 6 ) − S t a t e ( 4 : 6 ) ;
21 %Ki e r r o r
22 i n t e g r a l = i n t e g r a l + dt * e r r o r ;
23 %R e s u l t i n g c o n t r o l i n p u t
24 ucontro l = Kp* e r r o r + Kd* d e r i v e r r o r + Ki * i n t e g r a l ;
25 end

A control input is calculated based on the present state and desired
setpoint. The controller takes into account past, present and future
development of the states. The elements are multiplied by their respective
gain factor and summed to yield a control input to the system, as described
in section 4.12 and listing 6.4.
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6.3.1 Implementing Runge-Kutta 4 in MATLAB

One of the methods used to solve ordinary differential equations in
this thesis is Runge-Kutta 4 (RK4). To simulate system development in
MATLAB using RK4, the constants k1 to k4 has to be expressed as a
function of present state, present time, time step (4t) and desired setpoint
based on the theory from section 4.5. Further details of the MATLAB
calculation is described in listing 6.5.

Listing 6.5: For-loop to estimate state development using RK4,
discrete-time model

1 for idx =1: length ( time )
2 disp ( [ ’ S imulat ionstep ’ , num2str ( time ( idx ) / t f i n a l

* 1 0 0 ) ] )
3 %Step 1
4 u1 = Control ( S ta te , time ( idx ) , dt , s e t p o i n t ) ;
5 k1 = Der ivates ( S ta te , u1 ) ;
6 %Step 2
7 u2 = Control ( S t a t e +k1 * t imestep /2 , time ( idx ) +

t imestep /2 , dt , s e t p o i n t ) ;
8 k2 = Der ivates ( S t a t e +k1 * t imestep /2 ,u2 ) ;
9 %Step 3

10 u3 = Control ( S t a t e +k2 * t imestep /2 , time ( idx ) +
t imestep /2 , dt , s e t p o i n t ) ;

11 k3 = Der ivates ( S t a t e +k2 * t imestep /2 ,u3 ) ;
12 %Step 4
13 u4 = Control ( S t a t e +k3 * t imestep /2 , time ( idx ) +

t imestep /2 , dt , s e t p o i n t ) ;
14 k4 = Der ivates ( S t a t e +k3 * t imestep /2 ,u4 ) ;
15 %next e s t i m a t e d s t a t e
16 next_value = 1/6*( k1 + 2* k3 + 3* k3 + k4 ) ; %Her e r

d e t noe RUSK!
17 S t a t e = S t a t e + next_value * t imestep ;
18 end
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Figure 6.5: System response: RK4, current, delta1

Figure 6.6: System response: RK4, voltage, delta2

Figure 6.7: System response: RK4, busbar voltage, delta3

Simulation of system response using RK4 and a PID controller is shown
in figure 6.7, 6.5 and 6.6. As shown in the figures the controller drives the
system to the desired setpoint. The system remains stable.
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6.3.2 Implementing Euler’s method in MATLAB

One preferred method to iteratively solve differential equations describing
a continuous system is Euler’s method. Implementing an approximate
discrete model using Euler’s method in MATLAB is more straightforward
than using RK4. To approximate a solution in MATLAB based on Euler’s
method as described in section 4.6, a time step T and an identity matrix
I (same size as the size of A), are implemented in MATLAB. Details of
implementation is described in listing 6.2 and 6.6. In addition, initial
values for state, control, integral and setpoint have to be chosen.

Listing 6.6: For-loop to estimate state development using Euler’s method,
discrete-time model

1 for idx =1: length ( time )
2
3 %C a l c u l a t e c o n t r o l i n p u t
4 [ u , i n t e g r a l ] = Control ( S ta te , dt , se tpo in t , i n t e g r a l )

;
5
6 %C a l c u a l t e n e x t e S t a t e and a t t a c k g e n e r a t o r s t a t e
7 [ S ta te , z _ s t a t e ] = Der iva tes_wi th_contro l (A, B , C, E ,

dt , S ta te , u , time ( idx ) ,A_N, B_N, C_N,D_N, E_N,
z _ s t a t e ,w) ;

8 end
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6.3.3 No cyberattack present in the discrete-time model

Plotting the system response yields a stable system when there is no
present cyberattack. The resulting system response is shown in figure 6.8
and 6.9. The generators delta1, delta2 and delta3 representing current,
voltage and busbar voltage stabilise at the desired setpoints, driven by the
PID controller.

Figure 6.8: System response: No attack on the current generator, delta1

Figure 6.8 shows how the generator for current, delta1, is driven to desired
setpoint. The control action results in an overshoot before the generator
stabilises.
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Figure 6.9: System response: No attack on the voltage generators, delta2
and delta3

Figure 6.9 shows how the generators for voltage, delta2 and delta3, are
driven to desired setpoint. The control action applied on the voltage
generator results in a small overshoot and oscillations before the generator
stabilise. The control action applied to the busbar voltage generator results
in a larger overshoot before the generators stabilise.
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6.3.4 Discrete-time model driven by external force

Figure 6.10: System response: The generator for current, delta1, driven by
external force

Figure 6.11: System response: The generators for voltage, delta2 and
delta3, driven by external force

By applying a randomly chosen constant force to the system it is shown in
figure 6.10 and 6.11 that the generators stabilise as expected.
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6.3.5 Cyberattack present in the discrete-time model

Figure 6.12: Cyberattack present in the generator for current, delta1

Figure 6.13: Cyberattack present in the generators for voltage, delta2 and
delta3

Attacking the system with the augmented attack generating model makes
the generators unstable as seen in figure 6.12 and 6.13. The three
generators generating current, voltage and busbar voltage are driven
unstable. Notice the how rapidly the system is driven unstable.
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6.3.6 Observability and controllability

This section describes whether the discrete-time model is observable and
controllable or not as described in section 4.10 and 4.11.

The discrete-time model is both controllable and observable since the
control matrix C and the observability matrix O has full rank n.
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6.4 Simulating the continuous-time model

The following section describe how system development is simulated with
and without a present cyberattack. This state space model is simulated in
continuous-time domain.

Listing 6.7: Function used in MATLAB’s ODESolver to estimate the state
development of the continuous system

1 function [ dxdt , i n t e g r a l ] = ODEsolver ( t , x , A, B , C, D
, E , A_N, B_N, C_N, D_N, E_N, dT , K, i n t e g r a l )

2 %s t a t e s o f sys t em
3 x _ s t a t e = x ( 1 : 1 2 ) ;
4 %S t a t e s o f a t t a c k g e n e r a t o r sys t em
5 z _ s t a t e = x ( 1 2 + 1 : end ) ;
6 %S e t p o i n t f o r c o n t r o l
7 s e t p o i n t = [3000 300 300 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 ] ’ ;
8 %% P r o p o r t i o n a l c o n t r o l l e r
9 %C o n t r o l l e r u = −Kx

10 u = −K* ( x _ s t a t e − s e t p o i n t ) ;
11
12 %A t t a c k c o n s t a n t w
13 w = [−1 −1] ’ ;
14
15 %Attack−g e n e r a t i n g sys t em
16 d z _ s t a t e = A_N* z _ s t a t e + B_N*w;
17 a t t a c k = C_N* z _ s t a t e + D_N*w;
18
19 %Change a t t a c k t o a t t a c k i n g d e l t a 2 and 3 i n s t e a d
20 % temp = a t t a c k ;
21 % a t t a c k ( 1 ) = temp ( 2 ) ;
22 % a t t a c k ( 2 ) = temp ( 1 ) ;
23 % a t t a c k ( 3 ) = temp ( 1 ) ;
24 %I n c l u d e t h e d e s c r i p t o r ma t r ix E
25 d z _ s t a t e = E_N* d z _ s t a t e ;
26
27 %Output s t a t e
28 dx_s ta te = −A* x _ s t a t e +B * ( u + a t t a c k ) ;
29 %I n c l u d e t h e d e s c r i p t o r ma t r ix E
30 dx_s ta te = E* dx_s ta te ;
31 %Output
32 dxdt = [ dx_s ta te ; d z _ s t a t e ] ;
33 end
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Listing 6.8: Function ODE45 used to estimate state development for the
continuous-time model

1 %I n i t i a l s t a t e s and v a l u e s
2 S t a t e = zeros ( 1 2 , 1 ) ;
3 z _ s t a t e = zeros ( 4 , 1 ) ;
4 ucontro l = zeros ( 3 , 1 ) ;
5 i n t e g r a l = [ 0 , 0 , 0 ] ’ ;
6 w = [0 0 ] ’ ;
7 K = [100 50 70 0 0 0 0 0 0 0 0 0 ] ’ ;
8 t_span = [0 3 0 ] ;
9 dT = 0 . 0 1 ;

10 x0 = [DSV( 1 ) DSV( 2 ) DSV( 3 ) 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , zeros ( 1 ,
s ize (A_N, 1 ) ) ] ’ ;

11 kp = 5 0 0 ;
12 kd = 1 0 0 ;
13 ki = 3 0 0 ;
14 K = [ kp , 0 , 0 , kd , 0 , 0 , ki , 0 , 0 , 0 , 0 ,

0 ;
15 0 , kp , 0 , 0 , kd , 0 , 0 , ki , 0 , 0 , 0 ,

0 ;
16 0 , 0 , kp , 0 , 0 , kd , 0 , 0 , ki , 0 , 0 ,

0 ] ;
17
18 % Use ode45 t o c a l c u l a t e s t a t e d e v e l o p m e n t
19 [ t , x ] = ode45 (@( t , x ) ODEsolver ( t , x , A, B , C, D, E , A_N

, B_N, C_N, D_N, E_N, dT ,K) , t_span , x0 ) ; %% S e t t
inn A_N, B_N , C_N, D_N

Listing 6.7 illustrates how the overall system is implemented in MATLAB.
The augmented attack generating system is implemented in the same
function used to estimate the state development of the attacked system.
This is shown in listing 6.7.

The output of the attack generator is added to the control input.
This enables the attack generator to perform dynamic attacks that are
undetectable. The attack can be redirected by altering the attack vector
to attack the generators for voltage instead of the generator for current.

Listing 6.8 shows the estimation of the system response at each time
interval, t, based on the overall system and the augmented attack
generating system.
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6.4.1 No cyberattack present in the continuous-time model

Figure 6.14: System response: No attack present in the generator for
current, delta1

Figure 6.15: System response: No attack present in the generators for
voltage, delta2 and delta3

Figure 6.14 shows how the generator for current, delta 1, responds when
there is no present cyberattack. The generator stabilise at setpoint, with
a small offset. Figure 6.15 shows how the generators for voltage, delta1
and delta2, responds when the is no cyberattack present. The generators
stabilise at setpoint with a small offset.
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6.4.2 Cyberattack present in the continuous-time model

Figure 6.16: Cyberattack present in the system, the generator for current,
delta1, not attacked.

Figure 6.17: Cyberattack present in the system, the attack is directed
towards the voltage generators, delta2 and delta3.

Figure 6.16 and 6.17 shows how the generators respond when there is a
cyberattack present in the system. Notice how the generator for current,
delta1, stabilise and the generators for voltage, delta2 and delta3, diverge.
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Figure 6.18: Cyberattack present in the system, the attack is redirected
towards the generator for current, delta1.

Figure 6.19: Cyberattack present in the system, the generators for voltage
are not attacked.

Figure 6.18 shows how the generator for current, delta1, responds when
the attack is redirected. Figure 6.19 shows how the generators for voltage,
delta2 and delta3, responds to the redirected attack. Notice that delta1
diverge, and that delta2 and delta3 stabilise.
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6.4.3 Observability and controllability

This section describes whether the continuous-time domain model is
observable and controllable or not as described in section 4.10 and 4.11.

The continuous-time model is both controllable and observable since the
control matrix C and the observability matrix O has full rank n.
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Chapter 7

Discussion

7.1 Advantages and disadvantages of the
substation types

A digital substation has the potential for major benefits compared to
a conventional substation. The physical location in a conventional
substation where the copper cables enter the substation represents danger
to employees and nearby equipment due to high levels of current and
voltage. The copper cables are directly connected to the transformers and
transmission lines outside the substation. The same level of voltage and
current present at the transmission lines is also present at the point where
the copper cables enter a conventional substation.

In a digital substation conventional transformers are replaced by
Non-Conventional Current Transformers (NCIT) and eliminates the
dangerous galvanic connection between protection panel, control panel
and the switchyard. The measurements from the transmission lines are
communicated through fibre optic cables, thus eliminating the dangerous
voltage and current levels inside the substation. The NCIT replaces the
need for independent transformers for current and voltage by measuring
both current and voltage in the same device. The transmitted data from
the NCIT is received by a highly interoperable electronic processing unit
which provides critical components and devices, such as metering and
protection devices with the data via communication buses inside the
substation [20][19][49].
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In addition, the digital substation is based in accordance with international
standards such as the IEC 61850 process bus. This makes the substation
more interoperable by being more equipment and vendor independent.
Furthermore, replacing communication through copper cables with fibre
optics, station buses and process buses results in better area efficiency
and intervention in local nearby areas. It can also result in an easier
configuration of the substation.

Operational cost will most likely be reduced due to less need of
regular maintenance and wider use of industrial standards that are more
frequently updated. A digital substation also offers supervision of all
exchanged data traffic on the process and station bus. This can enable
faster response and identification of failures.

A possible issue with a digital substation are the many connections to
different networks both in and between local substation systems and to
external networks. The main control central will receive data through a
closed and a shared network which makes it exposed to attacks performed
by hackers. The digital substation will also be more exposed to occurring
data errors than a conventional substation. Since there is a limited amount
of digital devices in conventional substations, the possibility of data errors
occurring in a conventional substation is more limited.

Implementing a digital substation by using multiple digital devices and
components opens for unintentional cascading effects. This is not desired
and can be handled by investigating inputs and outputs by simulating the
response of each individual device and the overall system. An attacker,
with proper knowledge of the system design and protocols used in a
digital substation, may be able to attack specific parts of the substation.
This attack may result in a malfunction at a completely different physical
location than the original point of attack.

The advantages of a digital substation outweighs the disadvantages, thus
making it an obvious choice to ensure a robust, reliable and flexible power
grid of the future.
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7.2 Accessing the substation

Gaining access to a substation is a demanding task that requires detailed
knowledge of the system design and protocols used to protect the
substation. The most top-secret and critical substations does not appear
in public records making it harder to physically locate them.

Each area of the substation is classified within a security zone as described
in section 3.5. It is possible to physically access a substation. To do this the
attacker have to bypass camera surveillance, fences and electronic access
control. The access checkpoints requires privileged user access. Once
inside the substation, the attacker has to bypass the digital perimeter, such
as bypassing USB ports protected by sticky MAC-addressing. Managing
to bypass the mentioned security measures without being detected is not
a realistic scenario.

One way of accessing a substation is through the digital domain. Gaining
access through the digital domain can be done by utilising undiscovered
and unintentional weaknesses in the substation design or industrial
standards. The attacker also needs in-depth knowledge of the substation
design and functionality. Furthermore, the substation is protected by
electronic fences such as firewalls, malware protection and digital access
control. One possible way of accessing the digital domain is if a
wireless connection is unintentionally activated inside the substation
during maintenance. This scenario is plausible, but due to the immense
knowledge and resources required, and layers of protection to bypass, it
is unlikely to happen.

Another way of gaining access to critical devices inside the substation
is by exploiting employees in the organisation that do not have proper
cyber threat awareness training. A common way for hackers to gain
access to privileged data such as user accounts and passwords, is to
perform a phishing attack or a MitM attack through e-mail. These types
of attacks attempts to steal sensitive data through installing malware or
by eavesdropping a secure connection. The e-mail originating from the
hacker have to be concealed by imitating a trustworthy source. The true
content of the e-mail have to be hidden from spam filters, firewalls and
other cybersecurity measures. A critical part of an attack like this is to
make sure that the employee installs the malware included in the e-mail.
Once the sensitive data has been exposed, the cybercriminal can use this
data to gain access to the digital domain (e.g. a secure IT server) with
direct access to the digital substation. Once access to the digital substation
has been obtained, the hacker can access the internal communication
networks inside the substation and disrupt normal operations. This means
that a hacker, in theory, can control parts of the power grid.
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The most probable way of gaining access to a digital substation is
by taking advantage of the digital domain by exploiting employees
without proper cybersecurity awareness training. Although taking into
consideration the immense resources needed to do this, it is not a realistic
scenario.

7.3 Positioning of devices and equipment

A crucial part of cybersecurity in critical infrastructure is to make sure that
devices and components with direct control or access to key functionality
is well protected. Transformers and sensors that measures the state of the
system must be protected both physically and digitally.

In the future, conventional transformers will most likely be replaced
by NCITs. An optical fibre based transformer has a greater need for
protection as it does not have the same inherent protection as conventional
transformers. A conventional transformer contains high current and
voltage levels resulting in a natural protection from physical tampering.
It is therefore important to ensure the protection of a NCIT by adding
additional security measures such as making it physically out of reach and
unavailable. The other devices in a digital substation is protected by being
inside the substation within distinct security zones as described in section
3.5.

Ensuring a high degree of redundancy is an important aspect of critical
infrastructure to obtain normal operation, even when extraordinary events
such as a cyberattack is attempting to disrupt normal operation.
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7.4 Additional security

Statnett’s pilot project is equipped with several process and station buses
which receive current and voltage data originating from the digitised
transformer measurements of transmission lines. The buses receive data
from SAMU units (Sampling and Measurement Units) and additional MU
units (Measurement Units). This ensures redundancy at process level. In
addition, there are several cross connected PCUs that receive data from
separate communication buses. This ensures additional security in case
one of the buses or PCU units are compromised by an attacker.

A conventional substation does not have the same level of redundancy
concerning the transformers. Introducing digital substations in the power
grid will to a large extent eliminate weaknesses associated with the
transformers as NCITs are less expensive and labour intensive to maintain
and operate.

Introducing an entirely independent set of sensors and networks to
further ensure the redundancy level required should also be considered.
Furthermore, making regular back-up of data is recommended. The
backups should be tagged with date, logged and stored on independent
servers on closed networks. That way, if an attack has disrupted
normal operation of a digital substation, existing non-infected backups
are available and can be used to reboot the substation. Before rebooting
the substation it is important to cut off communication towards outside
networks. To the extent possible, having physical hard copies of protocols
and operation should also be considered.
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7.5 Modelling the PCU

The model used in this thesis exhibit as a proof of concept of how a
cyberattack may take place on a cyber-physical system. The model used
for simulations in this thesis does not describe the immense complexity
of interconnections that is used in the pilot project at Furuset. To gain a
more accurate and realistic simulation of how the PCUs actually responds
to a cyberattack it is necessary to build a mathematical description/model
which thoroughly describes the relationship between all the connections
in the digital substation design.

It might be a challenge to obtain exact details of the digital substation
design due to the huge cybersecurity risk these details represent. When
digital substations gets standardised and installed in live power grids,
details of the substation will most likely be restricted to a need-to-know
basis due to the potentially catastrophic event of an immense cyberattack
that may shut down one or several substations at the same time. On the
other hand, it would be beneficial to understand the functionality of the
digital substation on a detailed level. Understanding how the complex
interconnections in the digital substation operates can make it easier to
build a defence strategy against cyberattacks, and furthermore, make the
digital substation robust and reliable.

Standardising industrial applications also means to expose details of how
components used in critical infrastructure operates. This is one of the
negative aspects of standardising. However, standardising leads to an
easier integration of components and products used in other related
industries. Components and devices will also be more compatible with
other systems. Another advantage of standardising is the fact that smaller
companies producing components and devices does not have the same
resources available to conduct proper studies on different aspects of their
product. This can for instance be a wider range of security measures
in the product. Most businesses must have a profit, this is done by
manufacturing products which are made to work within certain specific
requirements. The best solution might be to have a committee or group
consisting of representatives from both industry and academia. This will
most likely lead to a more robust and secure standard.

The mathematical description used to build a system model of the PCU
units are based on generators and their electromechanical characteristics.
The PCU units main task is to protect and control the transmission lines
by disconnecting and redirecting lines that does not behave as expected.
The PCUs also send system diagnostic data to the control center and other
relevant systems.
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Investigating how a cyberattacker may disrupt normal behaviour of a
cyber-physical system is done by using the model of a power network
from the article Control-Theoretic Mehtods for Cyberphysical security [46].
As previously shown in section 5.3.2, the power network model can
be transformed into a general mass-spring-damper system consisting of
multiple coupled mass-spring-damper systems. This is done to be able
to later build a larger model containing more components and coupled
elements. By having a larger, more complex and intertwined model it
might be possible to perform more sophisticated attacks. Building a larger
model was not possible during this thesis due to a limited amount of time.

There is an analogy between electrical and mechanical systems which
makes it suitable to model the PCU units as coupled mass-spring-damper
systems [38]. In the mechanical equivalent system, capacitance can be
viewed as springs, resistance as friction and inducting elements as mass
[4]. Electrical power systems are naturally oscillating systems which
makes a mass-spring-damper system suitable as a basis for a conceptual
model.

Based on the article Control-Theoretic Methods for Cyberphysical Security
[46] and equations 5.2 to 5.14, it is illustrated how the system can be
transformed into a mass-spring-damper model. The attack simulation
in article [46] is based on generator properties such as rotor angles and
frequencies, voltage angles and the buses for interconnection between the
generators. This makes modelling the overall system as a coupled mass-
spring-damper system relevant when investigating how both detectable
and undetectable attacks affects the overall system.

The reason for investigating the PCU units, and not other parts of the pilot
project design, is the key position the PCUs have in the digital substation
design. All communication to external and internal systems goes through
the PCUs. Critical data such as voltage and current levels measured by
transformers are digitised, distributed on the process bus and sent to the
Regional Central (remote control center). The Regional Central makes
decisions based on the data from the digital substations, such as the need
of adding loads to the system, or the need of adding generators to produce
more power. This is done continuously to ensure a stable power grid and
distribution [51].

Redundancy in a digital substation is ensured by having multiple digital
components and communication networks, both internally and externally.
There is also a set of PCUs that communicates between each other on
separate process and station buses. The PCUs distribute their health status
and the transformer data originating from the transformers.
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It is plausible that a cybercriminal may want to manipulate the PCU units
by altering the communication as one way to make the substation, and
ultimately, the power grid malfunction by disconnecting one or several
transmission lines.

7.6 Measuring and sampling continuous signals

An important aspect to be aware of when digitising analogue signals is
to use a sampling frequency which enables a full digital description of
the analogue signal. If the sampling frequency is to low compared to
the frequencies occurring in the analogue signal, unwanted effects such
as aliasing can occur in the digitised version of the analogue signal.
Aliasing is an effect that causes poorly sampled analogue signals to
become impossible to distinguish from one another [2][3]. This can lead to
unstable substation performance that affects the power grid in a negative
manner.

Attempting to control a system based on aliased signals can lead to
irregular system behaviour. This can be solved by ensuring that the
sampling device’s sampling frequency are based on the Nyquist theorem
[37], as described in section 4.4.

The digital sample values used in this thesis represent the states used to
drive an actual power network. A power network is in reality driven by
the states of the system, although active control of the power network is
done by a main control center through operating the substations within
the network. A development of the model used in this thesis could be to
use the states in this thesis (the DSV states) to drive a new system.

The filter used in this thesis might not be optimal in a real-time setting
since it requires logged and stored data. The moving average filter is more
suitable for post-processing of data. The trends captured from the
post-processed data can be used in future system modelling. A low-pass
filter might be a better filter in a real-time setting.
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7.7 Euler’s method vs. Runge-Kutta

Discretisation of continuous systems is an important part of modelling and
simulating real world systems. It is not possible to recreate a full analogue
representation on a digital platform due to computational limitations and
real-time requirements. By sampling a continuous system, it is possible to
obtain a reduced, but accurate description of the system. The discretised
representation of the continuous system forms the basis for describing
the system and active control applied on the system using this basis. By
choosing a correct discretisation step, dt, the discretised representation of
the system mimics the continuous system behaviour precisely.

Exact discretisation is often undesirable due to the heavy calculations
of matrix exponentials and integral operations. Euler’s discretisation
method yields accurate results as long as the correct discretisation step
is chosen.

Euler’s discretisation method is a first order method for solving differen-
tial equations. It is one of the most used methods in physically realisable
systems due to its simple implementation. The method estimates the next
state of a system based on the present state of the system. This method
does however not consider the curvature/rate of change of the present
state.

Runge-Kutta (RK) is a family of numerical methods that approximates
solutions to differential equations. One of the most used RK methods is
RK4, described in section 4.5. This method determines the next state based
on the present state and a weighted average of four different intermediate
increments. An estimation of the resulting curvature is made based on
the weighted average. RK methods produce less errors than lower order
methods, depending on initial conditions and differential equations used
to model the system. This method takes the curvature of the present state
into account resulting in a more accurate estimate of the next state than
Euler’s method.
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Figure 7.1: RK4 slopes [50]

Figure 7.1 illustrates how the curvature of the next state is taken into
consideration when discretising the continuous system. k1, k2, k3 and k4
are the increments based on a chosen step size h. The function describing
the system must be known as well as the initial conditions.

The computational cost of using RK4 compared to Euler can be extensive
when dealing with large systems represented by numerous high order
differential equations. By carefully choosing the discretisation step in
Euler’s method, the resulting estimate will be accurate. Thus concluding
that using Euler’s method results in the same level of accurate description
of the continuous system in the discrete-time domain as RK4 would, as
long as the correct discretisation step is chosen.

The smaller the step size used, the more accurate the discrete-time
representation becomes. One way to ensure that the sampled signal
actually represents the analogue counterpart is by utilising the Nyquist
theorem.

Thus concluding that using Euler’s method instead of RK4 results in the
same level of accurate description of the continuous system in
discrete-time domain, simply by choosing correct discretisation step.
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7.8 System response, discrete-time model

Creating an augmented attack generator based on the null space of the
transfer function of the original system is a critical part of being able to
conduct undetectable attacks. The results in section 6.3 reveal that the
dynamic attacks become detectable throughout the overall system. The
system response is estimated using Euler’s method and the null space
dynamics matrices are based on a continuous-time representation. This
might cause the dynamic attacks towards the system to be detectable.
However, this can not be strictly concluded due to the possibility of
having represented parts of the state space system in both discrete-time
and continuous-time domain. A possible way of utilising the transfer
function to design invisible attacks for the discrete-time case, as done
in the continuous-time case, is to discretise the continuous-time transfer
function. This can be done by using the zero-order hold (ZOH) method
[13][5] or a Z-transform [69]. By doing this it might be possible to
use numerical methods such as Euler’s method to conduct undetectable
attacks.

Another possible reason for this result is that the function describing the
attack generator is not proper. In other words, the denominator is of lower
order than the numerator. It is crucial that the denominator has a higher
order. This ensures a stable and physically realisable system.

Simulating the system response of the discrete-time model was made by
using a for-loop in MATLAB to estimate control inputs and the next state
based on present state.

The discrete-time model stabilises as expected when no attack is affecting
the model. However, when an attack is present in the model, the system
destabilises. It does not matter which characteristic of the generator that
is monitored, the attack will be detected.

The discrete-time model was an important step towards understanding
the complex behaviour and mathematics behind the power and network
model used in this thesis. The experience gained from the discrete-time
model was later used to implement the continuous-time model.
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7.9 System response, continuous-time model

The continuous-time model was simulated using the same approach as for
the discrete-time model except one significant difference. The
continuous-time model was simulated in a continuous-time domain
by using the MATLAB’s built-in ordinary differential equations solver
(ode45).

The augmented attack generating system was created utilising the same
approach as for the discrete-time model. The continuous-time model was
simulated using MATLAB’s built in ODE Solver functionality.

Supposing that a monitoring device only has the capability to monitor
either the two generators for voltage or the generator for current makes
it possible to conduct an attack which is undetectable. The sensor matrix,
C, will have to be constructed so it only measures one of the generators.
As shown in section 6.4 it is possible to attack either the generator for
current (delta1) or the generators for voltage (delta2 and delta3) with the
attack only being visible on the generators for voltage or the generator for
current.

The continuous model stabilises as expected when no attack is affecting
the model. However, when an attack is present in the network, parts of
the power network destabilise depending on which of the generators that
are attacked.

The attacks are considered as additional loads for the generator(s) not
being attacked.
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7.10 Additional aspects

To be able to perform undetectable attacks towards the system it is
important that the sensor matrix, C, is unable to measure all states.
Performing an undetectable attack on a fully observable system where all
outputs and internal states of the system can be measured is not possible.
Thus concluding that is is only possible to perform undetectable attacks if
the measuring sensor matrix C are not monitoring all states of the system
and there exists no undetectable or hidden paths throughout the dynamics
of the system. The dynamics describing the attack generator has to be
extracted from a proper transfer function to ensure a physically realisable
and stable system. This applies to both the continuous-time model and
the discrete-time model. Thus concluding that to be able to perform
undetectable attacks, the measuring sensor matrix C, cannot monitor all
states. Statnett may overcome the issue of detecting undetectable attacks
by making sure that there are no hidden paths throughout the digital and
physical design. This means that no matter how sophisticated an attack is,
it would affect part of the system which is measured directly or indirectly.

To the interested reader, possible strategies of preventing undetectable
attacks can be studied in A saturated dynamic input allocation policy for
preventing undetectable attacks in cyber-physical systems [15].
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7.11 Controlling the system

A PID or PI controller is one of the most frequently used controllers in
the automation industry [48]. It is a simple and effective controller. As
section 6 illustrates, tuning the controller by adjusting the gain factors
is an important aspect of obtaining the stability necessary for the overall
system. By using a PI controller there is a small offset from setpoint due
to the lack of the derivative term. This can be adjusted by tuning the
parameters for integral and proportional gain.

The controller enables the system to stabilise at the given setpoint for both
models. The system driven by external force settles to a stable value, as
expected since the model is a mass-spring-damper system.

The effects of tuning the parameters in the PID controller is described in
table 7.1 [47].

Effects of increasing independently increasing parameters
Parameter Rise time Overshoot Settling time Steady-state error Stability
Kp Decrease Increase Small change Decrease Degrade
Ki Decrease Increase Increase Eliminate Degrade
Kd Minor change Decrease Decrease No theoretic effect Might increase Kd

Table 7.1: PID tuning

Another controller which may be used is an optimal linear-quadratic
controller (LQR). Using this may lead to more accurate control and faster
response of the system. The LQR controller’s main purpose is to control
a dynamic system by minimising a cost function associated with a chosen
variable in the system [35]. The cost function associates some cost to a
given event. Since the LQR controller is an optimal controller it seeks to
minimize the cost function.

In general, the controller have to manage to drive the system
asymptotically to zero to ensure the stability of the system. This is ensured
if the eigenvalues is in the left half plane of the root locus plot.

As the system stabilise when there are no attacks present in the system
the control used to regulate the system manages to drive the system
towards the desired setpoint. Although the system is stable during normal
operation, the PID control gains should be tuned to yield a lesser degree
of overshoot. There are many ways to tune a PID controller ranging from
Ziegler-Nichols to tuning by trial and error [24].

Thus concluding that the controller used to stabilise and drive the system
to the chosen setpoint performs as expected as long as the parameters for
gains are chosen correctly.
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7.12 Stability, controllability and observability

In control theory and control systems, observability and controllability are
important concepts used to measure how accurate internal states of the
system can be controlled and observed.

A system can be viewed as a black box (dynamic system), meaning that
there is no knowledge of the internal states of the system. By stimulating
the black box with an input signal it will produce an output signal. If a
system is observable it is possible to determine the outputs based on the
dynamics matrix A, and the sensor matrix C, thus indirectly revealing the
internal dynamics of the system.

Controllability, on the other hand, is a way to determine if it is possible to
control inputs indirectly or directly based on the control matrix B, and the
dynamics matrix A.

Notice that results of controllability and observability for the two models
in section 6.3.6 and 6.4.3 are controllable and observable. However, since
the state space system used in this thesis is a descriptor model, the model
is not realistically controllable and observable due to the descriptor matrix
E. The descriptor matrix E makes it possible to utilise the null space of the
transfer function to generate dynamic and undetectable attacks.

By having a system which is highly interconnected, meaning that the total
dynamics matrix A is connected to every input and output variable, leads
to a more robust system. This means that it is harder to find hidden paths
in the dynamics of the system and ultimately alter the system without
being detected.
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7.13 Findings during the literature search

A central part of the literature search was to investigate what vendors,
such as ABB and Siemens, offers of modern substation automation
technology. The IT and OT security part of the thesis was found in a
similar way in addition to wide use of SpringerLink which offers literature
in book format online. The most yielding result of the literature search
concerning digital substations was the IEEE PES Tutorial on Cybersecurity
of the Transmission and Distribution System [18]. This tutorial covers a
huge aspect the distribution systems and digital substations. Furthermore,
various cybersecurity organisations offer detailed explanation of the most
common cyberattacks.

An interesting discovery from the literature search was an article from
February 2015, Control-Theoretic Methods for Cyberphysical Security [46].
Page 3 and 4 of this article describes a power network and attack example
based on exploiting generator characteristics such as rotor angles, rotor
frequencies, and voltage angles.
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Part III

Conclusion
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Chapter 8

Conclusion

8.1 Summary of the findings of this thesis

By comparing conventional and digital substations it has become clear
that replacing conventional substations with digital substations is an
obvious choice to ensure a robust, resilient, flexible and secure power grid.

It is possible for a cybercriminal to gain access to critical infrastructure,
such as a digital substation, by exploiting industrial standards, unaware
employees and unknown weaknesses in the infrastructure design. A
substation consists of both digital and physical devices thus being a
system where a coupling between different parts of the system occur.
The coupling effects in the system design makes it possible to perform
undetectable attacks by utilising paths in the system that cannot be
monitored.

The PCU units are plausible targets for cybercriminals due to their
critical position in the digital substation design. However, a successful
cyberattack towards a digital substation requires a tremendous amount of
knowledge and specific system understanding few individuals possess.
Thus making it possible, but unlikely to access the PCU units and
ultimately disconnect one or several transmission lines.

A typical cyberattack is performed by exploiting weaknesses in digital
devices, protocols and standards, in combination with manipulating
employees without proper cyber threat training to reveal sensitive
information through e.g. an e-mail phishing scam.
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The resulting simulations based on the model in this thesis reveal that
it is possible to perform both detectable and undetectable attacks on a
system with coupling effects. The most interesting result is that it is
possible to perform undetectable attacks simply by exploiting the null
space dynamics of the overall system transfer function.

It is possible to use the digital domain to ultimately perform undetectable
attacks based on the model used in this thesis to simulate of the overall
system. However, this is unlikely since small deviations from normal
operation is detectable in other parts of the power grid.

8.1.1 Discrete-time model

The discrete-time model stabilise to setpoint when no cyberattack is
present in the system. This behaviour is expected. However, when an
attack is directed towards the system all the generators destabilise. It does
not matter which generator is being targeted. A possible reason for this
event is that the discrete-time model is discretised using Euler’s method
and the attack generating model is based on a continuous representation
of the system transfer function. Another possible issue is that the function
describing the attack generating system in which the null space matrices
are extracted from is not proper. This can lead to a physically unstable and
unrealisable system.

A possible method that may enable the realisation of undetectable attacks
for the discrete-time model is to discretise the continuous-time transfer
function. This can be done using the zero-order hold method or a
Z-transform.
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8.1.2 Continuous-time model

The continuous-time model stabilise to setpoint when no cyberattack is
present in the system. There is a small offset from setpoint because the
controller used to drive the continuous-time system is a PI controller
compared to the discrete-time case using a PID controller. Tuning the gains
Kp and Ki might eliminate the offset. However, when an attack is directed
towards the system either the generator for current or the generators for
voltage destabilise, depending on which of the generators that are targeted
by the attack generating system. Supposing that a monitoring device only
has the capability to monitor either the two generators for voltage or the
generator for current makes it possible to conduct undetectable attacks.

The attack is considered as an additional load for the generator(s) not
under attack.

The continuous-time model has been strictly described and simulated in a
continuous-time domain to enable undetectable attacks.

8.1.3 Realisation of undetectable attacks

Creating an augmented attack generating system is based on the null
space of the transfer function of the original system. This is an important
part of being able to conduct undetectable attacks. The dynamics of
the attack generating system is extracted based on the null space of the
original system’s transfer function, N(s), and a stable transfer function,
D(s). The relationship N(s)

D(s) is used to extract the attack generator
dynamics. It is important to ensure that this relationship is a proper
transfer function enabling a physically stable and realisable system.

One way to be able to mitigate or prevent undetectable attacks is to
ensure that the dynamics of the system is well-connected. Having a
well-connected system might make it more difficult for an attacker to
find hidden and undetectable paths throughout the system, if any exists.
Having more inputs than outputs in a system might create additional
hidden paths which makes it easier to perform undetectable attacks. Other
strategies on how to mitigate or prevent undetectable attacks can be
studied in the following articles [15] and [14].
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8.2 Further work

If the methods used in this thesis are used in a digital substations a study
should be conducted where the main goal should be to describe the
dynamics of the entire digital substation. Such a study would involve
mathematically describing how signals are generated, based on the
generators. It could be evaluated how these signals transplants
throughout the digital substation. Finally the substation with all
interconnections, devices and components affecting the substation, has to
be mathematically defined.

Having obtained a full mathematical description of the system, it is
possible to apply the suggested methods in this thesis to evaluate a more
realistic system response.
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