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Abstract: Studies of antimatter are important for understanding our universe at a fundamental level. There are still unsolved problems, such as the matter-antimatter asymmetry in the universe. The AEgIS experiment at CERN aims at measuring the gravitational fall of antihydrogen in order to determine the gravitational force on antimatter. The proposed method will make use of a position-sensitive detector to measure the annihilation point of antihydrogen. Such a detector must be able to tag the antiproton, measure its time of arrival and reconstruct its annihilation point with high precision in the vertical direction.

This work explores a new method for tagging antiprotons and reconstructing their annihilation point. Antiprotons from the Antiproton Decelerator at CERN were used to obtain data on direct annihilations on the surface of a silicon pixel sensor with Timepix3 readout. These data were used to develop and verify a detector response model for annihilation of antiprotons in this detector. Using this model and the antiproton data it is shown that a tagging efficiency of $50 \pm 10\%$ and a vertical position resolution of $22 \pm 0.5 \mu m$ can be obtained.

Keywords: Detector modelling and simulations I (interaction of radiation with matter, interaction of photons with matter, interaction of hadrons with matter, etc); Hybrid detectors; Particle identification methods; Simulation methods and programs
1 Introduction

The main goal of the AEgIS experiment [1, 2] is to measure the gravitational force on antihydrogen to test the weak equivalence principle for antimatter. The method proposed is to accelerate a cold, pulsed beam of antihydrogen in an inhomogenous electric field (Stark acceleration). The beam is then sent through a classical moiré deflectometer [3, 4], as seen in figure 1. The antiatoms passing through the gratings annihilate on a position-sensitive detector, forming a fringe pattern. The gravitational acceleration can be observed by measuring the downward or upward shift of this pattern compared to a path undeflected in the vertical direction. The position-sensitive detector must be able to tag antihydrogen atoms, reconstruct their annihilation point, and measure their time of flight through the moiré deflectometer. Assuming a velocity of 500 m/s for the antihydrogen and a flight path of 1.0 m, a vertical fall of \( \approx 20 \mu m \) is expected [5].

Antiproton annihilations as studied here can also be used for studying antihydrogen annihilations, as the positron annihilates independently on an atomic electron, resulting in two 511 keV
photons, to which a silicon detector is not sensitive. Previous studies have been able to describe and identify signatures of antiproton annihilations in detectors, and to make a comparison between data and simulations [6, 7].

This study is the first in which quantitative results are found for the tagging efficiency and the position resolution of annihilations in a silicon pixel detector equipped with the Timepix3 [8] readout. The results provide the background for evaluating the usability of such a detector in AEgIS and other antimatter experiments.

Figure 1. Illustration of the trajectories of antihydrogen passing through a classical moiré deflectometer. The antihydrogen atoms annihilate directly in the detector, and star-shaped annihilation clusters are detected. The paths of antihydrogen through the deflectometer are deflected by the gravitational field.

1.1 The GRACE beamline

The experimental setup is situated on the GRACE beamline [9] at the Antiproton Decelerator (AD) at CERN, where approximately $3 \times 10^7$ antiprotons with a kinetic energy of 5.3 MeV are delivered from the AD every $\approx 100$ seconds [10]. Figures 2 and 3 show an illustration and a photo of the setup, while figure 4 shows the Timepix3 detector mounted in GRACE.

The GRACE beamline is designed to provide antiprotons with kinetic energies below 15 keV, while minimizing the background produced by antiprotons annihilating without reaching the detector. The beamline consists of a vacuum chamber with an extraction line inclined by 40° with respect to the incident beam. A 25 $\mu$m thick circular titanium window with a diameter of 40.0 mm allows the antiprotons to enter into GRACE. Einzel lenses for focusing and a pair of bending electrodes guide the low-energy antiprotons towards the detector. To further reduce the energy of the beam, an aluminum degrader of variable thickness is placed in the air gap between the AD and the GRACE beamline.

The degrader thickness and the electrode voltages were manually tuned to achieve the maximum number of star-shaped clusters on the detector. The optimum was found to be with a 33 $\mu$m thick aluminum degrader, a bending voltage between 3000 and 4000 V, and a focusing voltage between 3000 and 4000 V on each of the einzel lenses. This configuration was used for the present study.
1.2 Characteristics of antiproton annihilations in matter

An antiproton annihilation with an atomic nucleon creates on average in total 5 pions (charged and neutral) per annihilation [11]. Some of these pions are likely to penetrate the affected nucleus, and nuclear fragments can break off. The multiplicity and energy distribution of these annihilation products is not fully known. Since simulations are based upon theoretical models and sparse data, they are not able to completely reproduce experimental results. Studies of antiproton annihilations in copper, silver and gold [12] show that the simulation software FLUKA performs better than other available software such as Geant4, and FLUKA was therefore used for this study.
The annihilation products acquire kinetic energy from the mass-to-energy conversion of the annihilation, and travel away from the annihilation point. This gives rise to a star-shaped cluster in the detector, as seen in figure 1. Figure 5 shows the multiplicity of the charged pions and fragments when antiprotons annihilate in aluminum as simulated with FLUKA [13].

The AD delivers around $3 \times 10^7$ antiprotons per bunch, and around 20–30 of these antiprotons reach the detector. In addition to the antiprotons, fragments and pions from annihilations occurring in the vacuum window of GRACE, and on the walls and electrodes inside GRACE can also reach the detector. These particles create secondary clusters which contaminate the data. Secondary clusters are defined as clusters caused by nuclear fragments or pions originating from annihilations taking place elsewhere than in the detector itself. Annihilation clusters are defined as clusters caused by antiprotons annihilating directly on the surface of the detector. An annihilation cluster can be recognized as a region with high-energy depositions, possibly with tracks originating from its center. These tracks, from here on called prongs, are caused by pions or nuclear fragments traveling in the plane of the detector. One clear example of an annihilation cluster is shown in figure 1.

To be able to tag antiprotons, an algorithm to distinguish between annihilation clusters and secondary clusters was developed and will be described in section 5. A perfect distinction is not possible, therefore there will always be a trade-off between the tagging efficiency and the false tagging rate. The false tagging rate is defined as the probability of mistagging a secondary cluster as an annihilation cluster.

![Figure 5](image1). Multiplicity of charged nuclear fragments and pions from antiproton annihilations in aluminum, as simulated with FLUKA [13].

![Figure 6](image2). The Time of Arrival (ToA) for all data in the main sample. The antiprotons are found in the second peak.

1.3 The detector

The detector consists of a 675 $\mu$m thick silicon sensor with a 0.5 $\mu$m thin aluminum layer on top, bump-bonded to an ASIC with the Timepix3 [8] readout. The size of the detector is $14 \times 14$ mm$^2$, with $256 \times 256$ pixels and a pixel pitch of 55 $\mu$m. Each pixel is self-triggering and able to simultaneously measure both Time of Arrival (ToA) and Time over Threshold (ToT). The time resolution is 1–2 ns. The conversion between ToT and deposited energy is found by injecting test pulses into the readout electronics and assuming 3.6 eV as the average energy required to create an electron/hole pair. The depletion voltage was measured to be around 200 V [14], and the device
was operated at this bias voltage during data taking. A photo of the Timepix3 detector is shown in figure 4. The dead time of the pixels is given as the ToT pulse time +475 ns [8]. Experimentally it was observed that the majority of the pixels recover after around 550 ns.

When hit by an antiproton or a heavy nuclear fragment, the detector suffers from the volcano effect [15]. This is a disturbance in the readout when a pixel experiences a large charge readout. Instead of the actual energy deposition, a lower random energy deposition is recorded. Tests with high-energy ions impacting a silicon detector with the Timepix3 readout [16] showed that the transformation from registered ToT to deposited energy breaks down from around 450 keV deposited energy per pixel. The per-pixel highest deposited energy in each cluster seems to follow a Gaussian-like distribution with mean approximately 500 keV and standard deviation approximately 50 keV.

The settings applied to GRACE ensure that all antiprotons to be studied have a kinetic energy below 15 keV. The penetration depth in aluminum at this energy is 0.1 µm [17], therefore the annihilations occur in the top of the 0.5 µm thick aluminum layer on the surface of the sensor.

2 Analysis of experimental data

Two data samples were collected during the test beams in 2015 and 2016, and consisted of one main data sample and one reference data sample. The main sample was taken using the optimal GRACE settings described in section 1.1, and consists of 560 bunches from the AD, each containing a mixture of annihilation clusters and secondary clusters. In this data set 44 bunches are reserved as training data to develop the algorithms for clustering and characterization. The reference data sample was taken with the detector rotated such that its back was facing the beam. In this configuration no antiprotons annihilate directly on the detector. The reference data sample therefore consists of 1561 bunches only containing secondary clusters.

2.1 Time selection

The pions and nuclear fragments from an annihilation have much higher kinetic energy than the antiprotons which are bent towards the detector. According to FLUKA their average kinetic energy is 90 MeV, while the antiprotons bent towards the detector always have a kinetic energy below 15 keV. Therefore a shower of pions and nuclear fragments from annihilations upstream of the detector will hit the detector before the antiprotons. Figure 6 shows the ToA distribution in the main sample, in which two clear peaks can be identified. The first peak is caused by annihilations in the entrance window to GRACE, and consist of pions and nuclear fragments only. Within each bunch the maximum of the first peak is used as an estimate for the time the beam enters GRACE. The antiprotons arrive in the second peak, together with pions and nuclear fragments from annihilations taking place closer to the detector. Since antiprotons are primarily found within the second peak, only pixels that are time delayed by more than 1000 ns from when the beam enters GRACE were selected for analysis.

2.2 Removing the halo signal

Figure 7a shows all the raw hits from one bunch in the main data sample after time selection, where it can be seen that areas with high-energy depositions are surrounded by a halo of lower-energy depositions [18]. Figure 7b shows the same frame after a cut at 5 keV measured energy deposition
has been applied to removed these halo hits. The measured energy deposition in the pixels in the halos is usually between 2 and 4 keV. The halo hits are not caused by actual charge collected in the pixel, but are the result of a detector artifact as described in ref. [19]. Therefore a threshold was set to remove all low-energy pixels, as this makes the clusters easier to analyze by reducing the chance of two distinct clusters to overlap.

In order to find a suitable threshold, the behavior of a Minimum Ionizing Particle (MIP) was considered, as any real particle would result in an energy deposition at least equivalent to a MIP. The search distance of the clustering algorithm presented in the next section is large enough to allow two missing pixels next to each other in a cluster. Geometrical considerations show that, for a pixel pitch $p$, a particle traveling less than $\frac{p}{\sqrt{2}}$ in one pixel it is bound to travel longer in at least one of the neighboring pixels. For a pixel pitch of 55 $\mu$m this distance is $\frac{p}{\sqrt{2}} = 38.9$ $\mu$m. Figure 8 shows the simulated energy deposition from a MIP traversing 38.9 $\mu$m of silicon, compared to the distribution of the energy deposited in the pixels in the main data sample. As seen from this figure, the deposited energies from a MIP never goes below 5 keV. Setting the threshold at 5 keV will therefore remove the vast majority of the halo hits, while it will never cut off a track caused by a real particle.

2.3 Clustering and cluster characterization

Pixels that are connected to one of their neighbors by less than 20 ns in time and less than 225 $\mu$m in distance are defined as a cluster. These parameters were tuned by inspecting the training data set which was excluded from the analysis. The combination of clustering in both time and space has the advantage that clusters overlapping in space can be distinguished if they don’t overlap in time. An algorithm to identify the prongs and the center of a cluster was developed and the procedure is described below. Also here reasonable values of the parameters were found by inspecting the training data set that was excluded from the analysis. The flow of the algorithm is shown in figure 9. The algorithm described here makes it possible to identify the amount of energy deposited in the estimated center of the clusters, and to determine the number of prongs in a cluster.

First, a straight line is fitted to the pixels in the cluster, taking the spatial center of the pixel as the point used for fitting. A low $\chi^2$ value on this fit identifies clusters that are just a single track, and therefore any cluster which has a $\chi^2$ value normalized to its degrees of freedom below 1.0 is assumed to have zero prongs. The second step is to estimate the spatial coordinates of the center of the cluster. For each pixel in the cluster the total deposited energy $E_{\text{center}}$ in a circular region with a radius of 275 $\mu$m from the center of that pixel is calculated. The mass center of the region with the largest $E_{\text{center}}$ is used as an estimate for the center of the cluster $(x_0, y_0)$. Pixels within the 275 $\mu$m radius around the point $(x_0, y_0)$ are then discarded to make it easier to recognize the prongs in the cluster.

The next step is to use Hough transformations [20] to identify the straight lines of the prongs extending from the center of the clusters with $(x_0, y_0)$ as a fixed point along the path. The number of hit pixels within each circular segment with opening angle 3.6° radiating from the center of the cluster are counted. The segment with the maximum number of pixels gives the direction of the most evident prong. The pixels belonging to a prong are defined as all pixels within $\pm 20^\circ$ of the prong direction. The pixels belonging to the identified prong are then removed, and the subsequent most evident prong is identified in the same manner. This procedure is repeated until no more prongs consisting of at least 4 pixels are found.
Figure 7. These two frames show all hits from one bunch that are time-delayed by more than 1000 ns from the estimated arrival time into GRACE. Figure a) shows the frame before the halo hits are removed, while figure b) shows the frame after the halo hits are removed.
Figure 8. Energy deposition of a MIP (pion of 200 MeV) when traversing 38.9 µm of silicon material, simulated by Geant4, compared to the measured energy depositions in all the pixels in the main data sample.

Figure 9. Flow chart for the algorithm developed to characterize the clusters.

3 Detector response model

In order to study the annihilation clusters, a full detector response model based on FLUKA [13] was developed. FLUKA provides the energy deposited in chosen voxels in the detector; for this study the voxels were set to $5.5 \times 5.5 \times 225 \, \mu\text{m}^3$ ($x \times y \times$ depth). Voxels much smaller than the pixel size were chosen in order to take into account the position of the energy deposition within the pixel. This section describes how these raw energy depositions are processed to simulate the detector response. Using the detector response model described here a sample of 10 000 simulated annihilation clusters was produced.
3.1 Modeling charge sharing between pixels

Charges liberated by the energy depositions will diffuse as they drift towards the collecting electrodes, causing charge sharing between pixels. Assuming a Gaussian shape of the charge cloud, its size in terms of the standard deviation at the readout electrodes is

$$\sigma = \sqrt{2Dt_d},$$  \hspace{1cm} (3.1)

where the amount of diffusion depends on the collection time $t_d$, and the diffusion constant $D$ [21]. A simple model for the collection time is given by

$$t_d = \frac{w^2}{2\mu V_d} \ln \left( 1.0 - \frac{z}{w} \cdot \frac{2V_d}{V + V_d} \right),$$  \hspace{1cm} (3.2)

where $z$ is the depth of the energy deposition, $w$ the thickness of the detector, $V_d$ the depletion voltage, $\mu$ the carrier mobility and $V$ the applied voltage [22, 23].

If the amount of space charge is large enough to disturb the field in the detector the collection time increases. This phenomenon is called the plasma effect [24], and its impact increases with increasing energy deposition. The simple model in equation (3.2) does not consider the plasma effect, however it is included in the device simulation software TCAD [25]. Therefore this software was used to find the collection time for different energy depositions. The simulation was done for three different depths, corresponding to the three different depths of the center of the voxels. The results from the TCAD simulations are found in table 1. For comparison the collection time from the simple model in equation (3.2) is also indicated. There is good agreement between the collection time given by the two models for energy depositions of 1 keV and 10 keV, giving evidence that the plasma effect is not present here. For larger energy depositions, the collection time clearly differs, as expected due to the plasma effect.

The diffusion constant for holes in silicon at room temperature is 12 cm$^2$/s [26], and this value was used to calculate the charge spread in equation (3.1) when the plasma effect is not present. When the plasma effect is present, the effective diffusion coefficient is found to be 18.0 cm$^2$/s in silicon at room temperature [24]; this value was therefore used for energy depositions above 10 keV.

The standard deviation $\sigma$ for the charges liberated in a voxel was found by collecting the energy depositions in the neighborhood of that voxel, and table 1 was then used as a lookup table. The neighborhood is defined by all voxels with their center within a radius of 25 $\mu$m, as this is a typical size of the charge cloud. Since the energy deposited can take on continuous values, linear interpolation was used between the values in table 1.

3.2 Modeling front-end electronics effects

In the simulation two front-end electronic effects were taken into account; the volcano effect and suppressed pixels due to the dead time of the pixels. The volcano effect, as described in section 1.3, causes the pixels receiving high-energy depositions to saturate around 500 keV. This effect was taken into account in the simulation by setting all pixels with an energy deposition above 500 keV to a random value following a Gaussian distribution with mean 500 keV and standard deviation 50 keV.

The majority of the pixels in the main data set had a dead time of approximately 550 ns after being hit. The dead time was taken into account by, for each simulated cluster, choosing one
Table 1. Lookup table to find the amount of charge sharing from the energy deposited around the charge that is transported.

<table>
<thead>
<tr>
<th>Energy deposited [keV]</th>
<th>Depth [µm]</th>
<th>Collection time $t_c$ from eq. (3.2) [ns]</th>
<th>Collection time $t_c$ from TCAD [ns]</th>
<th>Calculated $\sigma$ from TCAD [µm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 keV</td>
<td>562.5</td>
<td>45</td>
<td>30</td>
<td>8.5</td>
</tr>
<tr>
<td></td>
<td>337.5</td>
<td>17</td>
<td>14</td>
<td>5.8</td>
</tr>
<tr>
<td></td>
<td>112.5</td>
<td>5</td>
<td>6</td>
<td>3.9</td>
</tr>
<tr>
<td>10 keV</td>
<td>562.5</td>
<td>45</td>
<td>36</td>
<td>9.3</td>
</tr>
<tr>
<td></td>
<td>337.5</td>
<td>17</td>
<td>17</td>
<td>6.4</td>
</tr>
<tr>
<td></td>
<td>112.5</td>
<td>5</td>
<td>7</td>
<td>4.1</td>
</tr>
<tr>
<td>100 keV</td>
<td>562.5</td>
<td>45</td>
<td>79</td>
<td>16.8</td>
</tr>
<tr>
<td></td>
<td>337.5</td>
<td>17</td>
<td>26</td>
<td>9.6</td>
</tr>
<tr>
<td></td>
<td>112.5</td>
<td>5</td>
<td>16</td>
<td>7.5</td>
</tr>
<tr>
<td>1 MeV</td>
<td>562.5</td>
<td>45</td>
<td>349</td>
<td>34.5</td>
</tr>
<tr>
<td></td>
<td>337.5</td>
<td>17</td>
<td>98</td>
<td>18.8</td>
</tr>
<tr>
<td></td>
<td>112.5</td>
<td>5</td>
<td>48</td>
<td>13.0</td>
</tr>
<tr>
<td>10 MeV</td>
<td>562.5</td>
<td>45</td>
<td>1780</td>
<td>80.0</td>
</tr>
<tr>
<td></td>
<td>337.5</td>
<td>17</td>
<td>494</td>
<td>42.2</td>
</tr>
<tr>
<td></td>
<td>112.5</td>
<td>5</td>
<td>243</td>
<td>29.6</td>
</tr>
<tr>
<td>50 MeV</td>
<td>562.5</td>
<td>45</td>
<td>4584</td>
<td>128.4</td>
</tr>
<tr>
<td></td>
<td>337.5</td>
<td>17</td>
<td>1534</td>
<td>74.3</td>
</tr>
<tr>
<td></td>
<td>112.5</td>
<td>5</td>
<td>760</td>
<td>52.3</td>
</tr>
</tbody>
</table>

random bunch from the experimental main data sample. The pixels in that bunch that are time-delayed between 1350 ns and 1900 ns were set as suppressed in the simulated cluster. This time interval was chosen because the center of the second peak in the ToA distribution in figure 6 is at 1900 ns, indicating the most likely time delay for an antiproton. An antiproton arriving at the most likely time will see all pixels triggered in the chosen time interval as suppressed.

4 Test of the detector response model

The detector response model was verified by comparing the distributions of cluster observables in data and simulation. The observables studied are the cluster size given, the number of prongs, the energy deposited in the center of the cluster and the energy deposited in the whole cluster. The cluster size is defined as the number of pixels making up the clusters after the cut at 5 keV has been applied. The main data sample contains a mixture of secondary clusters and annihilation clusters, while the reference sample contains only secondary clusters. Therefore the main data sample was compared to a weighted combination of the reference data sample and the sample of simulated annihilation clusters. This combined sample of reference data and simulated annihilation clusters was normalized to the total number of clusters in the main data sample.

The fraction of the reference data sample in the combined sample, from here on referred to as $r$, is a free parameter that was optimized to minimize the $\chi^2$ value of the difference between
the histogram bins. The minimum value for $\chi^2$ was found for $r = 0.83$, and figure 10 shows the comparison between the main data sample and the combined sample using this value for $r$. For observables relating to the shape of the cluster the agreement between data and simulation is good. There is some discrepancy in the deposited energy, especially in the center of the cluster, as seen in figure 10d. This discrepancy may be caused by inaccuracy in how FLUKA models antiproton annihilations, or in how the volcano effect is modeled, as described in section 3.2. The optimization can also be done on each histogram individually, and the values for $r$ are then 0.81, 0.85, 0.87 and 0.83 for the cluster size, number of prongs, center charge, and total charge, respectively.

![Histograms comparing the cluster observables in data and simulations.](image)

(a) Cluster size in terms of pixels. (b) Number of prongs detected in the clusters.

(c) Measured energy deposition in the clusters. (d) Measured energy deposition in the center of the clusters.

**Figure 10.** Histograms comparing the cluster observables in data and simulations. Observables relating to the shape of the clusters seem to be modeled better. The fraction of secondary clusters is estimated to be $r = 0.83$.

## 5 Estimate of the tagging efficiency

This section shows how cuts on cluster size and number of prongs are set in order to tag the antiprotons. These two cluster observables were chosen because observables relating to the shape of the clusters are the most accurately modeled ones. The false tagging rate, from here on referred to as $p_f$, was estimated by the fraction of clusters passing the cuts in the reference data sample. The tagging efficiency, from here on referred to as $p_t$, was found by applying the cuts on the sample of simulated clusters.
Figure 11. Plots showing the relationship between tagging efficiency ($p_t$), false tagging rate ($p_f$) and the cuts. The working cut of 70 pixels, and the resulting efficiency and false tagging rate obtained with this cut and at least one prong are also indicated. a) The false tagging rate as a function of the cuts. b) The tagging efficiency as a function of the cuts. c) The tagging efficiency as a function of the false tagging rate.

Figure 11 shows $p_t$ and $p_f$ as a function of the cuts. The results are shown with and without considering the suppressed pixels in the simulation, as further experiments might be able to reduce the flux and hence avoid suppressed pixels due to dead time. The estimate of $p_f$ always includes suppressed pixels as it is estimated from experimental data. A cut of at least 70 pixels and at least one prong in the cluster gives a tagging efficiency of $p_t = 52\%$. The corresponding value of $p_f$ is then 1.1\%, making this cut a good compromise between high tagging efficiency and low false tagging rate. The comparison of the cluster observables after such a cuts is shown in figure 12, and the optimal value for $r$ is then 0.16.
Figure 12. Comparison between data and simulation for clusters passing the cut of at least 70 pixels and at least one prong. As in figure 10 observables related to the shape of the clusters are better modeled. The fraction of secondary clusters is estimated to be 0.18.

5.1 The uncertainty of the tagging efficiency and the false tagging rate

The statistical uncertainty on the tagging efficiency and the false tagging rate depends only on the sample size \( n \) and is given by

\[
\sigma = \sqrt{\frac{p(1-p)}{n}},
\]

where \( p \) is the estimated rate. This gives a statistical uncertainty of \( \pm 0.5\% \) and \( \pm 0.2\% \) for the tagging efficiency and the false tagging rate respectively. However, as seen in figure 10 the simulation does not completely reproduce the data, leaving some discrepancy between data and simulation. This is caused by systematic errors, and two sources of systematic errors were identified. The first being that the reference sample might not completely represent the secondary clusters in the main data sample. The secondary clusters in the main data sample can be caused by annihilations happening anywhere, although solid angle considerations makes it more likely for them to happen close to the detector. In the reference sample the clusters are only caused by annihilations happening downstream of the detector. Therefore secondary clusters in the main sample might be caused by
pions and nuclear fragments impinging more orthogonal to the detector compared to the reference sample. This could cause slightly larger clusters in the reference sample, and therefore the false tagging rate might be overestimated.

The second systematic error concerns how well the simulated clusters reproduce the annihilation clusters in the main sample. To estimate this effect the tagging efficiency was also calculated by a mainly data-driven method. In the main data sample the number of correctly tagged annihilation clusters is given by

\[ A_t = N_t - N f p_f, \]  

(5.2)

where \( N_t \) is the number of tagged clusters, \( N \) is the total number of clusters, \( f \) is the fraction of secondary clusters in the sample, and \( p_f \) is again the false tagging rate. The total number of annihilation clusters is

\[ A = N - f N. \]  

(5.3)

The tagging efficiency is estimated by the number of correctly tagged annihilation clusters divided by the total number of annihilation clusters, yielding the following expression for the tagging efficiency:

\[ t = \frac{A_t}{A}. \]  

(5.4)

In the main data sample \( N = 63890 \), and with the applied cuts of at least 70 pixels and at least one prong \( N_t = 5771 \). The value of \( f \) is unknown, but in section 4 the fraction of secondary clusters was estimated to be in the range of 0.81–0.87. By equation (5.4) this corresponds to a tagging efficiency between 38% and 56%.

This method of calculating the tagging efficiency includes the false tagging rate that might be overestimated. However, the effect is not severe. Setting the tagging false rate to half of its estimated value would shift the tagging efficiency to lie between 40% and 60%.

In conclusion the systematic effects points to the tagging efficiency and the tagging false rate not being known to high precision, but supports that the tagging efficiency is in the range of 50 ± 10%, while the tagging false rate is below 1.1%.

6 Reconstruction of the annihilation point

This section uses the sample of simulated annihilation clusters to evaluate two methods for reconstructing the annihilation point: the mass center method and the vertex fitting method. Experiments for measuring the gravitational fall are expected to have low flux and therefore the pixels will in general have time to recover between being hit by different particles. For this reason the modeling of the suppressed pixels was excluded from this simulation. It was also assumed that the annihilation occurs in the central 5×5 mm² of the detector such that prongs are not cut off by the edges of the detector. The relevant measurement for AEgIS is the vertical shift of the fringe pattern created by antihydrogen passing through the moiré deflectometer. Therefore the position resolution is calculated on the vertical direction \( y \). The exact annihilation position is known from the simulation, and the residual is defined as the distance between the estimated annihilation point and the true annihilation point in the vertical direction. The metric chosen for position resolution is the symmetrical 68% confidence interval around 0 for the residuals, corresponding to 1.0\( \sigma \) for a Gaussian distribution. This method of calculating the position resolution suppresses the effect of outliers.
6.1 Mass center method

The mass center method estimates the annihilation point by the weighted relative position of the energy depositions in the central region. The definition of the central region is found in section 2.3. Figures 13a and 13b show the result using the mass center method, and the position resolution is estimated to be 93 \( \mu \text{m} \). This method can be applied to all clusters, as it does not require the presence of prongs.

(a) Reconstructed annihilation point for antiprotons using the mass center method.

(b) Vertical distance between the fitted value and the true annihilation point using the mass center method. Estimated position resolution by 68% center is 93 \( \mu \text{m} \).

(c) Reconstructed annihilation point for antiprotons using the vertex fitting method.

(d) Vertical distance between the fitted value and the true annihilation point using the vertex fitting method. Estimated position resolution by 68% center is 48 \( \mu \text{m} \).

Figure 13. Position resolution using the mass center method and the vertex fitting method.

6.2 Vertex fitting method

The vertex fitting method fits straight lines to the prongs, and the annihilation point is taken as the intersection between two of these lines. The lines were fitted by the orthogonal-least-squares method. The vertex fitting method requires at least two prongs, and 45\% of the clusters have two or more prongs.
Figure 14 shows how the residuals of the vertex fitting method correlate with the average number of pixels in the two prongs, the average length of the prongs, the crossing angle \( \alpha \) between the two prongs, and the discrepancy of the estimates yielded by the two methods. According to figures 14a and 14b, the residuals are independent of the length of the prongs and the number of pixels in the prongs. That these two factors did not contribute to a better fit is probably because the same two factors also increases the probability that the prong undergoes scattering. The correlation between the residuals and the crossing angle shown in figure 14c shows that a crossing angle approaching parallel correlates with a bad fit, however the correlation is very weak and almost not visible in the scatter plot. Figure 14d shows the correlation between the discrepancy of the estimates from the two reconstruction methods and the residuals, and a strong correlation is evident for large residuals. This figure indicates that if the two methods disagree, the vertex fitting method is likely to give a bad estimate.

The following procedure was applied if there were more than two prongs yielding more than one candidate for the annihilation point. If two or more of the candidates are within a distance of \( \pm 55 \mu m \) to each other the average of this cluster of candidates is taken as the estimate. If all candidates are separated by more than 55 \( \mu m \), the one with its crossing angle closest to 90\(^\circ\) is chosen since a crossing angle close to 90\(^\circ\) correlates with a good fit. This method proved to be more robust than reconstructing to a common vertex since, in cases where there are more than two prongs, it is likely to exclude prongs that are not contributing to a good estimate. The result of the vertex fitting method is shown in figure 13c and 13d, and the vertical position resolution was improved from 93 \( \mu m \) to 48 \( \mu m \) compared to the mass center method.

In some situations it might be beneficial to select a smaller sub-sample of clusters that are known to yield better reconstructed values. The disagreement between the two methods indicates a bad fit, and therefore excluding clusters where the two methods don’t agree can provide such a sub-sample of clusters that are more accurately reconstructed. Requiring the difference between the estimates from the two methods to be less than 110 \( \mu m \), a sub-sample consisting of 22\% of the clusters was selected, and in this sample a position resolution of 22 \( \mu m \) was obtained.

By resampling the MC data the statistical uncertainty is found to be only \( \pm 0.5 \mu m \). The achieved position resolution might also be subject to systematic errors caused by the simulation not fully reproducing experimental data. Assuming that this manifest itself in different spectra of annihilation products it is relevant to check how a a change in annihilation products affects the position resolution. Therefore the simulation and vertex reconstruction was also run with annihilations in carbon and calcium, as this respectively gives a higher and lower ratio of pions to nuclear fragments. The resulting position resolution is 21.3 \( \mu m \) for annihilation in carbon and 21.8 \( \mu m \) for annihilation in calcium. This gives an indication that systematic effects do not influence the position resolution to a large extent.

An absolute requirement for the position resolution is to be below the proposed 60 \( \mu m \) periodicity of the moiré deflectometer, and this requirement is met. Simulation studies have shown that a resolution of 10–13 \( \mu m \) is required to measure the gravitation acceleration with a precision of \( \pm 1\% \). Even though this requirement is not met, the achieved position resolution should be good enough to perform a proof of principle measurement where a shift in the fringe pattern is observed [1].
Correlation between the length of the prongs and the residual. Correlation coefficient is $-0.007$.

Correlation between the number of pixels in the prongs and the residual. Correlation coefficient is $-0.015$.

Correlation between the angle between the prongs and the residual. Correlation coefficient is $0.23$.

Correlation of the discrepancy between the two methods and the residual. Correlation coefficient is $0.64$.

**Figure 14.** Plots showing the correlation between prong parameters and the accuracy of the fit.

### 7 Conclusions

This work presents a detailed study of the annihilation of antiprotons with clear prongs in a thick Timepix3 detector. A full detector response model based on FLUKA was developed. The model was verified by comparison with experimental data, and it reproduces the geometrical variables such as cluster size and number of prongs quite well. An algorithm for characterizing and tagging the antiproton clusters was also developed. Applying this algorithm, a tagging efficiency of $50 \pm 10\%$ is estimated with cuts of at least 70 pixels and at least 1 prong, while the false tagging rate is 1% with the same cuts.

The detector response model was also used to investigate the possibility of reconstructing the annihilation point from linear fits to the prongs. With low flux, and thus few suppressed pixels, this proved to be possible for 22% of the clusters, and a vertical position resolution of $22 \pm 0.5 \mu m$ was obtained. AEgIS expects to measure a vertical fall of $\approx 20 \mu m$ over the length of 1 m, given that the antihydrogen beam has a velocity of less than 500 m/s. The position resolution obtained here is low enough for such a fall to be observed.
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