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ABSTRACT
'The whole is more than the sum of its parts.'
This article applies lessons from the concept of ‘emergent properties’ in systems for data privacy law. This concept, rooted in the Aristotelian dictum ‘the whole is more than the sum of its parts’, where the ‘whole’ represents the ‘emergent property’, allows systems engineers to look beyond the properties of individual components of a system and understand the system as a single complex. Applying this concept, the article argues that the current European Union data privacy rules focus on individual processing activity based on a specific and legitimate purpose, with little or no attention to the totality of the processing activities—i.e the whole—based on separate purposes. This implies that when an entity processes personal data for multiple purposes, each processing must comply with the data privacy principles separately, in light of the specific purpose and the relevant legal basis.

This (atomized) approach is premised on two underlying assumptions: (i) distinguishing among different processing activities and relating every piece of personal data to a particular processing is possible, and (ii) if each processing is compliant, the data privacy rights of individuals are not endangered. However, these assumptions are untenable in an era where companies process personal data for a panoply of purposes, where almost all processing generates personal data and where data are combined across several processing activities. These practices blur the lines between different processing activities and complicate attributing every piece of data to a particular processing. Moreover, when entities engage in these practices, there are privacy interests independent of and/or in combination with the individual processing activities.

Informed by the discussion about emergent property, the article calls for a holistic approach with enhanced responsibility for certain actors based on the totality of the processing activities and data aggregation practices.
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INDIVIDUALISTIC APPROACH TO DATA PRIVACY
I use the term ‘individualistic’ in the sense that in dealing with a system built from several components, one emphasizes the constituent (individual) parts of the system as opposed to the system as a collective whole. In the context of European Union (EU) data privacy rules, this issue of ‘individualistic nature’ arises when an entity processes personal data for multiple purposes. The use of the term ‘purposes’ (plural) under Article 6(1(b)) of the Directive or Article 5(1(b)) of the newly adopted Regulation implies that personal data can be collected for more than one purpose. In such cases, the Article 29 Working Party requires that ‘each separate purpose should be specified in enough detail to be able to assess whether collection of personal data for this purpose complies with the law’ and ‘the data quality requirements must be complied with separately for each purpose’.4

The main argument in this article is that this (individualistic) approach is inadequate in an era where companies process personal data for manifold purposes, where almost every use of the service generates personal data, and where data are
combined across several processing activities. This is partly because the individualistic approach is based on the underlying assumption that there are well-delineated, distinct processing activities serving distinct purposes, with every piece of data fitting into those delineated individual boxes of processing activities. However, in light of the increasing commercial value of personal data and big data practices, this assumption is a half-truth at best. Furthermore, the account of the individualistic approach partially signifies that if the individual processing is compliant, the data privacy rights of individuals are not endangered. However, as shown throughout the article, this might not always be the case. By drawing comparisons from the concept of ‘emergent property’, I demonstrate that when entities process personal data for a wide array of purposes and combine data across these processing activities, there are privacy interests independent of and/or in combination with the individual processing activities. These interests include overexposure of the individual, loss of transparency and accountability, and loss of practical obscurity. First, however, I wish to clarify what the individualistic approach is.

The compliance assessment lifespan for a certain processing activity commences by determining the specific purpose of collecting personal data. Upon determining the purpose, one needs to find an appropriate legal basis from among the six alternative legal grounds under Article 7 (or Article 8(2) if it is sensitive personal data) of the Directive that suits the specified purpose. The determination of the purpose and relevant legal basis creates a set box for that particular processing activity, as shown in the middle of Figure 1, which becomes the epicentre of the application of the core data privacy principles.

In other words, a regulator or an internal auditor who is interested in assessing the compliance of that particular processing activity should be able to identify the specific purpose for which the personal data were collected; if there is a legitimate basis and that this legal basis suits the particular purpose; if the data collected were the minimum necessary for the purpose; if the data collected were accurate and up-to-date for that particular purpose; if the personal data are not stored for longer than necessary to achieve the purpose; and if the processing of such data is fair (i.e., it does not exceed the expectations of individuals). Apart from those principles anchored to Article 6 of the Directive, the assessment should consider whether appropriate technological and organizational measures are in place ‘to protect personal data against accidental or unlawful destruction or accidental loss, alteration, unauthorized disclosure or access’ (data security principle); and if the processing involves a transfer of personal data to a third country, in which case the requirements under Article 26 demand compliance.

When an entity processes personal data for several purposes, this process repeats itself for as many distinct purposes as there are. The distinct processing activities can either be based on different purposes and different legal grounds under Article 7 (Article 8(2)) or different purposes, but the same legal ground, which are unrelated. For example, an entity might be involved in processing personal data for
marketing purposes (and using consent as a legal basis); or processing a payment in a transaction (and using the ‘performance of a contract entered into with the data subject’ as a legal basis); or processing data for taxation purposes (and using compliance with legal obligations as a legal basis). Similarly, an entity might process personal data based on the same legal basis, but for different purposes. For example, the determination of a specific purpose in advance. See Lokke Moerel, ‘Big Data Protection’. How to Make the Draft EU Regulation on Data Protection Future Proof (Tilburg University 2014) 7. However, this claim is well in line with the overall argument that the current data privacy rules are inadequate for dealing with emerging data processing practices.

7 Art 7 of the Directive provides that personal data may be processed only if (i) the data subject gives unambiguous consent; (ii) processing is necessary for the execution of a contract; (iii) processing is necessary for compliance with a legal obligation; (iv) processing is necessary for protecting the vital interests of the data subject; (v) processing is necessary for the performance of a task carried out in the public interest or in the exercise of official authority; and (vi) processing is necessary for the purposes of the controller’s legitimate interests.

8 These include the lawfulness and fairness principle (Art 6(1(a)), purpose limitation principle (Art 6(1(b))), data minimization principle (Art 6(1(c))), accuracy or data quality principle (Art 6(1(d))) and the principle regarding storage limitation (Art 6(1(e))). The data security principle can be found under Art 17(1) of the Directive.

9 Directive, Art 17.
11 For discussions on ‘related’ processing operations, see WP203 (n 4) 16 and examples in Annex 3.
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concept can be used to process personal data, to serve advertising as well as research purposes. Each of those processing activities based on a specific purpose and a distinct legitimate ground forms a set box, as represented by the box at the centre of Figure 1 above. This means that when an entity is processing personal data for more than one purpose, each box should comply with the data privacy principles separately.

12 In the above figure, those principles are represented by the questions embedded in the boxes attached to the central box. In order to apply the principles to each box, one must identify the different set boxes based on the specific purpose and legitimate basis and the data that belong to within each box. This represents an individualistic view of the processing; in other words, the assessment of compliance focuses on the individual processing based on a specific purpose and distinct legal basis, regardless of the total number of processing activities and data aggregation practices across the different processing operations.13

Figure 1. Individualistic view of data privacy compliance assessment.

12 The Working Party makes it clear that ‘If personal data are processed for several purposes, all requirements of Art. 6 apply to each purpose separately’; ibid 16.
13 The discussions about the ‘individualistic approach’ should not be confused with emerging discussions about the focus of data privacy rules on ‘identifiable individuals’, which have been criticized for
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Before proceeding further, I would like to mention two points of caution. First, it can be argued that in most cases, the purpose limitation principle will not allow data aggregation across different processing activities based on distinct purposes. It goes without saying that aggregation constitutes processing under the EU rules and requires a legitimate basis of its own when conducted on processing operations based on distinct purposes. This means that if an entity aggregates data across different processing activities based on separate purposes, without having a legitimate basis, it would constitute a breach of the rules. However, this task is complicated by the reliance of many entities on consent as a basis for processing data including the aggregation practices. Once the user consents to such aggregation practices, the line between the different individual processing activities and the data within each box starts to disappear, complicating the application of the data privacy rules to a specific box. The second point relates to the flexible tools that Data Protection Authorities (DPAs) have to consider the relevant interests under each circumstance. There is some evidence that the authorities are not restricted to looking at the individual processing activities but, rather, at the overall privacy interests of individuals.14 In this regard, it bears mentioning the flexibility that some principles, such as the fairness
principle, provide in terms of looking beyond individual processing activities. However, these kinds of encouraging moves towards a holistic approach need to be strengthened by relevant tools and a theoretical framework for their consistent application. The aim of this article is to contribute towards achieving such an objective. To this end, I use the concept of emergent property to shed light on how to understand a system involving several processing operations as a single complex. The motivation for using the concept of emergent property in data privacy law is two-fold. First, the growing importance of personal data for commercial purposes is fuelling the desire to collect and amass as much personal data, both through legitimate (eg acquisitions) and illegitimate (eg deliberate deception) mechanisms, leading to the emergence of companies processing personal data for a panoply of purposes. Secondly, big data practices represent substantial value in repurposing, recombining and multi-purposing of personal databases. A salient example is Google’s, now under the umbrella of parent company Alphabet,\(^\text{15}\) aggressive expansion to a broad array of new product areas ranging from e-mail, search, map service, video-sharing, social network, mobile operating system, payment service, etc. An investigation from 2013 by the Spanish Data Protection Authority shows that Google collects personal data through nearly 100 ‘consumer-facing products or services’.\(^\text{16}\) Moreover, since their overlooking the dangers of group privacy based on profiling. See Alessandro Mantelero, ‘Personal Data for Decisional Purposes in the Age of Analytics: From an Individual to a Collective Dimension of Data Protection’ (2016) 32 (2) Computer Law & Security Review 238. Similarly, some authors refer to the individualistic approach in relation to the focus of the EU rules on the individual’s ability to control his/her personal data. See eg Christophe Lazaro and Daniel Le Meéayer, ‘Control over Personal Data: True Remedy or Fairy Tale?’ (2015) 12 (1) SCRIPTed 19.


15 For the purposes of this article, I use Google instead of Alphabet because of the familiarity of the name ‘Google’ for most people.

16 See AEPD (n 14) 1.
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introductions, Google and Facebook have acquired more than 150 and 50 companies each, respectively. Furthermore, companies combine data across these different processing activities based on separate purposes.\(^\text{17}\) In light of these developments, the focus on individual processing activity overlooks the fact that the totality of personal data collected based on separate purposes and/or the combination of data across these processing activities could be, as discussed in section ‘Privacy interests in wholeness and sum’, a source of concern for the individual (eg overexposure) or society at large (eg loss of practical obscurity).

Based on discussions about emergent property, this article calls for a holistic approach based on enhanced responsibility to certain entities, taking account of different factors including the totality of the processing activities and data aggregation practices. The holistic approach is akin to the regulation under competition law, where companies with a monopoly or dominant position are subject to special responsibilities. I maintain that data privacy will benefit from a similar tiered framework aimed at imposing enhanced responsibilities based on the holistic view of the totality of the processing activities and data aggregation practices. My aim is not to condemn the individualistic approach but to highlight instances where the current approach might benefit from a complementary approach based on a holistic view. At this juncture, it is important to highlight whether the newly adopted Regulation, which comes into force on 25 May 2018, changes the paradigm in relation to the above problem. The answer is both ‘yes’ and ‘no’. It is ‘no’ because, despite the main motivation for the reform being to align the rules with new business practices,\(^\text{18}\) the core principles and the manner of their application (ie the individualistic nature) remain unchanged.\(^\text{19}\) However, the Regulation also introduces changes that give the regulatory authorities more tools for dealing with the identified problem including scalable penalties for breach and Data Protection Impact Assessment (DPIA). More particularly, the Regulation opens the door, albeit for more economic reasons, for conducting DPIA covering operations beyond ‘a single project’ (ie processing
activity). Moreover, DPAs are entitled, subject to notification to the European Data Protection Board, to add processing operations that could be subject to DPIA. Thus, with an open eye for a holistic approach, these tools should give more flexibility to cater to the interests identified in this article.

Throughout this article, I use Google and Facebook as examples to demonstrate some of the challenges, but they are by no means the only entities engaged in such practices. Moreover, none of these examples are meant to deny the enormous social and economic benefits that those companies bring to users at (seemingly) no cost. The remainder of the article is structured as follows. First, I explain the concept of emergent property and how I intend to use it in relation to the data privacy discussions. Second, I use the concept for explaining the challenges posed by the commercialization of personal data and big data for data privacy. Third, I examine the privacy interests that emerge with such practices. Finally, I discuss the potential way forward in dealing with the identified challenges.

EMERGENT PROPERTY

The idea of emergence is developed as an alternative to scientific inquiry based on reduction—that is, reducing a phenomenon into its components and closely examining these constituent parts. Physics is a good example of a reductionist discipline. Although the scientific importance of reduction is not disputed, it is argued that reduction is less helpful for studying certain things, such as the behaviour of human groups (how a group behaves cannot necessarily be explained by the behaviours of the individual members). Thus, emergence fills this gap by studying the phenomenon as a collective whole. In other words, while reduction explains Xs as ‘nothing more than Ys’, emergence explains Xs as ‘something over and above Ys’.

Emergence is discussed in different forms and emergent property is one of them. At its core, the concept of emergent property underlines that ‘the whole is more than the sum of its parts’, where the ‘whole’ represents the ‘emergent property’. Despite its wider use across many fields, there is no clear designation of emergent property as a theory or methodology or something else. In some instances, emergent property is discussed as a theory of its own, while in other instances, it is discussed as part of a larger theory of complexity, whereas in certain instances, it is discussed as a methodology. Another author indicates that emergent property is a concept discussed in a search for a theory.

26 Despite the lack of a clear definition, the concept of emergent property can be found across many domains, including biology, ecology, geophysics and social science disciplines, such as economics. See Eric Bonabeau, Jean-Louis Dessalles and Alain Grumbach, ‘Characterizing Emergent Phenomena (1): A Critical Review’ (1995b) 9 (3) Revue internationale de systémique 336.
27 Morowitz (n 23) 10 (discussing the use of emergence theory in statistical mechanics).
This notwithstanding, the concept of emergent property has been central to general systems thinking. In this context, the concept helps clarify the property of a system that is built upon more than one component. This thinking enables systems engineers to look beyond the properties of individual components in a system and understand the system as a result of a collective interaction among the components or as a single complex. Complexity is particularly essential in characterizing the emergent property 'because emergence can be considered as an increase in the complexity of a system'.

From a general systems perspective, a complex can take three forms. First, a complex can arise from the summation of its component parts (ie ‘summative’ complex). Secondly, it can emerge from the ‘special characteristics’ of the components. Thirdly, the complex can result from the ‘interrelations’ of the components.

In specific value emergence, the whole and the constituent parts share the same features, but the whole is different in type or value. The summative complex falls under this category. Some argue that specific value emergence should not qualify as emergent property. In modest kinds of emergence, the whole exhibits features that are different in kind from those of its constituent parts. In radical emergence, the whole is both different in kind from the features of its constituent parts and its ‘nature and existence is not necessitated by the features of its parts, their mode of combination . . .’.

There are questions concerning the existence of real cases of radical emergence. Thus, the most commonly discussed emergent property is emergence of the modest kind.
For example, the idea of emergent property has been used to explain and understand the unforeseen consequences of interactions among different behaviours that form a system in its broader sense, such as a system of law.45 A good example in this regard comes from laws that require automobile drivers to wear seatbelts while driving. The objective of such laws, not surprisingly, is to ensure the safety of drivers, mitigating injuries and deaths from accidents. This notwithstanding, at times, such laws can lead to a collective behaviour that contradicts the intended objective. In the example at hand, the compulsory seatbelt rules might not reduce the overall injuries or deaths from accidents because ‘in wearing a seatbelt, drivers usually feel safer and willing to take greater risks’.46 In this example, the property ‘drivers usually feel safer and are willing to take greater risks’ emerges, representing the emergent property. By regarding the system and its components as a single complex, the idea of emergent property helps to uncover hidden assumptions or unintended consequences of the collective interaction among the components or behaviours. This would enable the consideration of the potential collective behaviour and the more effective design of the system and its enforcement machinery. Similarly, the concept of emergent property could provide a useful lens for explaining and understanding some of the challenges that result from entities processing personal data for manifold purposes and data aggregation practices.

Thus, in this article, the concept of emergent property serves three related purposes. First, it helps to demonstrate why the individualistic approach is problematic in light of the growing commercialization of personal data and big data practices. Secondly, it serves as a lens for uncovering the privacy interests that emerge independent of and/or in combination with the individual processing activities. Thirdly, it provides useful guidance on constructing the potential way forward that will help address the identified challenges. The following sections are organized to address these issues in this order.

THE IDEA OF EMERGENT PROPERTY IN DATA PRIVACY
This section applies the discussions about emergent property for data privacy law. It starts off by briefly reviewing developments in case law from both sides of the Atlantic that reflect some emergent property reasoning in relation to government processing of data. Then it identifies business practices in processing personal data that lead to the emergence of a property. This is followed by a discussion on how to understand emergence for data privacy purposes.

The emergence of emergent properties in case law
There are emerging decisions from the EU and US courts that reflect some emergent property thinking, although the discussions in the USA are a step ahead. In the EU, this line of reasoning is observed in the Court of Justice of the European Union (CJEU) judgment that invalidated the Data Retention Directive.47 In that judgment, the Court emphasized the wide array of data about a private person that providers of electronic communication services or networks are required to retain, including data concerning ‘the source of a communication and its destination, . . . the date, time, duration and type of a communication, . . . users’ communication equipment, and . . . the location of mobile communication equipment, the name and address of the subscriber or registered user, the calling telephone number, the number called and an IP address for Internet services’.48 According to the Court, ‘[t]hose data, taken as a whole, may allow very precise conclusions to be drawn concerning the private lives of the persons whose data has been retained . . .’.49 For the Court, the collection and storage of such data constitutes interference with the right to respect for private life and the fundamental right to the protection of personal data, which can only be
derogated insofar as it is ‘strictly necessary’ in a democratic society.\textsuperscript{50} Noting ‘the vast quantity of data whose retention is required by that directive’, the retention of that amount and kind of data fails to fulfil the strictly necessary requirement.\textsuperscript{51} The judgment, particularly the reference to ‘taken as a whole’, reflects some emergent property reasoning in the sense that although the retention of different sets of data individually might not constitute a breach of the rights of individuals, collectively, they constitute a breach of the right to respect for private life and the fundamental right to the protection of personal data. This implies that the whole exhibits features (ie breach of individual’s data protection right) that do not exist in the constituent parts (individual data sets).

Across the Atlantic, the discussions are even more advanced. Following the 2012 decision of the US Supreme Court in United States v Jones,\textsuperscript{52} concepts similar to emergent property, such as the ‘mosaic theory’\textsuperscript{53} and ‘quantitative privacy’,\textsuperscript{54} began attracting considerable attention in the US literature in relation to the Fourth Amendment.\textsuperscript{55} The mosaic theory was initially articulated in United States v Maynard by the Court of Appeals for D.C. Circuit, which was later reviewed by the Supreme Court decision under the name Jones.\textsuperscript{56} In that case, the police, investigating a drug conspiracy involving the defendant Mr Jones, installed a GPS without a warrant\textsuperscript{57} on the defendant’s car to track his movements over the course of one month.\textsuperscript{58} Such tracking resulted in 2000 pages of data, which were then used to coordinate the defendant’s movements and convict him (and Mr Maynard) of drug conspiracy.\textsuperscript{59} Mr Jones appealed the decision to the D.C. Circuit Court on the grounds that the warrantless tracking via GPS had violated his ‘reasonable expectation of privacy’ under the Fourth Amendment.\textsuperscript{60} One of the doctrines in assessing the right under the Fourth Amendment is the public disclosure doctrine which precludes a reasonable expectation of privacy of an individual’s movements in public spaces. This means the mere fact that the information is exposed to the public view precludes protection under the Fourth Amendment (and the need for a warrant). Given that the GPS was tracking Mr Jones’ movements on public roads, this would mean that Mr Jones had no reasonable expectation of privacy that would warrant protection under the Fourth Amendment.\textsuperscript{61} However, the D.C. Circuit Court disagreed and found the following:

[T]he totality of Jones’s movements over the course of a month—was not exposed to the public: First, unlike one’s movements during a single journey, the whole of one’s movements over the course of a month is not actually exposed to the public because the likelihood anyone will observe all those movements is effectively nil. Second, the whole of one’s movements is not exposed constructively even though each individual movement is exposed, because that whole reveals more—sometimes a great deal more—than does the sum of its parts.\textsuperscript{62} The decision shows that although it might be legal for government to carry out a GPS tracking of single trips in public spaces, the aggregation of numerous trips over
The right of the people to be secure in their persons, houses, papers, and effects, against unreasonable searches and seizures, shall not be violated, and no warrants shall issue, but upon probable cause, supported by oath or affirmation, and particularly describing the place to be searched, and the persons or things to be seized: US Constitution Fourth Amendment.

In fact, the police had obtained a warrant to install GPS, but violated the conditions for installing it within 10 days and within the district of Washington. See Gray and Citron (n 53) 392.

The lower court accepted Mr Jones’ challenge to track the location of the vehicle on Mr Jones’s private premises without a warrant, but considered the tracking on public roads as lawful citing the Supreme Court decision in United States v Knotts (1983) 460 Supreme Court 277.

Although the unconstitutionality of the mere installation precluded the Supreme Court to entertain the issue of ‘aggregation’ in greater detail, Justices Alito and Sotomayor concurred with the D.C. Circuit Court’s stance that citizens could invoke a reasonable expectation of privacy regarding aggregated data—ie the whole—despite the lack thereof in the individual trips that constitute the whole.64 Both the judgments from the Circuit Court and the concurrences of the US Supreme Court recognize the emergence of a property (ie reasonable expectation of privacy) despite the absence of such a feature in the constituent parts.

In this article, the goal is to examine the extent to which such concepts of the mosaic theory, or wholeness could be applicable to the EU data privacy framework, not only in light of government practices but also regarding the processing of personal data by private entities. However, in this article, the concept of emergent property is preferred over the mosaic theory and quantitative privacy. This is because the use of the mosaic theory and quantitative privacy has been limited to Fourth Amendment discussions in the context of government surveillance and the collection of data in public spaces, which in turn limits their application to data processing by private entities.

The core question behind the mosaic theory and quantitative privacy discussions is whether the aggregation of data from public spaces creates a ‘reasonable expectation of privacy’ and constitutes a ‘search’ under the Fourth Amendment.65 It seems that the main difference between the mosaic theory and quantitative privacy is that the former focuses on ‘how much’ information is collected, whereas the latter focuses more on ‘the technology used’ to collect the information.66 Given the variety of techniques and technologies used by private entities to collect data and the challenges of measuring the amount of information collected, these concepts are not well-suited to processing by private entities.67 More importantly, this article focuses on data processing practices, and particularly the processing of personal data for multiple purposes and the data aggregation practices across the different processing operations.

In this sense, the concept of emergent property helps to better explain how and what privacy interests can emerge independent of and/or in combination with the particular interests in the individual processing activities when an entity processes personal

63 See United States v Jones (n 52) 949.
64 Citron and Gray (n 54) 270. Justice Alito reasoned that short-term tracking of a person’s public movements is not protected under the Fourth Amendment, but a longer term could be. United States v Jones, ibid 964 (Alito J, concurring).
65 In fact, the mosaic theory has its origin in the financial sector and is used in practices of aggregation of publicly available information. Its usage in relation to the Fourth Amendment reflects this origin in the sense that the discussions are focused on the aggregation of information collected from public spaces.
66 According to the proponents of the concept, quantitative privacy is triggered if ‘the technology facilitates broad and indefinite surveillance’. In this sense, it is technology-specific. See Gray and Citron (n 54) 72.
67 See the limitations of the mosaic theory in Kerr (n 53); see also Bedi (n 53).
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Data for multitudinous purposes. The concept also provides useful guidance in terms of the potential solutions that need to be considered in addressing the identified challenges. Next, the article identifies the emerging data processing practices that are common across different businesses that lead to the emergence of property.

Data processing practices leading to emergence

Key considerations in driving the EU and the US courts towards a holistic view are the volume and variety of data and the aggregation of such data. In the same fashion, the motivation for using the concept of emergent property in data privacy law could be attributed to two emerging data processing practices. The first relates to the growth in the number of entities that process individuals’ personal data for a panoply of purposes. The increasing value of personal data for commercial purposes creates the desire to collect and amass as much personal data both through legitimate and illegitimate mechanisms, leading to the emergence of companies processing vast amounts of personal data for a wide array of purposes. The second, but related, development pertains to big data practices that represent substantial value in the repurposing, recombining and multi-purposing of personal databases. These developments represent the emergence of a property—that is, complexity—which is overlooked under current data privacy rules. As discussed further below, these respective developments can be compared to the summative and interrelation aspects of a complex of emergent properties.

In data privacy, the summative aspect as a complex emerges when entities engage in multiple processing activities based on separate purposes. In the digital economy, the volume and quality of the personal data controlled by companies is becoming a key source of revenue and market power. References to personal data as ‘the new currency’, ‘the new oil’ and the ‘life blood of businesses’ are tributes to its paramount importance in the digital economy. At the heart of the business model for companies such as Google or Facebook, is a detailed collection and analysis of consumer data, often gathered without the individual’s knowledge or consent. Such information is used to target advertisements to specific groups whose members might be most interested in buying certain products or services. Moreover, personal data can be bought, sold and traded on its own.68

Such growing importance of personal data for commercial purposes, coupled with the ever-sinking cost of storage, is creating a drive for a ‘digital land grab’, shifting the priorities of organizations to collect and harness as much personal data as possible in order to maximize their market position.69 This desire is being pursued using legitimate grounds, such as expanding to new product sectors and acquiring entities with valuable personal information. Google’s aggressive expansion to a broad array of new product areas is a case in point. At present, Google offers more than 100 services, of which more than 70 are offered for free. This number is not only a result of legitimate acquisitions, but also controversial practices of nudging users to consume the new product or subscribe to the service launched. When launching its social networks, individuals with a Gmail account were automatically given a Buzz account (now defunct)70 and later a Google account.71 The end result is a large pool of processing activities involving data that are collected legally and controversially. This development gives rise to a complexity that does not exist when entities process personal data for a single or handful of purposes. This can be likened to the ‘summative’ complexity in emergent property, where the ‘whole can be understood as the summation of processing activities based on separate purposes’ (‘sum’ hereinafter).

The summative aspect is possibly one that gives rise to scepticism from proponents

69 White House, ‘Big Data: Seizing Opportunities, Preserving Values’ (Executive Office of the President 2014) 54.
of the emergent property mainly because the emergence is quantitative (value) rather than kind (qualitative). However, this is not always the case. In the Article ‘More is Different’, Philip Anderson, a Nobel laureate and a person credited for his significant contribution to the writings on emergent property, indicates that a change in scale or quantity often transforms into qualitative change in the behaviour of a system. According to him, the summation of less complicated pieces into a system can result in a new type of behaviour that raises new questions. As shown in the next section, this holds true for data privacy because there are privacy interests independent of the individual processing when an entity processes personal data for n number of purposes (regardless of an ‘actual’ aggregation). From a data privacy point of view, this means that processing data for a wide array of purposes paints a different risk picture than processing for a single or handful of purposes. In this sense, from a data privacy perspective, the sum has features (risk) that are different in kind (qualitative change) from the features in the individual processing activities—and thus can be considered to meet the requirements of the modest kind of emergence. As noted in section ‘Emergent property’, an emergent property is characterized as the modest kind if the whole exhibits features that are different in kind from those of its constituent parts. Furthermore, the potential for aggregation that exists leads to the emergence of new property as a result of such aggregation or combination of data across different processing activities. This property (complexity) that emerges due to data aggregation practices can be likened to the interrelation aspect.


Kim (n 38) 191–92.


Ibid 396.

Solove defines aggregation as gathering and combining information about a person; see Solove (n 1) 118.

Van Gulik (n 24) 17.
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The growing tendency to aggregate or combine data is associated with ‘big data’ practices. What is to be defined and described as big data is a question that goes beyond the purview of this article. For the purpose of this article, it suffices to point out the societal change that accompanies big data practices. At the centre of such change is society’s shift from the static view of data, where data are collected for a singular purpose or one-off use, to innovative and novel secondary uses. More importantly, the underlying logic with big data practices, as Mayer-Schönberger and Cukier put it, is that ‘the sum is more valuable than its parts, and when we recombine the sums of multiple datasets together, that sum too is worth more than its individual ingredients’.

Thus, big data practices represent substantial value in the repurposing, recombining and multi-purposing of personal databases. Such a practice of collecting data for multiple purposes, together with combining such data across data sets, represents another complexity that does not exist when the processing of personal data is done in silos. This complexity is comparable to the interrelation aspect in discussions about emergent property, where the whole can be understood as the ‘interrelation of data sets collected for separate purposes’ (‘wholeness’ hereinafter). The interrelation aspect signifies the need for some kind of interaction among the data sets collected based on separate purposes.

This aspect of emergent property—ie wholeness—as an issue was partly witnessed
when Google changed its privacy policy in 2012. Up until 2012, Google had
collected individuals’ personal data in offering different services (under different accounts)—
that is, for separate purposes. By March of the same year, Google had
taken the initiative to consolidate all of its services under one account. Before the
consolidation, Google, at least in theory, claimed that a user’s data from, for example,
YouTube, Gmail and Search were kept separately. However, following the consolidation,
Google was able to integrate the user’s data from YouTube, Gmail and virtually
all other services to create a more comprehensive profile of the user. This profile is
akin to the concept of emergent property in the sense that it contains more value for
Google than the individual profiles under the separate Google accounts. It also represents
a risk that might not exist with the individual accounts kept separately. At least
in Europe, different stakeholders including the Article 29 Working Party have voiced
78 According to the National Institute
of Standards and Technology (NIST), ‘Big Data consists of extensive
datasets primarily in the characteristics of volume, variety, velocity, and/or variability that require a scalable
architecture for efficient storage, manipulation, and analysis’. See NIST, ‘NIST Big Data Interoperability
Framework; Volume 1, Definitions’ in Nancy Grady and Wo Chang (eds), NIST Special Publication
1500-1 (Final Version 1, 2015) (emphasis added).
79 Viktor Mayer-Scho¨nberger and Kenneth Cukier, Big Data: A Revolution that Will Transform How We Live,
Work, and Think (Houghton Mifflin Harcourt 2013) 96.
80 ibid 108 (emphasis added).
81 More generally, from an information science perspective, the interrelation can be approached in what
is referred to as mutual information: ‘Mutual information quantifies the information processes going on between
two elements A and B: intuitively, there is mutual information between A and B if A and B are able
to affect one another’s behavior.’ Bonabeau, Dessalles and Grumbach (n 31) 364. In this sense, an interrelation
is considered to exist between two data sets collected for different purposes if new information,
unbeknownst to the two data sets, can be derived from them or the data sets affect each other in any
other way.
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their concern on the matter. Some of these concerns are discussed in section
‘Privacy interests in wholeness and sum’.
In light of the above discussions, the idea of emergent property from a data privacy
point of view can be approached from two related angles: first, wholeness, which
represents a number of processing activities based on separate purposes with interactive
elements among them, such as aggregation; and secondly, the summative aspect,
which represents the scope of the processing activities in which an entity is
engaged, as measured by the sum, based on separate purposes without an actual
interactive element among them, but with the potential to do so. Figure 2 above depicts
the conceptual distinction.82
More generally, for the purposes of data privacy, emergent property can be approached
as a way of looking at multiple processing activities (n) as a single complex,
where an entity aggregates data across the processing activities or with the potential
to do so, and a means for examining the privacy interests that emerge in such a complex
independent of, or in combination with, privacy interests in the individual processing
activities. The next question is ‘What are the privacy interests in the
wholeness and sum?’ More particularly, what privacy interests are there, for example,
if Google processes personal data through 100 separate purposes (n¼100) so far as
each processing activity is compliant? The following section undertakes that task.
PRIVACY INTERESTS IN WHOLESOME AND SUM
The term ‘privacy interest’ is used to denote the concerns or values that data privacy
rules aim (or ought) to safeguard.83 The concerns identified here are not necessarily
novel. Some of them could be viewed as not fully safeguarded by the current rules;
thus, they would need to be considered going forward. Others are existing concerns

<table>
<thead>
<tr>
<th>Processing 2</th>
<th>Processing n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processing 1</td>
<td>Processing 2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Processing n</th>
</tr>
</thead>
</table>

Summative Interrelation (wholeness)
Figure 2. Summative and interrelation (wholeness) aspects.

82 This notwithstanding, the difference between the ideas of wholeness and summative is not significant because it is common practice for entities to aggregate data across processing activities or there exists the potential to do so. For this reason, they are treated as wholeness and sum.

83 For more, see Bygrave (n 5) ch 7.
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that become prominent or are exacerbated by the emerging data processing practices discussed above. For this reason, an attempt has been made to link the concerns to these data processing practices.

It is tempting to posit that the larger the wholeness and sum becomes (number of processing activities based on separate purposes), the less individual privacy there is. This is even truer when there is a combination of data across the different processing activities. The retort to this argument is that if each processing is compliant with data privacy rules, there should be no need for concern about the wholeness and sum of the processing activities based on a number of distinct purposes. This is a way of arguing that since all the parts of a system are compliant, so is the system as a collective whole. In fact a dissenting judge in the D.C. Circuit Court judgment argued to the same effect, indicating that ‘[t]he sum of an infinite number of zero-value parts is also zero.’ Put differently, the legitimacy of each activity (the constituent part of the whole) legitimizes the plurality (the whole). In the discussions about emergent property, this argument is referred to as the ‘fallacy of composition’, where one attributes a property of the component part of a system (compliance in this case) to the system as a whole. More importantly, my argument is not that wholeness and sum violates data privacy principles outright and in all circumstances; instead, the argument is that there are privacy interests that necessitate some regulatory oversight independent of, and/or in combination with, the individual processing activity, particularly where companies process personal data through a wide array of services or products, where almost every use of the service generates personal data, and the data are combined across these processing activities. In what follows, I highlight these privacy interests.

Protection against overexposure of individuals

This section examines how the practices of processing personal data for multiple purposes together with data aggregation across processing activities overexpose individuals, thereby undermining their personal autonomy, integrity and dignity. As Bygrave shows, these are interests for data privacy rules to safeguard. More specifically, the interest in protection against overexposure is closely related to what Bygrave refers to as Group 2 interests, particularly ‘non-transparency (i.e. a person’s interest in avoiding being rendered transparent vis-a-vis other persons and organizations)’.

The focus of the current rules on the ‘individual processing’ activity means that they overlook the exposure and transparency of the individual resulting from the totality of the data collected by entering a wide array of new product areas, acquisitions and combinations of data across different processing operations. Again, with nearly 100 processing activities at its disposal, Google serves as a good example. Apart from the personal information collected during product or service registration, as part of its YouTube service, Google collects data on the types of videos a user watches and the user’s likes and dislikes. As part of its Search, Google gets insights on what products a user is interested in, the books he/she might want to purchase and an illness he/she might have. Google knows our contact list from Gmail, Google+ and Groups. Google knows our gathering places from Calendar and Maps. Our locations are further revealed through Maps, Search and Earth, and Android

84 United States v Jones, 625 F 3d 766, 769 (DC Cir 2010) (Sentelle J, dissenting).
86 See Bygrave (n 5) ch 7 on ‘Values and Interests Safeguarded by Data Protection Law’.
87 ibid 150.
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GPS tracks our location even when no apps are running. Credit card and bank information are accessible if one uses CheckOut, Finance or Google Wallet. Search, Gmail, Books and Health (before its discontinuation) might contain health information. Talk, Voice, Maps and Calendar signal destination plans. Our browsing habits are monitored and recorded through Google Chrome.

Even more, through GoogleX, Google is becoming an Internet service provider (and also Facebook) offering Wi-Fi, wireless broadband (Fi) and fibre, providing a window into virtually everything a user does on the Internet. What we write (and think) is scanned from Gmail attachments, Google Drive and Dropbox. Millions of mobiles run on Google Android. Moreover, through its Nest Cam, Google is promising to ‘help you look after your home and family – even when you’re away. With 24/7 live streaming, advanced Night Vision, activity alerts, one app for all your Nest products, and a versatile magnetic stand, Nest Cam helps you keep an eye on what matters’. Through its Analytics service, Google collects the browsing habits of individuals from millions of third-party websites. The list goes on; there is hardly anything that Google does not do or plan to do. Organizations also resort to controversial means of collecting user data that provides valuable insights about consumers.

The Google Street View Project is a good example, where Google accessed the communication of individuals transmitted over Wi-Fi networks in many countries, which also led to fines and confiscation of properties, for example, in North Korea. It is claimed that the access was deliberately designed, as the resulting data are considered instrumental for the success of Google Maps and self-driving cars.

Essentially, Google is our browser, our search engine, our messenger, our guide for driving and taking public transport and a platform for writing and storing our files. Our mobile phones run on Google. It will not be long before Google cars flood the streets. Even our houses are coming under Google’s surveillance cameras. This means that even the usage of a fraction of these services creates a transparent data subject, an individual who exposes significant aspects of his/her life willingly in order to use the services. In using the services, data relating to the usage of the services, clicks and even cursor hovered over links are monitored, recorded, analysed and combined, often with no or little knowledge on the part of the user. By so doing, as David Lyon comments, big data practices augment surveillance because ‘it renders ordinary everyday lives increasingly transparent to large organizations’. Omer goes even further and observes that this is, in fact, surveillance of an omnipresent and indiscriminate nature, and there is no reason to treat it differently. One expert describes Google’s main business as ‘for-profit intelligence’, conducting an ‘espionage operation on a global scale’. Even Google itself is not shy to acknowledge its pervasive surveillance of individuals. Google’s former CEO, Eric Schmidt, has been quoted as saying ‘We know where you are. We know where you’ve been. We can more or less know what you’re thinking about’. This is not limited to Google. Facebook also follows every digital move and accumulates troves of personal data. What Facebook is able to collect through its website could easily fall under several service or product categories. In comparison to Google, Facebook seems to have mastered the ability to solicit a wide array of data using simple features and making it look like all the data being collected fall under the umbrella of a single service—thereby justifying its processing using only one specific (and legitimate) purpose.

88 Nest Cam website <https://nest.com/ie/camera/meet-nest-cam/>
91 See Yasha Levine, ‘Google’s For-Profit Surveillance Problem’ PANDO (16 December 2013) https://pando.com/2013/12/16/googles-for-profit-surveillance-problem/ accessed 30 Dec 2016 arguing that [i]t was all part of the original program design: Google had equipped its Street View cars with surveillance gear designed to intercept and vacuum up all the wireless network communication data that crossed their path.’
156 Emergence in data privacy: a holistic approach

by University of Oslo Library. Library of Medicine and Health Sciences user
on 21 February 2018

Downloaded from https://academic.oup.com/ijlit/article-abstract/25/2/139/2996971
Comparing the NSA’s surveillance with what private entities such as Google and Facebook are doing, one author comments that the ‘for-profit surveillance’ by Silicon Valley ‘dwarfs anything being run by the NSA’. In fact, one important lesson from the recent revelations is that the surveillance by private entities is the engine that powers government surveillance. Thus, there seems to be consensus that what is happening is a wide ranging surveillance of individuals by private entities and governments in tandem and with an absence of clear boundaries to draw. Having quoted the definition of surveillance as ‘systematic observation’, Schneier argues that ‘modern-day electronic surveillance is exactly that’. The dangers of surveillance are widely discussed elsewhere and need not be reiterated here. In fact, whether such reality should constitute ‘surveillance’ is less important than the fact that what is happening is an ‘overexposure’ of individuals to private entities (and governments).

A central objective of the data privacy rules is to allow the individual to selectively self-disclose his/her information based on free choice, referred to as information self-disclosure in the literature. The more exposed an individual becomes, the easier it is to ‘force his obedience’ and suppress his capacity to make free choices. However, the more exposed an individual becomes, the easier it is to understand the influence of the individual transforms into a significant power imbalance, where entities (private and government) become ‘omnipotent parents and the rest of society helpless children’. Harcourt echoes similar views claiming that overexposure renders individuals open and accessible to serve idiosyncratic corporate and governmental interests.

David Lyon adds that the unprecedented access to individuals’ data gives entities (private and government) the ability to define ‘who they are, what they should desire or hope for, including who they should become’. Overall, overexposure makes individuals powerless, turning them into predictable citizen-consumers who can easily be stimulated and nudged to serve profitmaximizing goals.

This reality undermines the very essence of an individual’s autonomy, integrity and dignity that data privacy rules, at least in the EU context, are meant to safeguard. In this regard, it is important to note the link between the scope of the processing activity in which an entity is involved and the resulting exposure of individuals. The greater the number of processing activities due to the wide array of services or products (i.e., more economy of scope), the more exposed the individuals become, particularly if there is a possibility of combining data across these processing activities, and the more difficult it becomes for the individuals to control self-disclosure and exercise free choice. For example, one study claims that firms that can offer diverse services (i.e., more economy of scope) find it easier to convince consumers to consent than new entrants and SMEs. It could be argued that the more services consumers use from an entity, the more they come to trust the company, and thus the company can easily obtain consent. However, this claim bears little relation to reality.

According to a Eurobarometer survey, 63 per cent of Europeans do not trust online
businesses, like search engines. Thus, an alternative explanation could be that when consumers use diverse services from a single entity, they become so dependent on the user is connected. 

113 Newsfeed is the feature that shows story updates (posts, photos, likes) from friends or pages to which Mobilization technology 'encouraged' the user to contribute content. Moreover, the feature's interface is designed to 'read' a user's emotional state. For example, Julie Cohen examines the effects of overexposure goes beyond just privacy interests. For example, Facebook decided to show to the user according to his/her friends' mood (or a set of persons' moods) or, more generally, how a person behaves at different times when exposed to the different moods of a friend or set of friends. Such knowledge would have enormous benefits in terms of the ads that Facebook decides to show to the user according to his/her friends’ actions or behaviours. Recently, Facebook added a new feature that allows users to share how a person behaves at different times when exposed to the different moods of a friend or set of friends. Such knowledge would have enormous benefits in terms of the ads that Facebook decides to show to the user according to his/her friends’ actions or behaviours. 

109 The authors later apologized for the possible misunderstanding and anxiety created due to the research results. See BBC Technology, ‘Facebook Emotion Experiment Sparks Criticism’ (BBC, 30 June 2014) <http://www.bbc.com/news/technology-28051930>, and concludes that overexposure and transparency can impair one’s ability to freely tinker and experiment, which are essential for innovation and self-development; ibid. 

110 Interestingly, in their study on emotional contagion, the authors claim that users agreed to such experiments when they expressed their consent to use the services. See ibid. The authors later apologized for the possible misunderstanding and anxiety created due to the research results. See BBC Technology, ‘Facebook Emotion Experiment Sparks Criticism’ (BBC, 30 June 2014) <http://www.bbc.com/news/technology-28051930>, and concludes that overexposure and transparency can impair one’s ability to freely tinker and experiment, which are essential for innovation and self-development; ibid. 

111 Interestingly, in their study on emotional contagion, the authors claim that users agreed to such experiments when they expressed their consent to use the services. See ibid. The authors later apologized for the possible misunderstanding and anxiety created due to the research results. See BBC Technology, ‘Facebook Emotion Experiment Sparks Criticism’ (BBC, 30 June 2014) <http://www.bbc.com/news/technology-28051930>, and concludes that overexposure and transparency can impair one’s ability to freely tinker and experiment, which are essential for innovation and self-development; ibid. 

112 Recently, Facebook added a new feature that allows users to share how a person behaves at different times when exposed to the different moods of a friend or set of friends. Such knowledge would have enormous benefits in terms of the ads that Facebook decides to show to the user according to his/her friends’ actions or behaviours. 

113 Newsfeed is the feature that shows story updates (posts, photos, likes) from friends or pages to which the user is connected.
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Prioritize posts from family and friends. The announcement of the feature was accompanied by the following statement: ‘Put the people you love at the top: We care about showing you posts from people who matter to you. We’ve made new controls that allow you to prioritize friends and family in your Newsfeed.’ One could not help but wonder if this new feature had anything to do with the above-described experiment. There is no evidence to suggest that the addition of this feature is a follow-up to Facebook’s earlier study on users’ moods, but one suspects that this is a well-thought-out plan from Facebook to know whom users are most sensitive to and how to better influence them. Facebook seems to have determined that the better it knows the individual, the more power it has to persuade that individual.

This notwithstanding, in following the ‘individualistic approach’, the assessment of compliance under the EU data privacy rules continues to focus on each individual processing regardless of the scope and total number of processing activities an entity is conducting. Taking Google as an example, the focus on individual processing activity means that compliance with the data privacy rules, for example, in relation to Gmail, will be assessed on its own, as will the processing of data in relation to Google+, YouTube, Search and the remaining (close to 100) Google services. At least that would have been the approach before Google decided to consolidate the services under one account. This, however, overlooks the overexposure that emerges when entities are involved in multiple processing activities, where almost every use of the service generates personal data, and the data are combined across these processing activities. This means that data privacy rules need to look beyond the individual processing activities based on a specific purpose and relate to the totality of the data collected by entering a wide array of new product areas, acquisitions or combination of data from different sources. I believe that the holistic approach, which I discuss in section ‘Towards a Holistic Approach: Enhanced Responsibility?’, caters to such a need.

Loss of transparency and accountability

Generally, the discussion above on the wholeness and sum overexposes the individual; at the same time, it obscures the transparency and accountability of the entities in control of such data. More specifically, the existing accountability and transparency mechanisms based on the purpose limitation principle start to break down when the entities engage in combining data across different services based on

117 Often, much of the discussion on such influence is associated with the algorithms. However, that is only partially true. Mayer-Schoenberger and Cukier convincingly argue that the primary drive of ‘big data’ practices is less about the changes in algorithms and more about access to ‘more data’. According to the authors, a computer’s ability to beat a human being at chess is not a result of an improvement in the algorithm behind the game but largely because the computer has access to ‘more data’ about possible moves and human behaviour. See n 79.

118 Richards (n 98) 1955 (noting that increased access to an individual’s information gives ‘increased power to persuade’ the individual)

119 Or the alternative is to try and find a legitimate and specific purpose under the umbrella of generic ‘Google services’, which essentially makes, as is discussed in the next section, the purpose specification and limitation principle, and other principles that are built on it, ineffective.

160 Emergence in data privacy: a holistic approach

The purpose limitation principle is of fundamental importance in the general application of data privacy rules and compliance with these rules. This is mainly because, as shown in section ‘Individualistic approach to data privacy’, the principle is an essential prerequisite in the application of the core data privacy principles under Article 6(1) of the Directive. Both transparency and accountability are central elements of the purpose limitation principle because having a specific and explicate purpose for processing enables data controllers to be transparent about how they use personal data both to regulators and data subjects, thereby ensuring the accountability
of entities processing personal data. Transparency is related to the openness of the entities processing personal data with both data subjects and regulators on what data are collected, for what purpose and how they are used. Furthermore, accountability is related to the responsibility of the parties, and particularly the controller, to implement and demonstrate compliance with the data privacy principles enshrined under the Directive. In this sense, accountability implies an obligation (i) to adopt concrete and practical measures for the implementation of the core data privacy principles and to do so in a verifiable manner; (ii) to ensure that these measures are effective; and (iii) to assume liability when the relevant measures are not taken or are ineffective. However, the aggregation of data across different services or products obscures the transparency in terms of what data have been collected, for which purpose(s) and whether the data are necessary for that (those) particular purpose(s). Similarly, assessing whether a certain reuse of data is or is not compatible with original purposes becomes very challenging. The following paragraphs discuss these challenges in light of the two notions of the purpose limitation principle, namely purpose specification and compatibility.

Purpose specification
The notion of purpose specification comprises three aspects—the purpose must be ‘specific’, ‘explicit’ and ‘legitimate’. The ‘specificity’ aspect underlines the need for a precise and sufficiently defined purpose for the collection of personal data that must be determined prior to, or at the latest during, the collection of data. The ‘explicit’ requirement is aimed at ensuring that the purpose is expressed unambiguously and is communicated in an intelligible manner, to ensure that all relevant stakeholders understand. The ‘legitimacy’ aspect requires a legal basis for processing personal data as provided under Articles 7 and 8 of the Directive. Among other things, the goal of having a specific, explicit and legitimate purpose is to ensure the transparency and accountability of the controller to both regulators and data subjects on how the data are used. This, in turn, ensures legal certainty and predictability. Additionally, the purpose specification enables users to make informed decisions about their data, and thus is essential in strengthening users’ control over their data. The transparency obligation is further reinforced through Article 12 of the Directive, which imposes an obligation on the data controller to provide data subjects information regarding the categories of data under processing, the purpose of the processing, potential recipients and the retention period of the data. However, when data are combined across multiple services based on separate purposes, the word ‘specific’ starts to lose meaning and transparency becomes an inconvenience. This is because the outcome is either information overload or the deliberate use of vague terminology (‘confusology’). In its opinion on purpose specification, the Article 29 Working Party made it clear that the use of phrases such as ‘improving users’ experience’, ‘marketing purposes’, ‘IT-security purposes’ or ‘future research’ will . . . not meet the criteria of being ‘specific’. Nevertheless, this is exactly what happened when Google consolidated its services under one account and one privacy policy. In imposing fines on Google, the Spanish DPA indicated that despite the company processing nearly 100 services and products, it failed to provide adequate information about what data it collects and what data are used for which purpose.
remarked that Google employed highly vague terminology, such as ‘improving users’ experience’. The end result of such initiatives is a policy that is ‘indeterminate and unclear’ and of little help to users.

In the absence of a sufficiently clear and explicit purpose for processing—in other words, give a lack of transparency—users cannot exercise effective control (eg give meaningful consent) over their data. In a similar investigation conducted by the French DPA, it was indicated that Google’s consolidated privacy policy was considered too vague to form a basis for meaningful consent. This, in turn, would distort the legal certainty and predictability envisioned by the purpose specification. As noted by the German Constitutional Court, in a world where ‘individuals can no longer ascertain who knows what about them’ a lot remains to be desired in the realization of the right to information self-determination.

Furthermore, having a specific and explicit purpose provides evidence of the original purpose, and is thus a necessary prerequisite for ensuring accountability. This is because the existence of a specific and explicit purpose is essential for the regulators to assess compliance with the relevant principles, such as the legality of the processing, whether the data collected are the minimum necessary, relevant and adequate for the specific purpose, whether the duration of the processing is necessary for the purpose and whether the security measures are appropriate. Similarly, having a specific and explicit purpose allows data subjects to exercise their rights towards the controller. However, if the purpose of the processing is not communicated to the relevant stakeholders visibly and specifically, it makes it challenging for both regulators and individuals to make the entities accountable for non-compliance. Additionally, if an entity consolidates nearly 100 services into a single account, combining data across these services, any data collection or processing will be relevant either for this or that service within such a large pool of purposes.

Two examples can be illustrative here regarding the accountability problems of aggregation. Under the EU rules, the processing of sensitive personal data is subject to stricter requirements than non-sensitive personal data. For example, if consent is the basis for processing, for non-sensitive data the consent must be ‘unambiguous’ pursuant to Article 7(a), as opposed to ‘explicit’ consent if it involves the processing of sensitive personal data as per Article 8(2(a)). The latter is a higher standard than unambiguous consent. The stricter requirements are not limited to consent as such, but the ‘appropriateness’ of the security measures pursuant to Article 17 need to be assessed in light of the sensitivity of the data. However, at the centre of the concept of emergent property is that when combined, the data tell a story that one would not be able to glean from the individual components. Accordingly, the combination of non-sensitive personal data could give rise to the emergent property of sensitive personal data. Such data can only be processed in line with the stricter legal requirements.

This notwithstanding, given that the sensitivity emerges at a later point than the initial collection or exists independent of the individual processing activities based on a specific purpose, controllers might continue to treat such data as non-sensitive and without complying with the stricter requirements. This is not a mere theoretical
the case of non-sensitive personal data. The case demonstrates that Google continued to process sensitive personal data, which emerged from a combination of search queries, without complying with the stricter requirements. Although this case seems to show that the current rules are able to capture the data aggregation practices, its scope remains limited to the individual processing activity for search purposes. The fact that the aggregation was limited to a single processing activity (ie search) makes it easier to detect non-compliance. In other words, Google’s breach was essentially related to the legal basis for the specific processing activity rather than a breach arising from processing activities for multiple purposes. The individualistic nature of the rules means that it becomes more problematic when the sensitivity exists independent of the individual processing—that is, when the sensitivity is a result of the combination of data from different processing operations. This is mainly due to the absence of a framework for looking at the totality of the processing activities and data aggregation practices.

The second accountability-related problem arises where the rights and protections of individuals can vary depending on the legal basis used for collection. An example can be found in the new right of data portability introduced under the newly enacted Regulation. One aspect of the data portability right is to enable the data subject to transmit personal data and other information provided by the data subject from one automated processing system to another. An essential trigger of this right is that the legal basis for processing should be based on either ‘consent’ (Article 6(1(a)) or ‘contract’ (Article 6(1(b))—meaning that processing based on the legitimate interests of the controller or vital interest of the data subject does not give rise to such an obligation. When data initially collected with a diversity of legal bases are aggregated, this obscures the rights of the data subject that are specifically linked to a particular legal basis. For example, in its reply to the French DPA’s questionnaire, Google identified the use of one or more of Articles 7(a) (consent), 7(b) (contract) and 7(f) (legitimate interest of the controller) in processing personal data. While the data collected under the first two legal grounds are subject to the data portability rights, the third is not. When data collected through these different legitimate grounds are combined under one account, it might be challenging to distinguish which data are collected on the basis of which legitimate ground and whether those data are subject to the data portability rights or any other right.

Compatibility

The notion of compatible use prohibits the further processing of personal data for purposes that are incompatible with the original purpose. This test prevents the use of data in a manner that exceeds the reasonable expectation of privacy and thereby ensures the foreseeability of the processing. In this sense, the purpose limitation principle reinforces the principle of fairness. However, the practices of combining

138 GDPR, Art 20(1).
139 Bygrave (n 121) 153.
140 See Rec 38 of the Directive.
141 Bygrave (n 121) 153.
data across services make it challenging to assess the (in)compatibility of certain uses of data. This is related to the above-described challenge—that is, the fact that the notion of purpose specification (specific, explicitly and legitimate purpose) becomes obscured means that it is either difficult to assess whether certain reuses of data are incompatible with initial purpose or every use of data becomes compatible due to the large pools of purposes and their combinations.

Google-like consolidation initiatives seem to be a strategic evasion of data privacy principles. According to Google, the main goal of the consolidation into one account is to use data collected in one service for providing another service. The difference between the pre- and post-2012 Google policies is all but clearly spelled out by Google itself. According to Google, before 2012, independent services and policies meant that we couldn’t combine data from YouTube and search history with other Google products and services to make them better. So if a user who likes to cook searches for recipes on Google, we are not able to recommend cooking videos when that user visits YouTube. . . . We wanted to change that so we can create a simpler, more intuitive Google experience—to share more of each user’s information with that user as they use various Google services.141 This sounds more like an open declaration of the breach of the purpose limitation principle. This is surely equivalent to saying that before the 2012 change of policy, Google was actually complying with the purpose limitation principle, but not any longer. The most interesting part of the claim is that the inability to combine data from different services, according to Google, is primarily because its policy was not designed to do so, not because the purpose limitation principle dictates such conduct. Indeed, the further processing of data for another purpose is not by itself a violation of the compatibility aspect, and thus there is the issue of whether the use of search data is or is not compatible with the purpose of YouTube search. Given that the objective of both services is search, there is room for the argument that search data are used to suggest videos on YouTube. However, as noted by the Spanish DPA, the combination and reuse of data collected from one service to another are not limited to Search and YouTube.142

In assessing whether the further processing of data is compatible with the original purpose, consideration must be given to different factors, particularly the reasonable expectation to privacy of the data subjects.143 However, the idea of having a consolidated privacy framework for 100+ different services is in tension with the reasonable expectations of data subjects associated with each processing. Given the different nature of the services, individuals have different expectations of security and privacy, which are often translated into the measures they are willing to take in order to protect their interests. An individual’s privacy expectations might not be the same when he/she creates a YouTube account over an e-mail account. Arguably, the individual will have higher expectations of privacy for the e-mail services. This expectation is}

141 Google Official Blog (n 17).
142 AEPD (n 14) 2.
143 WP203 (n 4) 16.
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likely to have effects on the time and effort the individual is willing to invest in protecting his/her privacy and security, including the time and effort related to using strong passwords and selecting privacy preferences.144 A combination of such accounts associated with different expectations of privacy and security into a single account confuses those different expectations and might result in the user settling for the lower standard of protection.145

Furthermore, the combination of data from across services or products opens the door for using the data for ‘multiple purposes that are not clearly determined’, thus violating the restriction on incompatible use. Particularly, the Spanish DPA emphasized the following:

This combination of data across services that allows Google to enrich the personal information it stores, exceeds the reasonable expectations of the average
user, who is not aware of the mass and transversal nature of the processing of their data. Acting in this way Google uses a sophisticated technology that exceeds the capacity of the majority of users to make conscious decisions about the use of their personal information so that, in practice, they lose control over it.\textsuperscript{146}

The decisions from the Spanish and the French DPAs might seem to suggest that the current rules are able to capture the data aggregation practices, which, in turn, seems to contradict the claim in this article that the individualistic approach is inadequate in light of the aggregation practices. In the above decision, the Spanish DPA was not referring to a breach with respect to a specific processing operation but to how the ‘combination of data across services . . . exceeds the reasonable expectations of the average user’ and how ‘Google uses a sophisticated technology that exceeds the capacity of the majority of users to make conscious decisions’. In this sense, the breach was attributed to the ‘totality of the processing operations’, rather than to a ‘single processing’ activity. The reference to ‘reasonable expectations’ of users implies that the Spanish DPA relied on the fairness principle to condemn Google’s conduct. All in all, the decision shows the flexibility of some of the principles, such as the fairness principle, with regard to looking beyond the privacy interests of individuals in the individual processing activities. However, it is questionable that the DPAs intended to depart from the individualistic approach. Perhaps the fact that Google made the bold move to consolidate its different processing activities into seemingly one processing activity under the umbrella of ‘Google services’ made it easier to apply the fairness principle under these circumstances. If this is true, a more systematic aggregation of data across several processing operations (and without
\textsuperscript{144}During the 2012 consolidation initiative, Google was criticized for its failure to distinguish ‘the innocuous content of search queries . . . from more intrusive types of data such as credit card details or data on telephone communications’; see Linklaters (n 132).
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consolidating them under one account) might go undetected. Even if the intention was to depart from the individualistic approach, as noted above, these kinds of encouraging moves towards a holistic approach need to be strengthened by relevant tools and a theoretical framework for their consistent application. The lack of a clear legal and theoretical framework for dealing with such aggregation practices is partly to blame for the uncertainty and uncanny situation that followed Google’s announcement to consolidate its processing operations.

It is to be recalled that after Google’s consolidation announcement, the Article 29 Working Party asked that the company postpone the consolidation until it could evaluate the implications, which Google ignored.\textsuperscript{147} This was followed by the first round of questions intended for Google to clarify its data handling practices, on which Google provided clarification, which was found by the Working Party to be unsatisfactory.\textsuperscript{148} The second round of questions was issued, which was again met by unsatisfactory and repetitive answers from Google.\textsuperscript{149} Even more, in a move exposing the inadequacy of the current rules in dealing with aggregation across different processing activities, Google questioned the legal basis for such a review by the Working Party and its ultimate aim.\textsuperscript{150} In October 2012, the Working Party found Google to be in breach of EU data privacy rules and issued recommendations requesting the implementation of changes to its privacy policies and practices within four months.\textsuperscript{151} Yet, Google stood firmly and in April 2013, the Working Party announced that Google had not implemented the requested changes. Eventually, this

\textsuperscript{152}Therefore, case closed, as one would say. Google was penalized for its breach and similar practices would be handled in the same manner. However, there was one problem. The future compliance dimension was overlooked. This is because Googelike
aggregations have a perpetual effect on compliance with the data privacy rules in the sense that they distort the very foundation upon which the transparency and accountability mechanisms are built. As noted in section ‘Individualistic approach to data privacy’, the enforcement of the current rules heavily relies on the ability to distinguish among different processing activities, relate every piece of personal data to a particular processing and then assess the compliance of each processing activity in light of the data privacy principles. In contrast, Google-like aggregation practices blur the lines between different processing activities and make it difficult to attribute every piece of data to a particular processing. Such practices obscure the transparency in terms of what data have been collected, for which purpose(s) and whether the data are necessary for that (those) particular purpose(s). Similarly, assessing whether a certain reuse of data is or is not compatible with original purposes becomes very challenging, which then makes it almost impossible to hold entities accountable for non-compliance with the data privacy rules. The losses of transparency and accountability, in turn, make it difficult for individuals to understand and enforce their rights.

Thus, unless the measures taken prevent such aggregation from happening or restore the independent processing activities, it is not clear how the individualistic approach continues to regulate such companies, when there is no longer a clear line between the different boxes based on specific and legitimate purposes and the data that belong in those specific boxes. In fact, in light of the above decisions of the Working Party, the Spanish and French DPAs, Google has been in continuous breach of the data privacy rules starting from the date that it consolidated its services, yet, nothing is being done about it. Furthermore, in light of the business value that such aggregation practices add and the diminished transparency and accountability for companies going forward, paying fines for data aggregation practices could become a worthwhile investment. This implies that in the absence of a sufficiently deterring and proportionate measure, such practices could become deliberate strategies for circumventing the application of the data privacy rules. That is where the special responsibility regime discussed in section ’Towards a holistic approach: enhanced responsibility?’ might be helpful.

Loss of practical obscurity
In its broadest sense, practical obscurity represents the cost and practical difficulties one encounters in obtaining and compiling information on the private lives of individuals or, more generally, in intruding on a person’s privacy. Practical obscurity has served privacy a great deal owing to the costs and difficulties associated with following and recording every footstep an individual takes. However, with the ubiquity of smartphones that are connected to the Internet 24/7 and the sinking cost of storage, companies are able to track and record every digital footprint of an individual through his/her mobile and browsing habits. The more data that are collected, recorded and combined, the more practical obscurity becomes almost a lost cause. Google-like consolidation and aggregation initiatives are the main culprits regarding the continuous weakening of the importance of practical obscurity. In an era where the capacities of hackers and thieves are equally boosted by computing power, security breaches are not uncommon, even in industries that heavily invest in information security.153 In light of such a reality, the consolidation of data across services in general and the single account for many data sets collected for different services do not fit well with information security best practices of ‘isolation’ and “compartmentalizing information” in order to prevent catastrophic breaches”.154

---
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This means that Google’s one account principle creates a single point of failure and vulnerability. A hacker who manages to crack into a YouTube account can easily obtain access to, at the very least, e-mail communications, social network messages and posts, search history and calendar. In a sense, the consolidation reduces the cost of hacking into individual accounts to obtain the same detailed profile and aggravates the impact that a single security breach can have on the rights of individuals.
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Similarly, maintaining anonymity and pseudonymity becomes extremely challenging. In its 2012 policy, Google declares that ‘we may replace past names associated with your Google Account so that you are represented consistently across all our services. If other users already have your email, or other information that identifies you, we may show them your publicly visible Google Profile information, such as your name and photo’.155 This means that individuals who deliberately use different names and credentials for different accounts can no longer remain anonymous and are forced to be identified despite identification not being necessary to access the service. In this sense, the consolidation represents a regression in the level of data security and further weakens practical obscurity.

This problem is exacerbated when government security agencies access the databases of several organizations all at a certain time ie upstream access. This is partly witnessed in PRISM, the programme that allows US government agencies to access user data from companies such as Google, Facebook, Microsoft and Yahoo. Having reviewed the files obtained from Edward Snowden, Glenn Greenwald reported that the programme grants the NSA direct access to the servers of the participating providers ‘without having to request them from the service providers and without having to obtain individual court orders’.156 According to the Washington Post, ‘government employees cleared for PRISM access may “task” the system and receive results from an Internet company without further interaction with the company’s staff’.157 By accessing different data sets at a time, such agencies are able to generate a more detailed profile than what companies such as Google are able to generate from combining data across their wide array of services and products. If, as shown above, the profile from private entities endangers the data privacy rights of individuals through overexpose, access by government authorities to the databases of several such companies that possess detailed profiles of individuals can only exacerbate the problem. More importantly, the capacity to access such profiles opens up the possibility for the government to circumvent constitutional safeguards aimed at protecting privacy.

In a recent article titled ‘The Transparent Citizen’,158 Reidenberg cites one example from the USA where the federal government sought information about pornography and issued subpoenas to the five largest search engines ordering them to log files for all user search requests during a specific period.159 In the absence of such platforms, Reidenberg argues, the alternative would have been to wiretap a large part of the net traffic. For one, this would be a very costly exercise for the government to
[

'[...] it would have faced strict legal constraints, namely the need for search warrants for each of the individual account holders.'161 In this sense, the circumvention of the constitutional safeguards—ie the need to obtain a search warrant—is facilitated by the loss of practical obscurity. The loss of practical obscurity, in turn, is facilitated by the accumulation of massive data about individuals within private entities and, more importantly, by their practices of aggregation of data about individuals. In addition, governments can turn their eyes to data aggregating companies, such as ChoicePoint, to connect the missing links.162 Thus, the accumulation of massive data about individuals and aggregation practices by private entities not only make it cheaper or even cost-free for governments to engage in what could have been a costly conduct but also provide a way of circumventing the safeguards.163

The above example shows that having different accounts with different service providers arguably involves some element of practical obscurity because the government had to issue a subpoena to each service provider to access accounts. In a similar fashion, even within the same service provider, one can argue that operating different accounts has some privacy protective feature in that governments, at least in most democratic states, would have to obtain a search warrant for accessing information within each account or at least justify the scope of their request to access all accounts. This means, for example, that before Google’s 2012 consolidation, a law enforcement agency that wanted to access someone’s Gmail, Search, Google, and YouTube accounts had to undertake the task of justifying (ex post factum or post factum) whether accessing all four accounts was necessary for the purpose of the investigation. This creates a checkpoint for the judiciary to assess the proportionality of the interference in light of other interests. However, a subpoena after the 2012 consolidation could give the law enforcement full access to someone’s Google account—virtually every service the individual uses with Google, as opposed to any specific account. Individuals are even more exposed when governments are able to access a number of similar accounts from different service providers at the same time, as in the case of PRISM.

None of this is to deny that access to such aggregated data increases governments’ efficiency in their investigative actions. The argument is not that governments should not request such access from different providers. Rather, given the existence of privacy interests beyond the individual components, any such access should be subject to heightened regulatory or judicial oversight. This means that as the number of processing activities to be aggregated increases so should the safeguards against government interference.164 Accessing one’s Gmail is one thing, but accessing a Google account is another. Similarly, accessing one’s Google account is frightening, but accessing one’s Google, Facebook and Yahoo accounts is completely different. In the face of the increased desire by entities to collect, combine and analyse as much personal data from various sources as possible, ensuring effective data privacy for individuals becomes extremely difficult. However, doing the same against a system that involves the government (NSA), Google, Facebook and Microsoft is even ‘more daunting’.165 Such practices conflate the boundaries between state and economy and thereby distort the checks and balances mechanisms designed to ensure the state’s faithfulness to the rule of law.166 As the lines between governance, surveillance, commerce and private life disappear, the constitutional safeguards for protecting privacy become easy to circumvent.167 These practices undermine what Bygrave identifies as
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Group 2 data privacy interests and more particularly the interests of rule of law and democracy. Further, the loss of practical obscurity is closely related to the interest of non-transparency, which includes the individual's interest ‘in being able to act without being identified’. In recognizing the importance of practical obscurity for privacy, the US Supreme Court made a distinction between information that is distributed across different sources and information centralized in one location. According to the Court, 'plainly there is a vast difference between the public records that might be found after a diligent search of courthouse files, county archives, and local police stations throughout the country and a computerized summary located in a single clearinghouse of information.' The implication of the decision is that the latter represents more risks than the former and thereby warrants more oversight. In a recent decision applying Article 8 of the ECHR, the ECtHR followed a similar approach in Szab o and Vissy v Hungary. The Court indicated that the need to enhance the ‘necessary in a democratic society’ test under Article 8(2) to ‘strictly necessary’ in Klass and others was necessitated by ‘the particular character of the interference in question and the potential of cutting-edge surveillance technologies to invade citizens’ privacy’.

Thus, the Court noted that '[g]iven the technological advances since the Klass and Others case, the potential interferences with email, mobile phone and Internet services as well as those of mass surveillance attract the Convention protection of private life even more acutely'. The ECtHR further noted that a government’s accumulation of ‘a detailed profile . . . of the most intimate aspects of citizens’ lives may result in particularly invasive interferences with private life’. Having noted the sophistication of the surveillance technology, the Court emphasized that ‘[t]he transparency of personal information presents a basic challenge to the rule of law both in terms of the state’s faithfulness to its ideals and in terms of individuals’ respect for its principles’; Klass and Others v Germany App no 5029/71 (6 September 1978).

The ECtHR further noted that a government’s accumulation of ‘a detailed profile . . . of the most intimate aspects of citizens’ lives may result in particularly invasive interferences with private life’. Having noted the sophistication of the surveillance technology, the Court emphasized that ‘[t]he transparency of personal information presents a basic challenge to the rule of law both in terms of the state’s faithfulness to its ideals and in terms of individuals’ respect for its principles’; Klass and Others v Germany App no 5029/71 (6 September 1978).

The existence of voluminous data from a wide range of sources, practices of aggregation across these sources and a centralized access point for such data are among the main factors that necessitated the stricter application of the rules, particularly the 'necessity' test. The decision recognizes not only the dangers of the limitless collection of data about an individual, but also the need for a more enhanced and stronger protection than in other circumstances.

Thus, constitutional and legislative measures with the aim of protecting privacy rights should be used for carefully examining the loss of practical obscurity and the overexposure of individuals and for devising appropriate mechanisms for mitigating the dangers through enhanced mechanisms. The argument in this article is that the enhanced mechanisms should not be limited to government data processing practices and should extend to private entities. The subject of the next section is such—an enhanced framework.

**TOWARDS A HOLISTIC APPROACH: ENHANCED RESPONSIBILITY?**

The main argument of this section is that light of the interests identified above, the individualistic approach is inadequate and needs to be complemented by a holistic approach with enhanced responsibility for certain actors. This is akin to the regulation under competition law, where companies with a dominant position have a special responsibility and are subject to closer scrutiny and oversight than others.
This means that certain restrictions apply only to entities with a dominant position. I argue that data privacy will benefit from a similar framework of scalable regulation that looks at imposing enhanced responsibilities based on the holistic view of the processing activity and data aggregation practices. This approach allows for looking beyond the individual processing activities and considering the wholeness and sum of the processing activities and their associated dangers. Thus, based on the holistic view of the processing activity, more enhanced responsibilities, ex ante and ex post, might be imposed on certain entities, thereby providing safeguards against the dangers of overexposure and the losses of transparency, accountability and practical obscurity.178
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178 A detailed discussion of concrete policy proposals, in terms what the enhanced responsibility regime is, is beyond the scope of this article. Some of the measures that could be considered might include the obligation for some entities to conduct DPIA when involved in more than a certain number of processing activities and combine data across these processing activities. In the GDPR, these kinds of obligations could easily be incorporated into Art 35(4) where DPAs can establish a list of processing operations which will be subject to DPIA. Further, Rec 92 of the GDPR underlines the need, in certain circumstances, for the DPIA to go beyond a single processing activity. Moreover, as noted in the above section, the ECHR has upgraded the ‘necessity’ test to ‘strictly necessary’ in order to deal with the increased
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Under the newly adopted Regulation, the European legislators have already shown an interest in a regulatory approach akin to competition law by introducing significant penalties, which are common under competition law, for the violation of data privacy rules. Interestingly, the fines under the GDPR are scalable and in line with the proposal put forth in this article, as they take into consideration the total worldwide annual turnover.179 It is also possible that to the extent that competition law applies to control over personal data, for example, in terms of creating a monopoly and concentration, it can help address or mitigate wholeness and sum as a data privacy problem.180 For example, there are arguments that Google’s consolidation initiative and combining of data across services could constitute a form of abusive ‘bundling’ under competition law.181 If such claims succeed, the typical remedy under competition law is ‘unbundling’—ie breaking the tie-in and preventing the dominant firm from conditioning the acquisition of one product to the acquisition of another. This would mean that Google cannot offer consolidated services under a single account. This would certainly mitigate some of the privacy concerns with wholeness and sum, as it would reduce the possibility of identifying the user across all services and, to a certain extent, the user’s overexposure.

Similarly, the German Competition Law Authority (Bundeskartellamt) recently launched an investigation into Facebook for possible abuse of its dominant position in the market for social networks by imposing unfair terms and conditions on users.182 Questioning the admissibility of the terms and conditions in light of ‘applicable national data protection law’, the authority underlined that ‘[i]f there is a connection between such an infringement and market dominance, this could also constitute an abusive practice under competition law.’183 Again, if similar claims risks of the technological advancement and has further noted that such strictness is needed more ‘acutely’ in the current technological reality. This approach of ‘strictly necessary’ could be applied under Arts 6 and 7 of the Directive once an entity is subject to the enhanced responsibility regime. In fact, the ‘strictly necessary’ test is used under Art 5(3) of the ePrivacy Directive, which prohibits the use of cookies without the consent of the individual, unless the cookie is ‘strictly necessary in order for the provider of an information society service explicitly requested by the subscriber or user to provide the service’. According to the Art 29 Working Party, the ‘strictly necessary test’ has to pass the following two cumulative tests: (i) A cookie is strictly needed to provide a specific functionality to the user (or subscriber), and if cookies are disabled, the functionality will not be available; and (ii) this functionality has been explicitly requested by the user (or subscriber) as part of an information society service. 179 See GDPR, Art 83.

180 There is growing interest in using competition law for big data practices. Recently, the EC Commissioner commented that the DG Committee would examine the extent to which the competition
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succeed, then Google-like initiatives of one account and its combination of data across services would also come under scrutiny for forcing users to identify across services and imposing unfair terms. Indeed, for these arguments to succeed, they must be supported by adequate economic justifications, which is beyond the purview of this article. Rather, the focus of this article is on examining how the layered approach, based on the special responsibility of entities with a dominant position, can be adopted as relevant to data privacy for dealing with the wholeness and sum problem.

The layered regulatory approach is not entirely new under data privacy, although it is based on a slightly different justification and framework. For example, under the EU data privacy rules, Small and Medium Enterprises (SMEs) are exempted from certain obligations.\(^\text{184}\) The main rationale behind the exemption is that SMEs will be deterred from entering the market if they are treated equally with established firms. Thus, the exemptions are there to make it easier for the SMEs to compete with bigger players. However, in reality, research has shown that the current data privacy rules impose an undue burden on SMEs. According to one study, firms with more scope and economy of scale find it easier to obtain consent from users than SMEs do.\(^\text{185}\) The idea underlying the argument is that when similar standards of consent are applied across the board, the entities engaged in a smaller scale of processing suffer disproportionately.\(^\text{186}\) One possible explanation for the disproportionate costs of ‘small and young firms’ is the lack of scaling framework as the scope of the processing grows.\(^\text{187}\) Given that the enhanced responsibility is primarily based on heightened privacy concerns as a result of the scale and diversity of the information processing activity, it caters not only to the data privacy interests of individuals but also the interests of SMEs.

This idea of scalable responsibility was picked up, albeit very briefly, by the European Data Protection Supervisor (EDPS).\(^\text{188}\) In discussing the interplay between consumer protection, data privacy and competition law, the EDPS indicated that the responsibilities under the data privacy rules are incremental depending on the volume, complexity and intrusiveness of a company’s personal data processing activities.\(^\text{189}\) Citing the ECtHR’s decision in M.M. v UK,\(^\text{190}\) the EDPS strengthened this argument and held that safeguards for protecting personal data should be commensurate in light of the sensitivity of the personal data being processed.\(^\text{191}\) This is, for example, under the new Regulation, SMEs are exempted from record keeping obligations; see GDPR, Art 30(5).


185 This further strengthens the suggestion above for the ‘strictly necessary’ test under Art 7 of the Directive for actors that are subject to the enhanced responsibility regime.
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incremental responsibility is considered to resemble the special responsibility of dominant undertakings under competition law.\footnote{ibid.} This notwithstanding, the application of the enhanced responsibility should be narrowly focused on situations where there are data privacy dangers. Under competition law, the trigger for the special responsibility regime is the existence of market power and whether an undertaking occupies a dominant position, which is often determined by the market share of the undertaking.\footnote{Communication from the Commission (n 177).} Relevant factors in such an assessment are the undertaking’s turnover or volume of total sales. One may well ask, ‘What criteria ought to be used in data privacy law to trigger the enhanced responsibility framework?’ The discussion on the concept of emergent property can be informative in identifying different factors that can be taken into account in assessing whether enhanced responsibilities ought to be imposed. However, it bears mentioning that the goal is not to suggest a bright-line rule where the enhanced responsibilities are triggered; neither would it be practicable given the sophistication with which modern business is conducted. Thus, the assessment needs to be conducted on a case-by-case basis, taking into account some of the factors identified here.

In section ‘The idea of emergent property in data privacy’, it was noted that from a data privacy perspective, emergent property could be looked at from the summative aspect and the interrelation or wholeness aspect. The summative aspect focuses on the scope and amount of information collected and processed based on different purposes that provide insight into different aspects of individual life, regardless of the actual aggregation. One factor that is indicative of the scope is the total number of processing activities which an entity undertakes, which can easily be deduced from the services or products offered by the entity that allow the collection of personal data. This resembles similar criteria of competition law that take account of the economies of scope. These are the economic advantages for a business that could lead to a dominant position, because of the diversity of the goods or services offered and the resulting cost advantages due to the scope of operations.

Under competition law, the special responsibilities regime is justified on the grounds that dominance opens up the potential for stifling competition in a market. In a similar fashion, the scale of processing activities has a direct impact on the privacy interests of individuals, in terms of their overexposure and the losses of accountability, transparency and practical obscurity. As noted above, the larger the number of channels through which an entity collects data from individuals, the more the individuals are exposed and the more difficult it becomes to apply the purpose limitation principle, and, overall, transparency and accountability diminish. Moreover, the more data are collected and stored through a wide array of processing activities relating to individuals, the more the individuals are exposed to governments, as this opens up the possibility for governments to access not only more aggregated and comprehensive data about the individuals in the hands of one entity but also in combination with similar comprehensive data across different service providers. To a certain extent, this shows the link between the total number of processing activities and the privacy interests in the wholeness and sum, thereby justifying the application of enhanced responsibility.

Again, the idea is not to suggest a specific number that triggers the enhanced responsibilities; instead, the total number of processing activities could form one criterion for a case-by-case assessment. This means that a certain total number of processing activities can be used as a threshold for starting the assessment to determine whether the enhanced responsibilities should be considered. This minimum threshold would serve the same purpose as market share in the competition law assessment. Under competition law, market share provides a useful first step in the
assessment of dominant position, but other factors should be taken into account, including the nature of the market, entry barriers and potential competition. In this regard, the minimum threshold of total processing activities would bring an entity into the spotlight of conducting further assessments to determine whether it should be subject to the enhanced responsibilities. Certain entities would easily fulfil the criteria. For example, as noted in the sections above, the Spanish DPA investigation indicated that Google collects personal data using more than 100 consumer facing products or services in Spain. The numbers of this scale should provide a strong indication that the enhanced responsibilities should be applied. The same approach is followed under competition law, where a market share of over 50 per cent is considered to provide strong evidence of dominance. However, the total number of processing activities should not be the only criteria that must be factored into the assessment.

One reason for this is that focusing on the number might not capture entities that process personal data under the umbrella of one processing activity, but manage to accumulate massive amounts of personal data either through interrogative techniques (continuous nudging of users to reveal more data) or due to the fact that the usage of the services continuously generates information about the individual. A good example in this regard is Facebook. Although the Facebook service could be considered as a service under a specific purpose (ie providing Facebook services), this does not imply that the dangers of the wholeness and sum are minimal. In fact, Facebook is considered to have a more comprehensive profile of its users than Google does. Thus, if the technology progresses enough to enable the measurement of the size or amount of personal information collected, then it can constitute one factor in the assessment of whether the enhanced responsibilities should be considered. However, in light of the lack of transparency by entities in terms of what information they collect and the current technological development, it might be difficult to impose obligations according to the amount of data an entity is processing. In this sense, the total number of processing activities provides relatively measurable criteria for assessment. Yet, more general criteria could still be used. For example, Facebook is a good example because, apart from the troves of personal information it collects through registration and browsing activity, Facebook occasionally comes with new boxes asking users for more information, like ‘Do you know a person outside of Facebook?’ ‘Current job?’ ‘Family relationship?’ And not least, ‘What is on your mind?’

Another aspect of the emergent property is the interrelation that focuses on the aggregation of data across multiple processing activities based on separate purposes. As noted in section ‘Privacy interests in wholeness and sum’, most of the accountability and transparency challenges are associated with the practice of aggregation or combining data across services. This implies that in combination with the sum of processing activities, the aggregation of data across different processing activities could constitute another consideration for the application of enhanced responsibilities. However, although the existence of actual aggregation sends a strong signal for triggering the enhanced responsibility, its absence should not be taken to reach a contrary conclusion. In other words, the assessment should also take into consideration the potential for the aggregation or combination of data from processing activities based on separate purposes.

Besides those factors that are dictated by the discussions on emergent property,
taking account of other factors, such as the history of privacy breaches, could be relevant. The basis for the application of the special responsibilities for dominant undertakings under competition law is that these undertakings can become ‘insensitive to the actions and reactions of competitors, customers and, ultimately, consumers’.197 Similarly, if an entity is engaged in processing personal data for manifold purposes and has a history of repeated privacy breaches, it shows its insensitivity to compliance and the rights of individuals in general. Such practices ought to warrant enhanced responsibilities. These factors are by no means exhaustive, and other relevant factors could be taken into account depending on the context. The main consideration in the application of the enhanced responsibility regime should be the adequate consideration of the privacy interests identified above—that is, overexposure of individuals and the losses of accountability, transparency and practical obscurity. However, none of this should imply that the proposal put forth is the only alternative for addressing the challenges. It should not also imply that the proposal is without challenges. For example, determining when the privacy interests emerge independent of and/or in combination with the individual processing activities might not be an easy exercise. The aim of this article is rather to highlight the instances where the current rules might benefit from a complementary approach based on a holistic view. Moreover, the objective is to open the floor for further research on similar approaches with a holistic view. Such research could look at what specific measures need to be considered within the enhanced responsibility regime and how they can mitigate the dangers.

197 Communication from the Commission (n 177).

CONCLUSION
This article has shown that when an entity processes personal data for multiple purposes, under the current EU data privacy rules, each processing must comply with the data privacy principles separately, in light of the specific purpose and the relevant legal basis. This represents an individualistic view of the processing—that is, the assessment of compliance focuses on the individual processing based on a specific purpose and distinct legal basis, regardless of the total number of processing activities and data aggregation practices across the different processing operations. In this sense, the EU approach is reductionist. This individualistic (reductionist) approach relies on two underlying assumptions: (i) one is able to distinguish among the different processing activities and relate every piece of personal data to a particular processing, and (ii) if each processing is compliant with the data privacy rules, the data privacy rights of individuals are not endangered.

By drawing lessons from the concept of emergent property, the article has challenged these assumptions and outlined the inadequacy of the individualistic approach in light of emerging data processing practices, where entities process personal data for a panoply of purposes, where almost every use of a service generates personal data, and data are combined across these processing activities. First, although the idea of ‘one thing at a time’ is a useful guiding principle in life, it might not be suitable in a world where the line between the ‘one’ and ‘the other thing’ is unclear. In this regard, the individualist approach overlooks the growing tendency to aggregate or combine data across databases, which makes it difficult to distinguish among processing activities based on separate purposes and to associate certain data with a particular processing activity. Moreover, the concept of emergent property is used to show that when entities process personal data for a wide array of purposes and combine data across different processing activities, there are privacy interests independent of and/or in combination with the individual processing activities. These interests include, but are not limited to, overexposure of the individual and the losses of transparency, accountability and practical obscurity. The discussion through the lens of emergent property has allowed for bringing together issues of surveillance (dataveillance), problems associated with the ‘notice and consent’ based regulation and some rule of law concerns relating to big data.
Finally, comparisons were drawn from the concept of emergent property in suggesting that data privacy rules need to look beyond the individual processing activities based on a specific purpose and consider the totality of the data collected by entering into a wide variety of new product areas, acquisitions or combinations of data from different sources. It was noted that with an eye open to a holistic approach, there are existing tools that give regulatory authorities flexibility to cater to the interests identified in this article. However, the main goal was not to advocate that the particular possibility sketched here is necessarily the best one available but to spur thinking about complementary approaches that better correspond with the concerns about overexposure and the losses of transparency, accountability and practical obscurity. We must seek to address these concerns, whether be through the holistic approach advanced in this article or any other better option.