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This paper presents an improved understanding of coupled hydro-thermo-mechanical (HTM) hydraulic
fracturing of quasi-brittle rock using the bonded particle model (BPM) within the discrete element
method (DEM). BPM has been recently extended by the authors to account for coupled convective
econductive heat flow and transport, and to enable full hydro-thermal fluidesolid coupled modeling.
The application of the work is on enhanced geothermal systems (EGSs), and hydraulic fracturing of hot
dry rock (HDR) is studied in terms of the impact of temperature difference between rock and a flowing
fracturing fluid. Micro-mechanical investigation of temperature and fracturing fluid effects on hydraulic
fracturing damage in rocks is presented. It was found that fracture is shorter with pronounced secondary
microcracking along the main fracture for the case when the convectiveeconductive thermal heat ex-
change is considered. First, the convection heat exchange during low-viscosity fluid infiltration in
permeable rock around the wellbore causes significant rock cooling, where a finger-like fluid infiltration
was observed. Second, fluid infiltration inhibits pressure rise during pumping and delays fracture
initiation and propagation. Additionally, thermal damage occurs in the whole area around the wellbore
due to rock cooling and cold fluid infiltration. The size of a damaged area around the wellbore increases
with decreasing fluid dynamic viscosity. Fluid and rock compressibility ratio was found to have signif-
icant effect on the fracture propagation velocity.
� 2017 Institute of Rock and Soil Mechanics, Chinese Academy of Sciences. Production and hosting by
Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/

licenses/by-nc-nd/4.0/).
1. Introduction

This paper investigates the dynamic coupled hydro-thermo-
mechanical (HTM) processes in rocks during hydraulic fracturing
for geothermal reservoir creation as a means for extracting heat
fromdeephot rock formationswith lowpermeability, lack offluid or
both in enhanced geothermal systems (EGSs). Steam is produced by
injecting cold water from the ground surface through wells into the
hot fractured rock, where injected water exchanges heat with hot
rock and turns into the steam. The steam flows up via production
wells to the electric power plant for energy production (Economides
et al., 2000). Prior to the production, hydraulic fracturing is used to
enhance permeability of the reservoir rock, which is typically
f Rock and Soil Mechanics,

s, Chinese Academy of Sciences. Pr
by-nc-nd/4.0/).
crystalline (e.g. granite) that has permeability lower than 10�3 mD
(Clark, 1949). One of the challenges, which prevents successful hy-
draulic fracturing of EGS reservoir in practice, is understanding how
the temperature difference between fracturing fluid and hot rock
mass affects hydraulic fracture initiation and propagation.
Geothermal reservoirs are characterized by abnormally high tem-
peratures which may exceed 250 �C. For example, at the 2.75 km
depth of the reservoir in the Jemez Mountains of northern New
Mexico, USA, the temperature is 185 �C (Grigsby et al., 1983), while
the fracturing fluid enters the injection well at room temperature
and then heats up to about 56e60 �C in the production well.

Reservoir in situ stresses can also be very high in geothermal
rock formations. For instance, in the 2-km deep Rosemanowes hot
dry rock (HDR) test site in Cornwall, UK, the in situ vertical stress is
approximately 70MPa, and theminimum in situ horizontal stress is
30 MPa (Pine et al., 1983). Borehole cooling causes stress changes
around the wellbore, which are expected to be important in the
hydraulic fracturing process. A study of heat extraction from
geothermal reservoirs shows that thermal stress cracking can occur
oduction and hosting by Elsevier B.V. This is an open access article under the CC BY-
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in injection wells (Murphy, 1978). Additionally, reservoir rock me-
chanical properties are usually temperature-dependent (Heuze,
1983). For temperatures of up to 300 �C in EGS, the Young’s
modulus, tensile strength, cohesion and friction angle can be 80%
lower than those at room temperature (Heuze, 1983). Wang et al.
(1989) performed laboratory testing of granite under high tem-
peratures up to 300 �C and confining pressures up to 55 MPa with
the goal of better understanding thermal cracking in granite. Their
observations reveal that significant thermal cracking occurs when
granite is heated above 200 �C at 28MPa and above 100 �C at 7MPa.
The majority of the created thermal cracks closed at confining
pressure of 40 MPa. Grain boundaries between quartz grains and
between quartz and other minerals were preferentially cracked as
observed using scanning electron microscope.

Experiments in crystalline rockhave shown that the temperature,
heating and cooling rates, thermal gradients, thermal history and
mineralogy can affect the intensity and characteristics of the
thermally-induced microcracks (Kranz, 1983). Significant micro-
cracking begins above a threshold temperature of about 70e75 �C for
granite. However, the threshold temperature is sensitive to the
thermal history, and consequentially, the new microcracking begins
after the previous maximum temperature has been surpassed
(Johnson et al., 1978; Yong and Wang, 1980). Bauer and Johnson
(1979) observed that most thermally-induced cracks in feldspars
and granites were cleavage cracks. Pre-existing cracks formed at
lower temperatures became larger at higher temperatures (Bauer
and Johnson, 1979). The amount of quartz has a significant effect
on thermally-induced microcracking because of its large and aniso-
tropic coefficient of thermal expansion. The differential thermal
expansion between quartz and feldspar grains plays a dominant role
in producing cracks in granite (Kranz, 1983). Differential contraction
upon cooling also produces cracks in rock, but the quartz remained
un-cracked (Stout, 1974). Thermally-induced microcracks occur pri-
marily through differential and incompatible thermal expansion or
contraction between grains with different thermoelastic moduli, or
between similar misaligned anisotropic grains. Thermally-induced
microcracking can be initiated within individual grains at internal
boundaries under thermal gradients. The growth direction of a
thermally-induced intra-crystalline crack depends on the relative
magnitudes of the thermal expansion coefficients (Bruner, 1979).
Crack growth velocities as low as 10�7 cm/s have been measured in
rocks and rock minerals (Atkinson, 1979). The upper bound of frac-
ture propagation in rocks is the terminal velocity, which is experi-
mentally obtained for brittle rock at 1800 m/s (Bieniawski, 1967).
Hydraulic fracture velocity depends, however, on fluid and rock
properties. In spite of the fact that a large amount of work has been
done on fracture propagation in rocks due to different loadings, the
hydraulic fracture propagation has not yet been fully understood.
Cracks can be significantly influenced by thermal stresses below
velocities of about 1 cm/s, where the crack propagation is called
“subcritical” and the growth of cracks, primarily in silicates, is
attributed to stress-aided corrosionprocesses at the crack tip (Kranz,
1983). Controversially, it was also found that thermally-induced
stresses are sometimes not sufficient to cause microcracking under
high confining pressure (Wong and Brace, 1979; van der Molen,
1981). Zhao (2016) briefly reviewed the temperature-dependent
mechanical properties of various rocks and investigated thermal
influence ofmicrocracking onmechanical properties of granite. Both
cycling and monotonous heating of the specimen yielded reduction
of tensile and compressive strengths of crystalline rocks through
thermally-induced microcracks.

Modeling efforts, which have been previously proposed for
addressing convective and conductive fluid and heat flow through
fractured and porous media, have primarily used macro-scale
continuum approaches. These include: (1) volume averaging
(effective continuum, double porosity, dual permeability and
multiple interacting continua (MINC) models) that are well suited
for representing larger-scale fractured rocks (Pruess, 1985; Pruess
et al., 1999; Spycher and Pruess, 2010); (2) models based on sto-
chastic theories for addressing irregularities of natural-sediment
property distributions (Faybishenko et al., 2005); (3) continuous-
time random-walk (CTRW) models (Berkowitz and Scher, 2001;
Bogdanov et al., 2003; Singurindy and Berkowitz, 2003; Adler
et al., 2005; Berkowitz et al., 2006); (4) coupled finite-volume
and distinct fracture network (DFN) multiphase flow models
which include thermodynamic regime with phase change for fluid
and heat conduction (Pruess, 1985); and (5) distinct element codes
for fractured rocks which combine convectiveeconductive thermal
and mechanical coupling (Itasca, 1992; Abdallah et al., 1995).

Previous modeling efforts on coupled HTM processes in
geothermal reservoirs have addressed important issues but the
knowledge is still limited for providing a complete understanding of
howcracks and fractures initiate and propagate due to fluid pressure
and temperature changes in geothermal reservoirs. Particularly, the
effects of convective heatflowduring fracturingfluid infiltration into
the rock adjacent to the wellbore have not yet been addressed. The
microscale damage causedby thermal stresses along the fracture and
around thewellbore and its influence on hydraulic fracture initiation
and propagation are not well understood. Discrete element method
(DEM) modeling was also used because it has several advantages
over widely used finite element methods (FEMs). Particularly, FEM
deals with fracture problems by activation of pre-existing weakness
planes in the model, which requires computationally expensive re-
meshing. Therefore, naturally occurring tortuous fractures are hard
to model, and the free occurrence of new fractures in random di-
rections is difficult to predict. FEM does not allow formation of new
free surfaces or random microcracks. The advantage of DEM is the
ability to directly capture and model fracture and microcrack evo-
lution through a synthetic rock mass model. At the same time, for
modelingfluidflow in fractured rockmasses,where thefluid initially
hasdifferent temperatures compared to rock, it is crucial to be able to
implement the full transient convectiveeconductiveheat behaviorof
both fluid and rock. However, existing DEM codes like the particle
flow code (Potyondy and Cundall, 2004) can only model thermal
conduction. To address this deficiency, Tomac and Gutierrez (2015)
have recently developed a DEM model which can correctly capture
the phenomena of convective heat exchange between rock andfluid.
The objective of this paper is to implement this modified DEM-BPM
(bonded particle model) in coupled HTM modeling, and apply it to
the study of the micro-mechanics of hydro-thermal cracking and
fracturing in EGS reservoir rocks. The results of this work can be
directly employed not only for geothermal applications but also for
underground coal gasification.

2. Methodology

2.1. Discrete element method (DEM) with bonded particle model
(BPM)

DEM has been used in numerical modeling for particulate media
interactions for over three decades (Cundall and Strack, 1979). DEM
uses an explicit finite difference scheme for solving the trajectories
of individual particles in a particulate system. Forces applied to
particle centers come from interactions with neighboring particles
at particle contacts, walls or volume forces. Particle-to-particle in-
teractions aremodeled via spring and damper elements parallel and
normal to the particle contacts. The BPM, formulated by Potyondy
and Cundall (2004), is used in this study. The BPM is integrated
within the two-dimensional (2D) particle flow code (PFC2D) devel-
oped by Itasca (2004). BPM enhances the DEM capability from
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modeling granular assembles towards solids. In BPM, particles are
bonded together with parallel bonds which can be pictured as
cementation at the particle contacts for transferring forces or
bending moments and area assigned with normal and shear stiff-
nesses. As a result, a solid comprised of bonded particles can be
assembled. In addition, themain advantage of BPM is that fracturing
can also be directly observed when the bond between particles is
broken under local stress tensor that exceeds the bond strength.
2.2. Thermal conduction

Transient heat conduction and storage aremodeled in PFC2D using
Fourier’s law discretized over the system of spherical particles and
parallel bonds forming the rock mass model. Thermally-induced
forces and displacements are superposed with the mechanical rock
model response. Thestress change in the rockmassmodel is causedby
the particle radii and bond force thermal change. Strain change effect
on the heat conduction process is neglected. The effects of tempera-
ture changes on mechanical response are discussed further below.

The conductive thermal option in PFC2D introduces thermal
pipes between adjacent particles and heat reservoirs that are
positioned at the particle center of mass. A thermal pipe is associ-
ated with each particle-to-particle contact, and the pipe becomes
automatically active if the particles overlap at the contact or if the
parallel bond is presented between two particles. The heat con-
duction for a continuum is given by

�vqi
vxi

þ qv ¼ rpCv
vT
vt

(1)

where qi is the heat-flux vector (W/m2), vqi=vxi is the heat-flux
gradient in the pipe (x represents the direction of the pipe along
its length), qv is the volumetric heat-source intensity or power
density (W/m3) of the reservoirs connected with the pipe, rp is the
mass density of the particle (material), Cv is the specific heat at
constant volume (J/(kg �C)), T is the temperature (�C), and t is the
time. The relation between the heat-flux qi and the temperature
gradient follows Fourier’s law:

qi ¼ �kij
vT
vxj

(2)

where kij is the thermal conductivity tensor (W/(m �C)), and vT=vxj
is the temperature gradient in the pipe.

Associated with each heat reservoir are the temperature T, the
mass m, the volume V, the specific heat at the constant volume Cv,
and the coefficient of linear thermal expansion at. A pipe joins two
reservoirs, and heat flow occurs only through the pipes. Associated
with each pipe are the power Q and the thermal resistance h. The
heat conduction equation for a single heat reservoir is given as

vqi
vxi

¼ 1
V

Z
V

vqi
vxi

dV (3)

Each pipe is regarded as a one-dimensional object with a ther-
mal resistance per unit length of h and the power Pp is given by

Pp ¼ �DT
hL

(4)

where DT is the temperature difference between the two reservoirs
at each end of the pipe, and L is the pipe length. The details on time
integration, discretization and implementation of conductive heat
transfer between bonded particles are given in the PFC2D manual
(Itasca, 2004).
2.3. Thermal convective heat transfer

As mentioned earlier, PFC can only model thermal conduction
although there are many situations that involve convective heat
transport where fluid of different temperature flows in porous or
fracture media. To overcome this deficiency, Tomac and Gutierrez
(2015) developed a novel technique to model thermal convection
in DEM by extending the thermal conduction capability in PFC2D

and using PFC2D’s programming language FISH (Itasca, 2004). The
amount of the heat transferred from particles to the fluid and vice
versa depends on the fluid mass flow rate through the channel in
the calculated time step. The coupling is achieved as the thermal
input parameter Qv associated with the thermal control volume (at
each particle center) to represent a new boundary condition for
each thermal time step. As a result, fluid and particle temperatures
are changed at the end of the calculation time step.

An overviewof the key formulations implemented in DEM is given
below, and more detailed description and model validation can be
found in Tomac and Gutierrez (2015). In the study presented in this
paper, the combined thermal conduction-convectionmodel is coupled
with hydro-mechanical capabilities of PFC2D as discussed below.

For fully developed flow in a channel, mean velocity and mean
temperature parameters are introduced. The mean (bulk) temper-
ature of the fluid at a given cross-section is defined in terms of the
thermal energy transported by the fluid as it moves past the cross-
section. The expression for a mean temperature variation along the
pipe for a mean temperature Tm,out in the case of constant pipe
temperature surface Ts is derived from the energy balance for a
control volume (Holman, 2002):

Ts � TmðxÞ
Ts � Tm;i

¼ exp
�
� DHx
dm=dt

h
�

(5)

where Tm,i is the fluid temperature at the entrance of the channel,
TmðxÞ is the mean channel temperature at a position x, DH is the
channel hydraulic diameter (DH ¼ 4A/P, where A is the channel
cross-sectional area, and P is the wetted perimeter), dm/dt is the
fluid mass flow rate through the channel cross-section at a position
x, and h is the average value of the heat convection coefficient
between fluid and particle for the entire tube length. The average
heat convection coefficient can be derived using the Nusselt
number for a laminar fluid flow in parallel plates (NuD ¼ hD/
kf ¼ 3.66 for constant Ts, where h is the convective heat transfer
coefficient, D is the channel hydraulic diameter, and kf is the fluid
thermal conductivity). The average heat convection is a critical
parameter in modeling heat convection in thermal pipes. Although
this study uses Nusselt number for a laminar fluid flow in parallel
plates, there are further issues which need to be verified to more
accurately predict the heat convection parameter. Particularly, the
heat exchange between fluid andwall depends on fluid velocity and
fracture wall properties (Zhao, 2014).

A special case can occur when there is no local fluid flow
through the fluid channel but fluid has different temperatures than
adjacent particle. The change of average particle i temperaturewith
time is (Holman, 2002):

Ts � TmðxÞ
Ts � Tm;i

¼ exp
�
�dt
st

�
(6)

where st is the thermal time constant, which can be defined as

st ¼ rpVCp

hAs
(7)
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where Cp is the specific heat of particle material (rock) at a constant
pressure, As is the surface of the contact, and L is the length of the
channel. The value of the thermal time constant is a measure of
how fast the temperature of the object reacts to its thermal
environments.

The total heat transfer rate qconv follows the exponential nature
of the temperature decay:

qconv ¼ dm
dt

Cp
��
Ts � Tm;i

�� �
Ts � Tm;out

��
(8)

Energy conservation is applied to a differential control volume
in the thermal boundary layer. If transient flow is considered, some
amount of energy storage will be included at each time t in the
control volume of the fluid. The transient flow energy conservation
equation for the control volume is

rfCp

�
vx
vT
vx

þ vy
vT
vx

�
� v

vx

�
k
vT
vx

�
þ v

vy

�
k
vT
vy

�
¼ d

dt

�
rfVCvT

	

(9)

where vx and vy are the fluid velocities in the x and y directions,
respectively; rf is the fluid density; and k is the Boltzmann’s
constant.

A change in energy storage for eachmechanical time stepwill be
introduced in the fluid reservoir domain, and the same amount of
thermal energy will be extracted from the rock mass forming the
new thermal boundary condition for the thermal time step calcu-
lation. At each fluid domain, a control change in volume is assigned
through the fluid flow function that is written in FISH. Accordingly,
the conservation of energy can be written for a domain. The change
in the domain thermal energy storage, DEdom, is equal to the heat
flow rate from the adjacent pipes minus the thermal energy of the
domain at the beginning of the time step:

DEdom ¼ Et � Edom (10)

where Edom is the domain thermal energy, and Et is the convective
heat transfer from the adjacent fluid channels. The domain tem-
perature change, DTdom, due to the convective transport with fluid
through pipes can be derived as

DTdom ¼ Dt
rfDVCp

0
@ XN

p¼1

rfvppa
2
pCvTm;L � Tdom

1
A (11)

where DV is the change of fluid domain volume, vp is the average
fluid velocity in the channel, ap is the channel aperture, and
Tm,L ¼ Tm(x) for x ¼ L.

The change in temperature of domain is imposed as a thermal
boundary condition on enclosing particles for the next thermal
time step:

DTpart ¼ �ks
DQt;conv

CvrpVp
(12)

where DTpart is the particle temperature change, DQt,conv is the
amount of heat transferred from the particle to the fluid in the
previous mechanical time step, and Vp is the particle volume.
2.4. Coupled hydro-thermo-mechanical (HTM) modeling

Fluid pressure and temperature changes and mechanical
response in porous and fractured media are coupled processes in
that hydraulic and thermal processes affect mechanical responses,
and vice versa. Specifically, fluid flow causes temperature changes
due to convection which, together with fluid pressure changes,
affect mechanical response through pressure and temperature-
induced deformation of the particle system. In turn, mechanical
response affects permeability and fluid flow and pressure, and thus,
temperature change. Given below is a description of how these
coupled processes are accounted in the modified PFC2D code with
the implemented thermal convection model. The stress tensor of
the DEM assembly spatially evolves during the time-stepping
procedure. Stress changes consist of mechanical, hydraulic and
thermal components. The thermal stress component is a conse-
quence of temperature-induced strains in DEM, which particularly
arise due to thermal volumetric deformation of the particles and
contact bonds. The temperature-induced particle radius change,
DR, is

DR ¼ aRDT (13)

where R is the particle radius, and a is the particle coefficient of
linear thermal expansion. If parallel bond is presented at the par-
ticle contact associated with a pipe, then the thermal volumetric
deformation of the bondmaterial is also accounted for by assuming
that the normal component of the force vector carried by the bond
will be affected by the temperature change. The bond length L
changes with the normal component of the bond force vector as

DFn ¼ k
n
ADUn ¼ k

n
AaLDTpart;av (14)

where DFn is the bond normal force change, k
n
is the bond normal

stiffness, DUn is the bond normal thermal stress change, a is the
thermal expansion coefficient of the bond material, and DTpart,av is
the temperature increment (taken equal to the average tempera-
ture change of the two particles at the ends of the pipe associated
with the bond).

The heat convection model developed in this paper uses PFC2D’s
formulation of fluid flow through a system of interconnected fluid
channels of saturated, coherent particle assembly with strong
pressure gradients. In the numerical sense, the fluid flow through a
network of channels and reservoirs is superimposed on the DEM
particle assembly using a finite difference scheme. DEM particles
discretize the solid stressestrain field while fluid flow is modeled
for channels and fractures through synthetic rock. The fluid flow
rate Q in a fluid channel is calculated using the parallel plate flow
solution of NaviereStokes equation for incompressible Newtonian
fluid and laminar flow (Snow, 1969):

Q ¼ d3DP
12mLc

(15)

where d is the channel aperture, DP is the pressure difference of the
reservoirs at two ends of the channel, m is the dynamic fluid vis-
cosity, and Lc is the fluid channel length. The length of the fluid flow
channel section between two particles is equal to the average
diameter of two contacting particles. It is assumed that each con-
tact has residual initial fluid channel aperture d0 when the normal
contact force is set at its prescribed residual value. The increase in
normal load decreases the apparent fluid channel aperture in the
case of compressive normal contact force:

d ¼ d0F0
DF þ F0

(16)

where DF is the increment of normal contact force F, and F0 is the
residual value of normal contact force at d0. For the case of tensile
normal contact force, we have
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d ¼ d0 þ fa (17)

where f is the arbitrarily chosen dimensionless multiplier which
can be set different from unity for calibration purposes, and a is the
physical distance between two particle contacts adjacent to the
fluid flow channel. To conclude, the fluid channel aperture corre-
sponds to actual distance between particle surfaces at each time
step, but it is also possible to modify the equation that determines
the local fluid channel width (Eqs. 16 and 17), for example in order
to keep the width of the channel constant during cycling, or to
model dissolution/precipitation of rock minerals.

The increase in fluid pressure, DP, in a fluid reservoir due to the
volume change of fluids in the reservoirs and fluid flow is calculated
as

DP ¼ Kf
Vd

ðSQDt � DVdÞ (18)

where Kf is the fluid bulk modulus; Vd is the volume of the fluid;
DVd is the change in volume of the fluid due to mechanical, pres-
sure, and temperature changes. Finally, it is assumed that the fluid
flow through a fluid channel is localized at the corresponding
contact, and the pressure region of the fluid reservoir is uniform,
leading to the tractions that are independent of the path around the
fluid reservoir. For the polygonal path that joins the contacts which
surround the fluid reservoir, the force vector Fi on a particle i is

F i ¼ Pnis (19)

where ni is the unit normal vector of the line joining the two
contact points on the particle, and s is the length of the line.
Table 1
Model initial and boundary conditions for hydraulic fracturing simulation.

smin,z (MPa) smax,y (MPa) Tini,rock (�C) Tini,fluid (�C)

6e25 10e35 250 50

Note: smin,z ¼minimum compressive stress; smax,y ¼maximum compressive stress;
Tini,rock ¼ initial BPM particle temperature; and Tini,fluid ¼ initial fluid temperature in
the wellbore.

Table 2
Macro-mechanical properties of BPM compared to the average values of granite
from various sources (Potyondy and Cundall, 2004; Potyondy, 2007; Nasseri et al.,
2009; Engineering ToolBox, 2016).

Type Tensile
strength,
st (MPa)

Young’s
modulus,
E (GPa)

Fracture toughness,
KIC (MPa m1/2)

Poisson’s
ratio, n

PFC2D-BPM 4.37 57.7 0.31 0.21
3. Application to hydro-thermal fracturing of rocks

To demonstrate the capability of the HTM PFC2D-BPM in inves-
tigating the microscale aspects of hydraulic fracturing of EGS res-
ervoirs, the model is applied to the case of hydraulic fracture
initiation and propagation from a borehole, as shown in Fig. 1. The
first model dimensions are 60 cm � 30 cmwith a borehole of 4 cm
in diameter, and the second 20 cm� 20 cmwith a borehole of 2 cm
in diameter. The borehole wall smoothness is governed by the
particle size in DEM, and the wall is not ideally smooth. However,
particle size represents a spatial model discretization rather than
an individual mineral grain. The fluid inside the wellbore is
modeled using one fluid flow reservoir connected with the fluid
flow channels towards each reservoir between DEM particles
around the wellbore. Therefore, refining a spatial discretization
around the wellbore would not significantly affect overall wellbore
pressurization and heat exchange. Different sizes are chosen for
fracture propagation direction observation in the first model, and
micro-mechanical insights in the second model. The model is
biaxially compressed with far-field in situ horizontal stresses and
Fig. 1. Initial geometry of the first larger and second smaller models.
pressurized at the borehole with injection flow rates between 10 L/
s and 33 L/s. Table 1 lists the model initial and boundary conditions
used. Tables 2 and 3 show the macro- and micro-mechanical pa-
rameters obtained from simulated direct tension and notched-
beam tests in PFC2D which are compared with average values
from the literature (Potyondy and Cundall, 2004; Potyondy, 2007;
Nasseri et al., 2009; Engineering ToolBox, 2016). The procedures
for obtaining granite-like macro-properties and for testing the
micro-mechanical properties for BPM follow recommendations
from Potyondy and Cundall (2004). It is important to mention that
the listed micro- and macro-mechanical parameters are obtained
for this particular model with the chosen size of DEM particle. DEM
particles do not represent a physical grain of the rock, but they are
the means of spatial model discretization in DEM. Therefore, if
different DEM particle sizes are chosen, the parameter matching
procedure needs to be repeated. This study uses the PFC2D-BPM
coupled with the newly developed conductive-convective heat
transfer model (Tomac and Gutierrez, 2015). Simulation of
permeability tests in PFC2D uses the constant flow technique, which
is suitable for testing low-permeability geo-materials (Olsen, 1966;
Nakajima et al., 2007). The Darcy’s flow equation is used for
determining the average permeability of the tested rock sample
with the prescribed initial width of fluid flow channels. During
cycling for the permeability testing, the bond-breakage is disabled
by setting the bond strengths unrealistically high. The no-bond-
breakage model enables use of high flow rates and low fluid dy-
namic viscosities, which aids in saving computational time. The
tested rock sample has dimensions of 5 cm� 5 cm (Fig. 2a). Viscous
fluid flows into the specimen at a constant flow rate on the left
boundary, and the pressure differences across the model are
recorded at prescribed times during the test. The final pressure
difference is recorded following the test convergence, as shown in
Fig. 2b. Following the recommended procedures for laboratory
testing of low-permeability geo-materials, the recorded pressure
was used together with the flow rate in Darcy’s flow equation for
Granite 3e25 30e70 0.22e1.55 0.25

Table 3
Micro-mechanical properties of BPM.

Rmin (m) Rmax/Rmin fi Pb_kn
(GPa)

Pb_ks
(GPa)

Pb_sstr
(MPa)

Pb_nstr
(MPa)

w0 (m)

0.0011 1.66 0.2 7 2.8 30 10 10�5�10�7

Note: Rmin ¼ minimum particle radius; Rmax ¼ maximum particle radius;
fi ¼ particle friction coefficient; Pb_kn ¼ parallel bond normal stiffness;
Pb_ks ¼ parallel bond shear stiffness; Pb_sstr ¼ parallel bond shear strength;
Pb_nstr ¼ parallel bond normal strength; and w0 ¼ initial fluid channel aperture.



Fig. 2. Initial permeability testing example of the synthetic granite without bond
breakage showing: (a) the initial conditions and at the end of the test, and (b) pressure
profile. Fluid flow occurs from the left to the right boundary.
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calculating permeability. The numerical relationship between the
initial average synthetic rock permeability and the model param-
eter of initial fluid flow channel is established and shown in Fig. 3.
Initial synthetic rock permeability is calibrated towards published
values for granite (Brace et al., 1968), as shown in Fig. 3.

This study presents for the first time the micro-mechanical ef-
fects of temperature differences between fracturing fluid and rock
during hydraulic fracture initiation and propagation. The effect of
thermal stresses which arise in rock and at the fluiderock interface
on rock deformation andmicrocracking is studied in permeable and
impermeable synthetic rocks in DEM. Fig. 4 shows two examples of
fracture propagation in initially impermeable rock without thermal
effects (Fig. 4a) and with thermal effects (Fig. 4b and c), where
temperature difference between fracturing fluid at the borehole and
rock, DT, is 150 �C. In themiddle of Fig. 4a, a single fracture is shown
propagating in the direction of the maximum compressive stress in
the biaxially compressed model. Dry fracture tip is a well-known
Fig. 3. Numerical relationship between initial average synthetic rock permeability and mo
granite permeability and fluid pressure (b) (Brace et al., 1968).
phenomenon, and is shown as interconnected blue lines (broken
tensile parallel bonds in DEM). Fluid (covered with cyan circles)
infiltrates part of the fracture and follows behind thedry fracture tip.
Fig. 4b and c shows the results of simulation under boundary and
initial conditions same as Fig. 4a, except for the temperature dif-
ference. First, the thermo-mechanical fracture is shorter than the
mechanical one, and with evidence of micro-damage and micro-
cracks shown with blue lines. Consequently, the cracking and
damage are caused by thermal stresses, as shown in zoomed detail
in Fig. 4c. Thermal flux vectors are visible as black arrows. Obser-
vation that the thermo-mechanically-induced fracture iswider than
the mechanical one, is obtained from the larger number of parallel
microcracks (blue lines) next to each other and several parallel fluid
flow reservoirs filled with fluid (cyan circles). Second, the fractured
area near thewellbore,where cold fluid enters the hot rock, is wider
than that in Fig. 4awith interconnected broken bondswhich branch
out perpendicular to the main fracture direction. As a result, fluid
also infiltrates this cracked area demonstrated via several cyan
pressure circles next to each other. Third, the dry fracture tip is still
presented, but it branches into three directions. Fig. 4 shows the
clear effects of micro-mechanical thermal effects on fracture initi-
ation, propagation and related damage mechanisms. Convectivee
conductive coupling of heat flow and transport and mechanical
fracturing process is evident through the observation of secondary
microcracks located at areas of large heat-flux vectors. Particularly,
the convectiveeconductive heat flow and transport during hy-
draulic fracturing are modeled for better understanding the effects
of convection via flow through the main fracture.

The developed model permits studying additional effects of
infiltration of pressurized cold fluid on the simulated permeable
rock matrix. Fig. 5 shows a fracture propagation simulation in the
synthetic granite with initial permeability k z 5 � 10�20 m2 and
low fluid dynamic viscosity m ¼ 10�9 Pa s. The sequential fracture
initiation and propagation from the wellbore are shown in Fig. 5ae
c for snapshots of time after 100, 500 and 2000 time steps
(Dt ¼ 1.5�10�7 s). Alternate paths of pressurized fluid propagation
into the porous rocks can be seen by observing themagenta colored
areas, which indicate fluid temperature change. The cyan color is
not very visible except for the propagating fracture itself because
only small amount of fluid penetrated into the rockmatrix. It can be
observed in Fig. 6 that fluid infiltrated into pores around the
wellbore in early stages of the bi-wing fracture propagation. It can
be seen that fluid occupies a wider portion of the area around the
fracture especially at the fracture entrance. Also in Fig. 6, blue lines
show tensile microcracks which correspond to broken parallel
particle bonds. The microcracks exist along the fracture surface and
they tend to propagate perpendicular to the fracture surface, which
is visible at the fracture tip. Orientation of the principal stresses is
shown in Fig. 6b with red and black lines for each particle.
del parameter of initial fluid flow channel (a), and the relationship between Westerly



Fig. 4. Fracture propagation in impermeable rock for (a) DT ¼ 0 �C on the left and (b) DT ¼ 150 �C on the right, in the first model of 30 cm � 60 cm in dimensions, with 4 cm
borehole diameter under far-field confinement stresses smax,y ¼ 10 MPa and smin,x ¼ 6 MPa, where fluid pressure Pb ¼ 16 MPa, k ¼ 0, m ¼ 10�9 Pa s. Black arrows are heat-flux
vectors, cyan circles are fluid reservoir pressures, blue lines are tensile microcracks, and red lines are shear microcracks.

Fig. 5. Fracture propagation in the first model of 30 cm � 60 cm in dimensions with a 4 cm borehole diameter, under far-field stresses smax,y ¼ 10 MPa and smin,x ¼ 6 MPa from the
wellbore at a constant fluid pressure Pb ¼ 16 MPa where DT ¼ 150 �C, k z 5 � 10�20 m2, m ¼ 10�9 Pa s after 100 (a), 500 (b) and 2000 (c) time steps. Black arrows are heat-flux
vectors, cyan circles are fluid reservoir pressures, magenta circles are permeable rocks, and blue lines are tensile microcracks.

Fig. 6. Principal stress orientations and fluid infiltration in the porous rock around the
borehole in the first model of 30 cm � 60 cm in dimensions with 4 cm borehole
diameter, under far-field stresses smax,y ¼ 10 MPa and smin,x ¼ 6 MPa for DT ¼ 150 �C
and Pb ¼ 16 MPa, k z 5 � 10�20, m ¼ 10�9 Pa s. Black arrows are heat-flux vectors, cyan
circles are fluid reservoir pressures, magenta circles are permeable rocks, and blue
lines are tensile microcracks.
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Infiltration of cold fluid into hot rock adjacent to the main fracture
(blue lines) is observed here to not significantly affect the principal
stresses orientation. It can be concluded that the induced thermal
stresses are relatively small compared to the far-filed and fracture
propagation mechanical stresses, and as a result, the principal
stresses barely rotate.

In order to better understand how rock DEM particle cooling
occurs in the vicinity of the propagating fracture, three snapshots
around the wellbore are taken at very close times to each other.
Fig. 7 shows hot (red) DEM particles of the synthetic rock, where
the fluid and rock temperature changes from 200 �C (red) to 50 �C
(blue). Fracture segments are shown with cyan lines representing
broken parallel bonds. It can be seen that rock particles along the
fracture cool down very fast and the next adjacent particles also
show lower temperatures in Fig. 7a. After a very short time in
Fig. 7b, it can be seen that the fracture did not advance, but the rock
adjacent to the fracture slightly heated up (yellow particles color
turned to orange). Subsequently, in Fig. 7c, advancement of the
fracture is again taking place. This new fracturing observation is
characterized with microcracks connected to the previous ones,



Fig. 7. Conductive-convective heat flow and transport in DEM particles in an unconfined 2D model, where k z 0.7 � 10�20 m2, m ¼ 10�9 Pa s, Q ¼ 11 L/s, and the times are (a)
t ¼ 1.17 s; (b) t ¼ 1.19 s and (c) t ¼ 2 s.
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indicating fracture propagation. However, the microcracks develop
in a wider area and also are perpendicular to the main direction. As
a result, the rock particles adjacent to the broken bonds also cooled
down. It can be concluded that the convection heat transport fol-
lows closely the propagating fracture. As the fracture propagates, it
Fig. 8. Conductive-convective heat flow and transport in DEM particles in a 2D un-
confined model, where k z 3 � 10�20 m2, m ¼ 10�2 Pa s, t ¼ 0.16 s, Pb ¼ 27 MPa, and
Q ¼ 10 L/s.

Fig. 9. Conductive-convective heat flow and transport in DEM particles in a 2D u
can be seen that the area of cooled particles at the location where
the fracture has started becomes wider.

3.1. Effects of the flow rate and fluid dynamic viscosity

Effect of the fluid flow rate in a wellbore on the HTM fracture
initiation and propagation is studied on a synthetic granite model
with initial permeability k z 0.7 � 10�20 m2. Two different fluid
flow rates are considered, i.e. Q ¼ 10 L/s and 33 L/s. At each fluid
flow rate, the fluid dynamic viscosity m is varied from 10�2 Pa s to
10�9 Pa s. Figs. 8�12 show the modeling results of fracture initia-
tion from thewellbore for the flow rate Q¼ 10 L/s, with the starting
wellbore pressure Pb, init ¼ 10 MPa, which is used in order to
minimize the computational time. Fracture initiation, propagation
and fluid infiltration into the wellbore rock are evaluated for better
micro-mechanical understanding of fluiderock interaction. The
beginning of the hydraulic fracturing process precedes a short time
interval when the fluid pressure reaches the fracture initiation
stress. At the high fluid dynamic viscosity m ¼ 10�2 Pa s and
t ¼ 0.16 s, fluid pressure Pb reaches 27 MPa, but there is almost no
evidence of fracture initiation, as shown in Fig. 8. As the fluid dy-
namic viscosity m decreases to 10�3 Pa s, the fracture initiation is
accompanied with fluid infiltration in rock. In Fig. 9a, several
branches of crack initiation can be seen at the wellbore wall, pre-
dominantly in the direction parallel to the maximum confinement
stress. Cooling of the rock occurs simultaneously with fracturing
nconfined model, where k z 3 � 10�20 m2, m ¼ 10�3 Pa s, and Q ¼ 10 L/s.



Fig. 10. Conductive-convective heat flow and transport in DEM particles in a 2D unconfined model, where k z 3 � 10�20 m2, m ¼ 10�6 Pa s, Pb, init ¼ 10 MPa, and Q ¼ 10 L/s.

Fig. 11. Conductive-convective heat flow and transport in fluid reservoirs, a 2D unconfined model, where k z 3 � 10�20 m2, m ¼ 10�6 Pa s, Pb, init ¼ 10 MPa, and Q ¼ 10 L/s.
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shown with blue rock particles. After t ¼ 0.16 s, pressure increases
while fracture propagates at the same time in branches and with a
number of side-cracks. After t ¼ 0.3 s, pressure continues to in-
crease while fractured zone propagates towards the model edge.
3.2. Effect of the fluid viscosity

The lackof pressuredrop indicates that thepressure increase rate
in the wellbore is larger than fluid infiltration rate into the propa-
gating fracture. High fluid viscosity causes slow movement of fluid
through the fracture, even according to the parallel plate flow
Fig. 12. Rock cooling down without fracturing, large cooling area and pressure drop:
Q ¼ 10 L/s, m ¼ 10�9 Pa s, Pb, init ¼ 10 MPa, t ¼ 0.02 s, and Pb ¼ 10.4 MPa.
formula. In addition, it can be argued that when the fracture energy
is spent in the forming of many small cracks, a fracture with larger
width does not form. The smaller cracks are caused by temperature
difference between fluid and rock. Fracturing attempt with lower
fluid viscosity m¼ 10�6 Pa s is shown in Fig. 10. The plots are shown
for small times after the initiation of pumping at Pb,init¼ 10MPa. The
borehole pressure is not increasing at a sufficient rate and does not
reach the fracture initiation stress. The slow increase in borehole
pressure promoted fluid infiltration into the permeable rock around
thewellbore. As a result, the area of the rock cools down extensively
due to convection heat flow and transport. Fig. 11 shows the infil-
trated fluid and its temperatures, where the rock DEM particles are
erased from the view. As fluid infiltrates into rock pores, it heats up
and flows in a finger-like shapes. Comparing Fig.11a�c, it can be see
that fluid further away from the borehole and the fluid mass that
was subjected longer to the hot rock have higher temperatures
shown in warm color. Borehole pressurization with very low fluid
viscosity is shown in Fig. 12, where m ¼ 10�9 Pa s. After the short
time, no fracture propagation can be observed, and the borehole
pressure did not significantly increase. However, even larger fluid
infiltration and rock cooling are observed than those in Fig. 11.
Random shear and tensile broken parallel bonds are also visible in
the cooled area around the borehole, but without clear pattern
which would indicate a single fracture.

Figs. 13�17 show the simulations for fluid flow rate Q¼ 33 L/s at
the borehole and different fluid viscosities. As a result, at relatively
high fluid viscosity such as m¼ 10�3 Pa s and 10�4 Pa s, fracture and
crack initiation can be seen in form of small individual branches
accompanied with rock cooling at crack locations, as shown in
Figs. 13 and 14. When fluid viscosity decreases, a trend of promoted



Fig. 13. Rock cooling down without fracturing, large cooling area and pressure drop: Q ¼ 33 L/s, m ¼ 10�3 Pa s, and Pb, init ¼ 10 MPa.

Fig. 14. Rock cooling down without fracturing, large cooling area and pressure drop: Q ¼ 33 L/s, m ¼ 10�4 Pa s, and Pb, init ¼ 10 MPa.

Fig. 15. Rock cooling down without fracturing, large cooling area and pressure drop: Q ¼ 33 L/s, m ¼ 10�6 Pa s, and Pb, init ¼ 10 MPa.
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fluid infiltration into adjacent rock and its significant cooling is
observed, as shown in Figs. 15�17. Fig. 16 also shows how fluid
infiltrates into rock in finger shapes and heats up with time.
Borehole pressure rises slowly and is insufficient for fracture
initiation at the observed small times. Fig. 17 shows a simulation
with very low fluid viscosity m ¼ 10�9 Pa s, where no borehole
pressure increase can be recorded for the small observed time,
while the fluid significantly infiltrates into rock and cools it down,
accompanied with random microcracks. Summarizing modeling
results, it can be concluded that the convective cooling around the
wellbore dominates conduction. Thermal energy exchange dem-
onstrates cooling of rock and heating of fluid. Two significantly
different mechanisms of coupled HTM process are identified for
permeable granite. First, low-viscosity fluid easily penetrates into
rock pores which inhibits fast pressure rise in the wellbore. The
fracturing does not initiate at insufficient borehole pressure, while
the cooled rock develops random shear and tensile microcracks.
Second, with intermediate fluid viscosity, e.g. m ¼ 10�3 Pa s, fluid
infiltration into rock is limited, while the borehole pressure in-
creases at a fast rate. Consequently, hydraulic fracturing develops a
fracture characterized with significant thermal damage.

3.3. Effects of fluid compressibility on fracture propagation velocity

In order to better understand other factors besides thermal ef-
fects that can affect hydraulic fracturing of hard rock, further work



Fig. 17. Rock cooling down without fracturing, large cooling area and pressure drop:
Q ¼ 33 L/s, m ¼ 10�9 Pa s, and Pb, init ¼ 10 MPa.

Fig. 16. Fluid cooling down without fracturing, large cooling area and pressure drop: Q ¼ 33 L/s, m ¼ 10�6 Pa s, and Pb, init ¼ 10 MPa.
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was done on fracture propagation velocity as function of fracturing
fluid compressibility. Four different cases are compared in Fig. 18
where the fluid compressibility is varied. The models in
Fig. 18. Fracture propagation from the wellbore under biaxial stress state (sv, max ¼ 6 MPa an
(c) 10 � 109 Pa, and (d) 20 � 109 Pa.
Fig. 18a�d look different with respect to the geometry and size
because only the relevant part of the model is shown. The full size
of the model used in all four simulations can be seen in the first
larger model in Fig. 1. Since different fluid compressibility values
are used, the fractures in Fig. 18a and b are more asymmetric than
those in Fig. 18c and d. According to the linear elastic fracture
mechanics (LEFM), a bi-wing fracture always propagates in a way
that at a given time, only one side propagates while the other is
temporary at rest. The more pronounced asymmetry when higher
compressibility fluid is used in Fig. 18a shows more asymmetry
than that in subsequent figures with increasing fluid compress-
ibility. Fig. 18 shows bi-wing hydraulic fracture that propagates
with the width of a single crack, formed due to wellbore pressur-
izationwith low-viscosity fluid and different bulk moduli while the
bulk modulus of the rock was kept constant at Krock¼ 22.6� 109 Pa.
The relative velocity of fracture propagation can be roughly esti-
mated by tracking the total number of broken parallel bonds with
time. Fig. 19 shows the estimated fracture length versus time,
where the fracture length was determined by multiplying the total
d sh, min ¼ 10 MPa), where Krock ¼ 22.6 � 109 Pa and Kf of (a) 2.2 � 109 Pa, (b) 5 � 109 Pa,



Fig. 19. Fracture length versus time.
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number of broken parallel bonds with the average parallel bond
length. Fracture propagation velocity increases as the fluid bulk
modulus increases. The steepest curve in Fig. 19 where fracture
length increased at the shortest time occurs when fluid bulk
modulus Kf is 20 � 109 Pa. It can be concluded that due to the
pressure-load transfer between fluid and rock, fracturing fluid
compressibility plays a significant role in hydraulic fracture prop-
agation velocity. Fig. 19 shows also the relationship of the fracture
propagation velocity and fluid and rock stiffness ratio. The average
fracture propagation velocity is obtained by dividing the fracture
length with time, as shown in Fig. 19 for each of the four cases. The
relationship between fracture propagation velocity and fluid and
rock stiffness ratio is almost linear with less compressible frac-
turing fluid, inducing faster fracture propagation.

4. Conclusions

This paper presents results of a micro-mechanical study of hy-
draulic fracturing in HDR as the key step in EGS reservoir creation.
The BPM framework in particle flow code PFC2D was used for the
study. A novel convective heat transfer model that was developed
in previous publication and validated within PFC2D-PBM to
augment existing conductive heat flow modeling capability was
used in this study. Themodel was aimed at capturing HTM behavior
of synthetic granite for modeling the thermal effects of hydraulic
fracture propagation in geothermal reservoirs. The effects of fluid
and rock temperature difference, rock and fluid stiffness, and fluid
viscosity were studied.

The results showed significant effects of temperature difference
between hot rock mass and cold fracturing fluid on fracture initi-
ation and propagation. Thermal stresses caused microcracks along
the propagating fracture, which permit fluid infiltration into the
rock in the vicinity of the fracture surface and, as a result, further
microfracturing had occurred. By comparing hydraulic fracturing
without fluid and rock temperature difference with the one with
thermal effects, several new insights were found. First, the thermo-
mechanical fracture is shorter than mechanical one, and with evi-
dence of micro-damage and microcracks which were caused by
thermal stress. Second, the fractured area near the wellbore, where
cold fluid enters the hot rock, is wider with interconnected broken
bonds which branch out perpendicular to the main fracture di-
rection. Third, the dry fracture tip is still presented, but it branches
into several directions.

For the permeable synthetic granite, alternate paths of pres-
surized fluid propagation into the porous rocks were observed in
finger-like forms. A strong dominance of convection heat and
transport over conduction was identified for porous granite during
pressurizing the wellbore. Thermal energy exchange was demon-
strated by cooling of rock around the wellbore and heating of fluid
infiltrated into the rock. Two significantly different mechanisms of
coupled HTM processes are identified for permeable granite. First,
low-viscosity fluid easily penetrates into rock pores, which inhibits
fast pressure rise in the wellbore. The fracturing does not initiate at
insufficient borehole pressure, while the cooled rock develops
random shear and tensile microcracks. Second, with intermediate
fluid viscosity, e.g. m ¼ 10�3 Pa s, fluid infiltration into rock is
limited, while the borehole pressure increases at a fast rate.
Consequently, hydraulic fracturing develops a fracture character-
ized with significant thermal damage.

Due to the additional thermal stresses, the principal stress di-
rections along the fracture and at the fracture tip were compared
with the directions associated with classical LEFM. Infiltration of
cold fluid into hot rock adjacent to the main fracture was observed
here to not significantly affect the principal stresses orientation. It
can be concluded that the induced thermal stresses are relatively
small compared to the far-field and fracture propagation mechan-
ical stresses.

The effect of bulk modulus of fracturing fluid and synthetic
granite was studied in addition to the thermal effect study. The
compressibility ratio was found to be an important factor that
governs fracture propagation velocity. Significant difference in
fracture propagation velocity was found as the fracturing fluid and
rock compressibility ratio was varied from approximately 1 to 10.
As a conclusion, for hydraulic fracturing success and fast fracture
advancement, pressure-loads can be transferred from the wellbore
towards the fracture tip more efficiently using fluids with lower
compressibility.
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