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Abstract

The first experimentally constrained Maxwellian-averaged cross section for the $^{191}\text{Os}(n, \gamma)^{192}\text{Os}$ reaction relevant to s-process nucleosynthesis has been calculated by means of the nuclear level density and $\gamma$-strength function of $^{192}\text{Os}$. By performing an experiment at the Oslo Cyclotron Laboratory (OCL) using an ion beam of 30 MeV $\alpha$-particles, particle-coincidence data from the $^{192}\text{Os}(\alpha, \alpha'\gamma)^{192}\text{Os}$ reaction was obtained. The Oslo method was utilized on the resulting matrix of $\gamma$-ray spectra versus excitation energy to simultaneously extract the nuclear level density and the $\gamma$-strength function of $^{192}\text{Os}$. Due to the lack of neutron-resonance data for the unstable isotope $^{191}\text{Os}$, the required normalization parameters have been estimated by means of data from isotopes in the same mass region.

To calculate the Maxwellian-averaged cross section of the $^{191}\text{Os}(n, \gamma)^{192}\text{Os}$ reaction, the decomposed $E1$ and $M1$ strengths of the $\gamma$-strength function and the level density of $^{192}\text{Os}$ were used as input in the TALYS reaction code. The systematic uncertainties introduced by the normalization procedure of the level density and $\gamma$-strength function were investigated and propagated to the calculated Maxwellian-averaged cross section.

Quite large uncertainties were deduced in the final level density and $\gamma$-strength function of $^{192}\text{Os}$. The errors propagated by the Oslo method software and the uncertainties introduced by the normalization parameters are found to be of approximately the same order of magnitude. The final result of the Maxwellian-averaged cross section, $\langle\sigma\rangle_{n,\gamma} = 1134 \pm 354$ mb, is in very good agreement with the theoretical estimate provided by the KADoNiS project. To study the impact of the present result on s-process nucleosynthesis in this mass region, the obtained cross section will, in the near future, be included in a reaction network taking branch points into account.
For mankind.
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Chapter 1

Introduction

“We must wait, but we may trust the physicist that we do not have to wait too long.”
— Abbe G. Lemaitre, Nature 1931

Humans have wondered about our place in the universe for centuries. Step by step, our understanding of the origin, current state and future of the universe have improved by means of scientific studies. Currently, our knowledge is far from complete as many questions remain unsolved. One of the “Eleven Science Questions for the New Century” [1] involves explaining the origin of the elements from iron up to uranium.

The results obtained in the present work may be regarded as a tiny building block in this cosmological puzzle. The main goal of the thesis is to give a first experimental constraint on the neutron capture cross section for the $^{191}\text{Os}(n, \gamma)$ reaction by means of an experimentally obtained nuclear level density and $\gamma$-strength function of $^{192}\text{Os}$.

In general, nuclear cross sections are relevant for several fields including reactor physics and medical diagnosis and treatments. Nuclear astrophysics is the application of focus in the current work. The $^{191}\text{Os}(n, \gamma)$ reaction may play a role in the formation of the heavy elements in asymptotic giant branch (AGB) stars. To set the experimental results in context, a brief historical overview of the scientific advances to explain the origin of the elements is given.

A short introduction to nuclear astrophysics

In 1957, E. Margaret Burbidge et al. [3] laid the very foundation of the nuclear astrophysics field in the article commonly referred to as B$^2$FH. The famous paper proposed the hypothesis that all except the lightest chemical elements were synthesized in stars by nuclear reactions, i.e., stellar nucleosynthesis. Independently, in the same year, Cameron [4] proposed a similar framework explaining the origin of the elements by several synthesis processes. Impressively, the articles quite
Figure 1.1: A NASA/JPL [2] illustration of the Big Bang and expansion of the universe. The cone represents the expansion of space itself from the beginning, i.e., the Big Bang, up to the present universe $\sim 13.7$ billion years later. The ‘Dark Ages’ refer to the period before the ignition of the first stars, but after the cosmic microwave background radiation (CMB), denoted ‘Afterglow Light Pattern’, was emitted. Quantum fluctuations in the very early universe are believed to explain the observed temperature fluctuations in the CMB, illustrated by the colored cross section of the cone right after the ‘Inflation’ (the early exponential expansion of the universe).

accurately describe the processes involved, and their theoretical descriptions are to a large extent still used today. For this reason, their work is one of the most important scientific theories of this century.

At the time the B$^2$FH paper was published, the origin of the chemical elements was still under heavy debate. Multiple theories were considered probable, some deviating at a quite philosophical level. A common belief was that the universe was static, i.e., that the size does not change over time. F. Hoyle was a well known enthusiast and developer of the so called steady-state universe model assuming a static universe[5]. This assumption is in great contrast to the idea of an expanding universe first proposed by A. Lemaitre in 1931 [6]. In this picture, the universe would evolve, starting from a hot and dense primordial state. This idea has later evolved into our current prevailing cosmological model for the beginning of the universe, the so-called ‘Big Bang theory’$^1$, see Figure 1.1.

Relying on the expansion model, several theories assumed that all elements were formed in the early universe. In the 1940s, Gamow, Alpher, Herman and

---

$^1$Ironically, the famous ‘Big Bang’ name appeared in 1949 when F. Hoyle described, with some controversy, the model on a BBC radio show, and later in writing [7].
collaborators proposed that all elements would be synthesized shortly after the Big Bang, when the temperature was appropriate for nuclear reactions to occur \([8, 9]\). This gave a first explanation of the origin of the elements based on nuclear and cosmological arguments.

In Figure 1.2 the observed galactic elemental abundance distribution, mass number versus relative elemental abundance, is presented. Categorized by B^2FH, the main nucleosynthesis processes are denoted. B^2FH argued that any theory aiming to explain the origin of the elements must explain all general features observed in the abundance distribution. This was a major problem for the primordial nucleosynthesis models. The structures observed in Figure 1.2 cannot be accounted for when all elements are assumed to be produced in the early universe. B^2FH, on the other hand, showed that all characteristics in Figure 1.2 can be properly explained with eight stellar processes taking place over the lifetime of the universe. The only primordial elemental production proposed was hydrogen.

Contradictory to the initial goal, the Big Bang theory cannot explain the origin of all elements. The model has been modified over the years, presently it accounts for the very lightest elements in Figure 1.2 \([10]\). Starting from an extremely hot and dense quark-gluon plasma, the universe expanded out to the size of our current universe. A few seconds after the beginning, the temperature dropped enough to allow nuclei to form, i.e., a quick Big Bang Nucleosynthesis (BBN) occurred. In this period only the very lightest elements were produced: mainly \(^1\text{H} (\sim 75\%)\) and \(^4\text{He} (\sim 24\%)\), and small amounts of \(^2\text{H}\) and \(^3\text{He} (\sim 0.01\%)\) and traces of \(^7\text{Li} (\sim 10^{-10})\) \([10]\). These isotopes correspond to the largest abundance peak denoted H and He, in addition to the very low abundance denoted Li-Be-B in Figure 1.2.

In stars, elements up to the iron peak can be synthesized in different burning stages, resulting in the peak around \(A \sim 56\) denoted ‘Iron group’ in Figure 1.2. The peaks above the iron group, i.e., r- and s-peaks in addition to the line denoted \(p\), are created by the main heavy element nucleosynthesis processes. The s- and r-processes rely on stepwise neutron captures and \(\beta\)-decays to build up the heavy isotopes. Several heavy proton rich nuclei are produced by the p-process by photodisintegrations, i.e., destruction of heavy s- and r-process elements.

Today the abundance distribution is modeled by large reaction network codes. These codes attempt to reproduce the observed distribution by evolving an initial abundance for a given time. In this way, the separate processes contributing to the abundance distribution can be quantified. In order to perform these calculations, nuclear and stellar input parameters are essential. An updated cross section value may or may not have a significant impact on the distribution. The origin of the elements can be better understood by improving the nuclear input, one step at the time.

Presently, a large portion of the nuclear input values rely on theory. The deviations between nuclear theories are largest for unstable nuclei. The neutron
The abundance distribution, mass number versus relative abundance, as presented in B²FH [3]. Several nucleosynthesis processes were proposed by B²FH, all denoted with initials in the figure. The structures at masses above the iron group, i.e., the r- and s-peaks in addition to the line denoted p, are abbreviations for the rapid and slow neutron capture process and the proton capture process, respectively. Notice the logarithmic scale, the abundances of helium and hydrogen are many orders of magnitude larger than all of the other elements displayed.

The capture cross section obtained in this work will be a first experimental constraint on the $^{191}$Os$(n, \gamma)^{192}$Os reaction. This reaction occurs close to the valley of stability implying that the deviations between theory and experiment should be small. Even if the deviation between the old theoretical and the new experimental value should turn out to be small, new knowledge is not wasteful in this context. The result will provide a useful test of the theoretical predicting power in this mass region.

The field of nuclear astrophysics aims at explaining the origin of the elements and also the energy generation in stars. In this work, the main focus will be on the synthesis of the elements heavier than iron, more specifically the s-process, and relate this to the experiment performed. Our main goal is to motivate why
we need nuclear data to explain astrophysical phenomena and specifically why
the nuclear level density and the $\gamma$-strength function are useful to astrophysics.

An overview of important definitions and concepts relevant for nuclear astrophysics, and most importantly the s-process, will be given in chapter 2. The
experiment, experimental set-up and data calibration will be described in chapter 3, while chapter 4 introduces the Oslo method utilized to extract the level
density and $\gamma$-strength function of $^{192}$Os. Chapter 5 presents the main result, the
Maxwellian-averaged cross section of the $^{191}$Os$(n, \gamma)^{192}$Os reaction calculated by
means of the level density and $\gamma$-strength function of $^{192}$Os. A summary of the
main findings and possible future work will be given in chapter 6.
Chapter 2

Nucleosynthesis beyond the iron peak

“Our whole universe was in a hot, dense state
Then nearly fourteen billion years ago expansion started, wait
The earth began to cool, the autotrophs began to drool
Neanderthals developed tools
We built a wall (we built the pyramids)
Math, science, history, unraveling the mysteries
That all started with the Big Bang! Hey!”

— Big Bang Theory Theme Song, Barenaked Ladies

Just after the Big Bang, the universe consisted of only hydrogen and helium. In the last \( \approx 13.7 \) billion years, only about \( \approx 1\% \) of the initial helium and hydrogen from the BBN have been converted into elements heavier than helium [12]. Given the astronomical scale, all of the present matter in the universe can be approximated to consist of \( \approx 75\% \) hydrogen and \( \approx 24\% \) helium. For this reason, astronomers refer to all elements heavier than helium as ‘metals’, and hydrogen and helium as ‘non-metals’.

Of course, without the 1% of metals, life as we know it would not exist. Our bodies, the earth and our food consist of elements heavier than helium. The nuclear chart, often called the periodic table for nuclear physicists (Figure 2.1), illustrates the rich diversity of the existing elements.

The elements up to the ‘iron peak’, i.e., around \( Z \approx 26 \) in Figure 2.1 are built up by charged-particle reactions during stellar burning. One may ask, why do these reactions not contribute to the formation of elements beyond the iron peak? The first reason is that the isotopes around \(^{56}\text{Fe}\) have the largest binding energy per nucleon. This implies that the creation of heavier elements will demand energy instead of releasing it. If the reactions occur, the needed energy must be ‘stolen’ from the environment, decreasing the stellar temperature. This fact leads to the second argument, the probability for charged-particle reactions to
Figure 2.1: The nuclear chart, with the number of neutrons \(N\) versus protons \(Z\) for the experimentally known isotopes in the NUBASE2016 [11] database. Each box represents an isotope where the colors indicate the half-lives in seconds of the unstable isotopes. In general, the half-lives are longer closer to the black, stable isotopes forming the so-called ‘valley of stability’.

occur depends on the temperature of the environment, i.e., when the temperature decreases the probability decreases. This self-regulates the stellar environment so that charged-particle reactions involving elements heavier than iron are very unlikely.

Further, the probability depends on the charge of the involved nuclei, i.e., the number of protons \(Z\). Classically, the reaction will only occur if the temperature allows the involved particles to come close enough, so that the repulsive Coulomb barrier will be overcome. In the quantum mechanical description, the reactions are allowed to occur at an energy below the Coulomb barrier via quantum tunneling. The probability of transmission through the potential barrier depends on the energy of the incident particle, i.e., the temperature of the environment. In addition, the tunneling probability is related to the height of the Coulomb potential which scales with the atomic number \(Z\) of the colliding nuclei. If the charge of the involved nuclei is large enough, the probability for a reaction to occur will be essentially zero given the stellar temperatures. The sum of the
above-mentioned arguments implies insufficient reaction rates involving isotopes heavier than iron during hydrostatic burning. Hence, other physical processes are required to explain the creation of elements heavier than iron. Realizing that neutrons do not feel the Coulomb force, the two most dominant nucleosynthesis processes called the slow (s) and the rapid (r) neutron capture process can be introduced. The idea is that the neutron can easily be captured by the nucleus independent of charge, building up the heavier elements.

The purpose of this chapter is to set the present work into context and relate the performed experiment to the astrophysical applications. Four nucleosynthesis processes will be outlined. The s-process will be described in most detail in section 2.1, in addition to the r-, p- and i-processes briefly summarized in section 2.2, 2.3 and 2.4, respectively. Other processes that are not believed to contribute significantly to the observed abundance distribution will be omitted. Section 2.5 presents the stellar and nuclear input needed in nuclear reaction network simulations applied to simulate the heavy-element nucleosynthesis processes.

Nuclear reactions in the stellar plasma
In order to simulate the synthesis of the elements, it is essential to know the probability for the reactions of all nuclei involved in the nucleosynthesis process. The nuclear cross section $\sigma$ is a measure of probability for a nuclear reaction to occur. In nuclear astrophysics, the rate of a nuclear reaction, the number of reactions at a given temperature per time per unit volume, is also of vital importance.

In a stellar environment, the temperature $T$ is governed by the velocities of the present particles. In this setting, it is natural that the cross section is velocity dependent: $\sigma = \sigma(v)$. Then, the reaction rate between two species 0 and 1 involved in a reaction $0 + 1 \to 2 + 3$ is given by [12]:

$$ r_{01} = N_0 N_1 \int_0^\infty v P(v) \sigma(v) dv \equiv N_0 N_1 \langle \sigma v \rangle_{01}, $$

(2.1)

where $P(v) dv$ is the normalized probability that the relative velocity of the interacting species are in the range between $v$ and $v + dv$. The number density (particles per volume) of particle 0 and 1 is denoted as $N_0$ and $N_1$. Usually, the quantity $N_A \langle \sigma v \rangle_{01}$ is presented in the literature ($N_A$ is Avogadro’s number). The transformation is done in order to express the reaction rate in units of cm$^3$mol$^{-1}$s$^{-1}$, removing the dependence of the number of particle pairs $N_0 N_1$ in Equation 2.1.

The reaction rate relates to the mean lifetime $\tau_1(0)$ of the nuclear species 0 destroyed by reactions with 1 in the stellar plasma through [12]:

$$ r_{01} = \frac{1}{1 + \delta_{01}} \frac{N_0}{\tau_1(0)} = \frac{\lambda_1(0)}{1 + \delta_{01}}, $$

(2.2)
where $\delta_{01} = 1$ in the case of identical particles and zero for nonidentical particles. The decay rate $\lambda_1(0)$ is the number of decays per second.

The stellar plasma is non-degenerate and the reactants have non-relativistic velocities. Therefore, the velocities follow a Maxwell-Boltzmann distribution with a velocity maximum $v_T = \sqrt{2k_bT/m_{01}}$ at $E = k_bT$ ($k_b$ is Boltzmann’s constant) and reduced mass $m_{01} = m_0m_1/(m_0 + m_1)$. For neutron-induced reactions such as $(n, \gamma)$ or $(n, \alpha)$, the reaction rate (Equation 2.1) is often averaged over the Maxwell-Boltzmann velocity distribution giving the so-called Maxwellian-averaged cross section (MACS):

$$N_A\langle\sigma\rangle_T \equiv \frac{N_A\langle\sigma v\rangle}{v_T} = \frac{4}{\sqrt{\pi}} \frac{N_A}{v_T^2} \int_0^\infty v\sigma_n(v)\left(\frac{v}{v_T}\right)^2 e^{-\left(\frac{v}{v_T}\right)^2} dv,$$

where $\sigma_n(v)$ is the energy dependent neutron-capture cross section. In the literature, the MACS values relevant for the s-process are usually presented at the energy $E = k_bT = 30$ keV, which is assumed to represent the most appropriate stellar temperature.

For the neutron capture processes, the $(n, \gamma)$ reaction rate and the $\beta$-decay half-lives are the most significant parameters. Using the framework provided in Equation 2.2, the $\beta$-decay rate can be compared to the neutron capture rate in order to estimate the strongest decay path. For most known unstable nuclei, the half-life $t_{1/2}$ is experimentally known. Then, the decay constants are also known through the relation:

$$\lambda_\beta = \frac{1}{\tau} = \frac{\ln(2)}{t_{1/2}},$$

where $\tau$ is the mean lifetime.

### 2.1 The s-process

As suggested by the name, the slow neutron capture process (s-process for short) is indeed a slow process. It takes place over the time span of long-lived stars, i.e., thousands of years involving neutron capture on stable nuclei. In contrast, the rapid neutron capture process (r-process) ends within a few seconds and includes very neutron rich, or extremely unstable nuclei.

The free neutron has a half-life of $\approx 15$ minutes [10]. This implies that the s-process cannot take place in the interstellar medium, for which there are no known neutron sources. The s-process must take place in an environment that can provide a supply of neutrons during thousands of years. For this reason, stars were believed to be the perfect candidates for the s-process site as they live for millions of years.
Section 2.1 The s-process

Figure 2.2: A NASA photo [13] of The Cat’s eye nebula, a former AGB star [14] and s-process site. Layers of the AGB are thrown off the star after/during the thermal pulse periods and at the center a planetary nebula is left. These stellar winds would transport the s-process material away from the star and enrich the surrounding interstellar medium which later collapses into new stars.

The first astronomical observation of a live s-process was in 1952 when Merrill [15] discovered Tc absorption lines in red-giant and asymptotic-giant branch (AGB) stars, see Figure 2.2. Since Tc has no known stable isotopes, this observation provided a first evidence that the s-process nucleosynthesis must take place in stars. At the time, the observation was groundbreaking as there was no consensus on whether heavy-element nucleosynthesis took place in stars at all.

Today, two sites are considered for the s-process [16]: 1) AGB stars and 2) massive stars (\( M > 8M_\odot \)) during the helium burning phase. The main s-process component is proposed to produce the very heaviest nuclei at the first site, while the ‘weak’ component synthesizes elements up to about \( A \sim 100 \) at the latter site [16]. To provide a suitable neutron density, two main neutron sources have been proposed: the \( ^{13}\text{C}(\alpha, n)^{16}\text{O} \) and \( ^{22}\text{Ne}(\alpha, n)^{25}\text{Mg} \) reactions, active at the main and weak s-process sites, respectively [16]. These reactions release neutrons,
but require the involved reactants to be present at the site. This complicates the issue further because the exact stellar composition and dynamics are not well understood. Simulations of the interior of the star are often done in one dimension, and artificial pockets of \(^{13}\text{C}\) and \(^{22}\text{Ne}\) material are placed inside the star to obtain the desired chemical composition [17].

Nucleosynthesis material are observed at the surface of the star, but these elements are not synthesized at the surface. Therefore, some sort of convection between the layers within the star must take place, mixing the material, which is a complex and turbulent system to simulate [17]. To account for mixing, so-called dredge-up events are introduced, transporting material from the inside to the surface of the star. For more information about the astrophysical site of the s-process, model assumptions and uncertainties see the s-process review by Käppeler et al. [16].

In Figure 2.3, a small section of the chart of nuclides showing isotopes of Ta, W, Re, Os, Ir, Pt and Au is presented. The stable isotopes are represented by the black boxes, while the unstable are displayed in blue. All of the neutron rich isotopes positioned to the right of the stable isotopes are \(\beta^-\) unstable, i.e., \(\beta^-\) decay is their main mode of decay. The s-process path, which is the direction of the abundance flow, is indicated with black arrows. The horizontal lines indicate radiative neutron capture \((n,\gamma)\) and the diagonal lines indicate \(\beta^-\) decay along isobars of constant \(A\).

It is often assumed that the s-process starts from an abundance of seed nuclei, in a stellar environment with a neutron density of \(N_n \approx 10^{11} \text{ cm}^3\) [12]. Then, the abundance flows through the nuclear chart close to the stable isotopes by a series of neutron captures and \(\beta^-\) decays. In most calculations, a single seed species is used. Often \(^{56}\text{Fe}\) \((Z = 26\) in Figure 2.1) is chosen since this is the most abundant isotope of the iron peak after stellar burning in heavy stars [12]. The s-process uses stable isotopes as stepping stones to build heavier elements and will therefore terminate at \(^{209}\text{Bi}\). This is the most massive stable isotope in the nuclear chart, i.e., the rightmost black point in Figure 2.1. Further neutron capture from this point will produce radioactive nuclei that decay by \(\alpha\)-emission.

The abundance flows through stable \(^{181}\text{Ta}\) first. Eventually, \(^{181}\text{Ta}\) captures a neutron through the \(^{181}\text{Ta}(n,\gamma)^{182}\text{Ta}\) reaction moving one step to the right in the chart. The next isotope, \(^{182}\text{Ta}\) is unstable and will most likely \(\beta^-\) decay before it captures another neutron. This reveals the main assumption of the s-process:

\[
\lambda_\beta \gg \lambda_{n,\gamma}
\]  

i.e., the timescale \(\tau \sim 1/\lambda\) for neutron capture \((n,\gamma)\) is assumed to be much longer than the timescale for the competing \(\beta^-\) decay for the unstable isotopes. In this simplification, only two competing processes are included, the neutron capture \((n,\gamma)\) and \(\beta^-\) decay. All other nuclear reactions are neglected as they are
assumed to only contribute in small amounts in the astrophysical environment of the s-process.

Further, $^{182}\text{Ta}$ will $\beta$-decay into $^{182}\text{W}$, which is stable. The stable nuclei are bound to undergo neutron capture transforming $^{182}\text{W}$ into $^{184}\text{W}$. Relying on the assumption in Equation 2.5, the whole s-process path can be quite easily outlined in a similar manner. The s-process abundance moves in a zig-zag pattern in between the stable and the unstable nuclei, from the light to the heavier elements.

A complication is indicated by the red arrows in Figure 2.3. From the unstable nucleus $^{185}\text{W}$ two paths are indicated, i.e., a branching. The issue arises when the time scales of $\beta$-decay and neutron capture are similar. At such a branch point, neutron capture cannot be neglected. The unstable $^{185}\text{W}$ could undergo neutron capture or $\beta$-decay, and the assumption in Equation 2.5 breaks down.

A similar scenario to $^{185}\text{W}$ is indicated for $^{191}\text{Os}$ by the red arrows in Figure 2.3. The s-process path might go through $^{192}\text{Os}$ depending on the neutron capture and $\beta$-decay rate of $^{191}\text{Os}$, i.e., the rate of the reaction $^{191}\text{Os}(n,\gamma)^{192}\text{Os}$ and $\lambda_\beta$. The $\beta$-decay half-life of $^{191}\text{Os}$ is considerably large, $t_{1/2} = 15$ days (see Figure 2.3), while the neutron capture rate of $^{191}\text{Os}$ presently relies solely on theory.

If the current theoretical value for the neutron capture rate of $^{191}\text{Os}$ is rea-
sonable, $^{191}\text{Os}$ is not a significant branch point [19]. The goal of this work is to provide a first experimental constraint the neutron capture cross section of $^{191}\text{Os}$ to compare with theoretical estimates recommended in the KADoNiS data base [19]. Further details on the calculation of the radiative neutron-capture cross section by means of the nuclear level density and the $\gamma$-strength function of $^{192}\text{Os}$ will be given in section 2.5.

2.2 The r-process

The rapid neutron capture-process ($r$-process) is known to operate far away from the stable nuclei. This implies a path to the far-right in the nuclear chart (Figure 2.1), i.e., isotopes with (extremely) short $\beta$-decay half-lives are involved. In contrast to the s-process, the main assumption of the r-process reads:

$$\lambda_\beta \ll \lambda_{n,\gamma} \quad (2.6)$$

demanding an extremely neutron rich environment ($N_n \approx 10^{20} \text{ cm}^3$) so that neutron capture is more likely than $\beta$-decay for unstable nuclei. In other words, a nucleus does not have enough time to $\beta$-decay before another neutron is captured.

In an r-process event, the abundance starts from several light seed nuclei. After a sequence of consecutive neutron captures, very unstable nuclei are reached. Far away from stability, the timescale for $\beta^-$-decay decreases rapidly. In the end $\lambda_\beta \approx \lambda_{n,\gamma}$ is reached, and a zig-zag pattern along the r-process path similar to the s-process is observed in simulations. After a few seconds, or less, the neutron source of the r-process will extinguish. Then, the abundance will flow from the unstable to the stable nuclei through a cascade of $\beta^-$-decays. The final abundance produced by the r-process is the stable isotopes positioned along the isobars, i.e., constant mass number diagonals of the $\beta^-$-decay routes (see, for instance, the r-process nucleosynthesis animation\(^1\) of [20]).

The astrophysical site of the r-process has been unknown for decades; both supernovae and compact-object mergers were suggested sources for the observed r-process material [21, 22]. On August 17, 2017, the Advanced LIGO and Advanced Virgo gravitational-wave detectors made the first observation of a neutron star binary merger named GW170817 [23]. The gravitational-wave observation was immediately followed by a $\gamma$-ray burst, denoted GRB170817, detected by the Fermi Gamma-Ray Burst Monitor [24] and the INTEGRAL telescope [25].

During the days and weeks after the merger event, measurements of electromagnetic radiation by several telescopes in a broad range of frequencies revealed an ‘afterglow’ explained by the production of heavy isotopes [26] in the r-process. After years of speculations, this observation finally confirmed neutron star mergers as one the site for the r-process. The discovery does not exclude the existence

\(^1\)http://jonaslippuner.com/research/skynet/
of other astrophysical r-process sites, as further investigations of the explosion dynamics and chemical composition of supernovae are needed [27].

Many of the stable isotopes in Figure 2.3 will be produced in both the s- and r-process. If the branch points (red arrows) are ignored, the $^{186}$W, $^{192}$Os and $^{198}$Pt isotopes are not reached by the s-process. These isotopes are called r-only nuclei since the r-process is the only process accounting for their existence. Similarly, $^{186}$Os, $^{187}$Os and $^{192}$Pt are completely shielded from the r-process (assuming no branching) and are called s-only nuclei.

Usually the r-process contribution $a_r$ to the total abundance $a_{tot}$ can be disentangled from the s-process $a_s$ by the relation:

$$a_r = a_{tot} - a_s,$$

assuming only an s- and r-process contribution to the abundance. The r-process distribution is traditionally estimated by means of the s-process since the astrophysical methods used to classify s-process elements are less uncertain [12]. Hence it is possible to connect observations of r-only elements to the the r-abundance, providing a powerful tool for comparisons between theory and observations.

### 2.3 The p-process

The s- and r-process together produce the abundance of nearly all elements heavier than iron. However, about 30 proton rich nuclei are shielded from both neutron capture processes. These nuclei cannot be accounted for by either the s- or r-process. B²FH argued that at least one additional process is required to synthesize the p-nuclei and proposed the proton-capture process.

The abundance of p-nuclei is typically a factor of ten to thousand smaller than s- and r-isotopes of the same elements [28]. A single element will never have the p-process as the main synthesis contribution. Therefore, it is not possible to identify the p-abundance in stellar spectra. The determination of the p-abundances is based on measurements of solar system material such as meteoritic material and presolar grains [28].

The existence of the p-nuclei was at first explained by a proton capture process on stable nuclei and $\beta^+$-decays, similar to the s-process [3]. Originally, the p-nuclei was defined as the nuclei not produced by either the s- or r-process. In this context, the term p-process is often sloppily used for any process producing p-nuclei, even if no proton captures are involved. Several models have been proposed to explain the p-nuclei including the photodisintegration process ($\gamma$-process) and $\nu$-processes [29].

---

2Absorption lines in stellar spectra only reveal the element, not the isotope of the detected species.
The p-nuclei could be synthesized through the destruction of preexisting s- or r-nuclei by combinations of \((p, \gamma)\) captures and \((\gamma, n), (\gamma, p)\) or \((\gamma, \alpha)\) photodisintegrations. To give suitable conditions allowing for photodisintegrations to take place, explosive environments are favored. Temperatures exceeding about \(3.5 \cdot 10^9\) K are required, but only for a short amount of time. A long-lasting hot environment would imply total disintegration of the heavy elements into the iron peak nuclei. Therefore, core-collapse, Type Ia, Ib and Ic supernovae in addition to novae from binary star systems have been proposed as possible p-process sites, see [28] for further details.

2.4 The i-process

In 1977, Cowan and Rose [30] proposed that an intermediate (i) process with a neutron density in between those of the s and r-processes might be present in stars, i.e., \(10^{11} < N_n \leq 10^{20}\) cm\(^3\). The suggestion did not receive much attention until several stars with metallicities in between the s- and r-process extremes were observed, i.e., stars carrying a signature of both the s- and r-process.

Herwig et al. (2011) [31] suggested that the observed chemical composition in very metal poor stars can be explained by an intermediate neutron density of \(N_n \approx 10^{15}\) cm\(^{-3}\). Using this neutron density, the abundance flows parallel to the valley of the stability in the nuclear chart. The path observed in simulations has an offset from the s-process of approximately 1-6 neutron numbers [32].

The neutron source suggested for the i-process, the \(^{13}\text{C}(\alpha, n)^{16}\text{O}\) reaction, is the exact same reaction proposed for the main s-process. Therefore, critics may argue that the i-process is simply a version of the s-process and not a separate process in itself.

2.5 Reaction networks

To test the validity of nucleosynthesis models, nuclear reaction network simulations aim at reproducing the observed elemental abundance distribution. A simulation starts from an assumed initial abundance of a set of isotopes, and some given astrophysical conditions such as temperature and density. Then, the system can be evolved by allowing the isotopes to undergo nuclear reactions, using the probability for each reaction and isotope as input.

Ideally, a simulation would include all possible stellar and nuclear variables, but in principle this is not feasible within a finite computing time. Therefore, approximations have to be done to truncate the number of input variables.
2.5.1 Stellar input

To perform nucleosynthesis calculations, information about the stellar environment is needed. The temperature, density and chemical composition is of main interest for the nuclear reaction networks. To obtain these values, stars are modeled from an initial state to death through computer simulations. Several parameters affect the lifetime, most importantly the initial mass and metallicity (chemical composition) of the star [17]. Often stars rotate and will suffer mass loss over time, which also affects the fate of the star.

The interior material will also mix through convection between hot and cool layers within the star. Every isotope should in principle be tracked to calculate the energy generation within a pocket of the star. In addition, the temperature and density have to be evolved (in accordance with the energy generation), creating hydrodynamic convection streams within the star. All of these factors are time dependent, making it extremely demanding to evolve the spatial movement, temperature and density of the material. To omit several complicating factors, many simulations are performed in one dimension, and/or only including a limited section of the star [17].

Often the stellar dynamics is separated from the nuclear reactions. In this form of postprocessing, the nucleosynthesis is simulated after the evolution of the star. Then, the reaction network code can apply the initial isotopic abundance and the time evolution of the temperature and density suggested by the stellar hydrodynamics code.

2.5.2 Nuclear input

To further simplify the nucleosynthesis calculations, only the relevant reactions for a given process are included. For the s-process, all reactions except for \((n, \gamma)\) and \(\beta\)-decay can be ignored to a good approximation [12]. The properties of the neutron sources \(^{13}\text{C}(\alpha, n)^{16}\text{O}\) and \(^{22}\text{C}(\alpha, n)^{25}\text{O}\) are also essential to determine the neutron density in the star. In principle, this is investigated in the stellar dynamics codes, and a post-process trajectory, or a constant neutron density is used in the reaction networks [16]. Then, only the MACS and half-lives for a given temperature and density are needed as nuclear input. The focus in this work is the MACS, i.e., the \(\beta\)-decay rates are assumed to be known and the temperature dependence of the \(\beta\)-decay half-lives [16] will not be discussed.

A complete set of experimental data is essential to give a reliable description of the abundance distribution. For stable nuclei, neutron capture rates can be measured directly through several experimental techniques [16]. However, numerous experimental difficulties are faced for short lived unstable nuclei. Therefore, most neutron capture rates are available for stable nuclei, while data is increasingly scarce for unstable isotopes. State-of-the-art radioactive beam facilities such as FRIB [33], FAIR [34] and HIE-ISOLDE [35] will be able to reach...
a significant mass-range of the unstable nuclei, when fully operational. Nevertheless, performing direct measurements of \((n, \gamma)\) cross sections might never be feasible. Therefore, experimental constraints on theoretical calculations will be indispensable in the time to come.

For the s-process, most neutron capture cross sections \((n, \gamma)\) are tabulated in the compilation by Bao et al. \cite{36} published via the KADoNiS project \cite{37}. The library includes 357 isotopes, where 77 are radioactive nuclei on, or close, to the s-process path in the stellar temperature range \(k_bT = 5 \text{–} 100 \text{ keV}\).

The library includes both experimental and theoretically calculated values, and have been updated several times. Currently, 79 data sets (22.1\%) rely on theoretical predictions with typical uncertainties of 25-30\% \cite{38}. For the \(^{191}\text{Os}(n, \gamma)^{192}\text{Os}\) reaction investigated in this work, only a theoretical reaction rate is available \cite{19}. Therefore, it is of interest to obtain an experimentally constrained MACS value by means of a nuclear level density and \(\gamma\)-strength function, obtained in the present analysis.

**The level density and \(\gamma\)-strength function**

Three nuclear input parameters are of key importance when calculating \((n, \gamma)\) cross sections: the nuclear level density (NLD), the \(\gamma\)-strength function (\(\gamma\)SF), and the neutron optical-model potential (n-OMP) \cite{21}. The latter will not be discussed here.

When the excitation energy of a nucleus is increased, the density of energy levels increases, as illustrated in Figure 2.4. The low-energy excitation region may be defined as the discrete energy range, where energy levels are easily resolved. At very high excitation energy, the level spacing is vanishing. Here, the levels are overlapping so that it is impossible to resolve individual energy levels; this happens in the continuum region. In between these two regimes, we can define the quasi-continuum region. Here, it is still theoretically possible to resolve the energy levels, but it is very difficult to keep track of all energy levels and the transitions between them.

In the quasi-continuum region, it is very useful to introduce statistical, or average properties such as the NLD and the \(\gamma\)SF to describe the nucleus. One may think of the NLD and the \(\gamma\)SF as the statistical counterparts of the discrete energy levels and individual transition probabilities.

The NLD is defined as the number of quantum energy levels accessible at a specific excitation energy, within a given energy bin. Experimentally, it is possible to obtain the level density at low energy by simply counting the number of levels, listed in databases such as NUDAT \cite{39}. At higher excitation energies such level schemes are incomplete, and this method becomes unreliable. An example of an experimental procedure used to obtain the NLD is the Oslo method utilized in the current work. This technique determines the functional form of the level density between the discrete region and the neutron (proton) separation energy.
A drawback of the method is that it is necessary to use information of discrete levels and neutron (proton) resonances in order to obtain the correct slope and absolute value of the NLD.

Several models have been proposed to give a theoretical or phenomenological description of the level density. In this work, two models will be considered: 1) the Hartree-Fock-Bogolyubov plus combinatorial (HFB+) model proposed by Goriely, Hilaire and Koning [41], and 2) the constant-temperature (CT) formula introduced by Ericson [42] and further combined with the Fermi-gas model leading to the much used composite formula by Gilbert and Cameron [43].

The CT model provides a simple, analytic formula for the NLD:

$$\rho(E) = \frac{1}{T_{CT}} \exp\left(\frac{E - E_0}{T_{CT}}\right),$$

(2.8)

where the nuclear temperature $T_{CT}$ and the energy shift $E_0$ serve as free parameters to be adjusted to the experimental discrete levels.

For the HFB+ model, the level densities of more than 8500 nuclei are tabu-
lated [44]. These level densities are based on calculations using a microscopic and statistical approach, i.e., partially based on first principles, Skyrme interactions and phenomenological treatments.

The $\gamma$SF, also referred to as the radiative strength function and photon strength function in the literature, characterizes the average electromagnetic decay properties of excited nuclei. Bartholomew et al. [45] suggested a first model-independent definition of the $\gamma$SF, $f$:

$$f_{XL}(E_\gamma) = \frac{\langle \Gamma_{\gamma\ell}\rangle}{E_\gamma^{2L+1}D_\ell}, \quad (2.9)$$

where $E_\gamma$ is the $\gamma$-ray energy with electromagnetic character $X$ and multipolarity $L$. The average partial radiative width is $\langle \Gamma_{\gamma\ell}\rangle$ and $D_\ell$ represents the energy level spacing for $\ell$-wave resonances determined from average resonance neutron-capture experiments. The $\gamma$-ray transmission coefficient $T$ is related to the strength function $f$ through [46]:

$$f_{XL}(E_\gamma) = \frac{1}{2\pi} \frac{T_{XL}(E_\gamma)}{E_\gamma^{(2L+1)}}, \quad (2.10)$$

Several theoretical models attempt to quantify the $\gamma$-SF. To a good approximation, the dominant radiation types involved in $\gamma$ emission and absorption are $E1$ and $M1$ transitions [47]. Therefore, the total strength function can be decomposed into a separate $E1$ and $M1$ contribution:

$$f_{total} = f_{E1} + f_{M1}. \quad (2.11)$$

The generalized Lorentzian (GLO) model describes the giant electric dipole resonance ($E1$) as [46]:

$$f^{GLO}_{E1}(E_\gamma) = \frac{\sigma_{E1}\Gamma_{E1}}{3\pi^2\hbar^2c^2} \left( \frac{E_\gamma \Gamma_K}{(E_\gamma^2 - E_{E1}^2)^2 + E_\gamma^2 \Gamma_K^2} + 0.7 \frac{\Gamma_{K,0}}{E_{E1}^3} \right), \quad (2.12)$$

where the last term is introduced to have a non-zero strength in the $E_\gamma \to 0$ limit. The peak cross section, energy centroid and width parameters are denoted as $\sigma_{E1}$, $E_{E1}$ and $\Gamma_{E1}$, respectively. Further, $\Gamma_K$ is a function of the $\gamma$-ray energy $E_\gamma$ and the nuclear temperature parameter $T_f$ of the final levels $E_f = E_x - E_\gamma$ is given by:

$$\Gamma_K(E_\gamma, T_f) = \frac{\Gamma_{E1}}{E_{E1}^2}(E_\gamma^2 + 4\pi^2T_f^2), \quad (2.13)$$

so that $\Gamma_{K,0} = \Gamma_K(0, T_f)$. The giant magnetic dipole resonance ($M1$) can be
described by a standard Lorentzian (SLO) curve [46]:

\[
f_{\text{SLO}}(E_\gamma) = \frac{1}{3\pi^2\hbar^2c^2} \frac{\sigma_{M1}E_\gamma\Gamma_{M1}^2}{(E_\gamma^2 - E_{M1}^2)^2 + E_\gamma^2\Gamma_{M1}^2},
\]

(2.14)

where \(\sigma_{M1}, E_{M1}\) and \(\Gamma_{M1}\) are the peak cross section, energy centroid and width of the SLO. A global parameterization [46] provides \(E_{M1} = 41 \cdot A^{-1/3}\) MeV and \(\Gamma_{M1} = 4\) MeV for a given mass number \(A\). The peak cross section \(\sigma_{M1}\) can be determined by experimental data, or by using the relation \(f_{E1}/f_{M1} = 0.0588 \cdot A^{0.878}\) at \(\simeq 7\) MeV.

It can be useful to compare the \(\gamma\)SF to photo-absorption data, i.e., \((\gamma, n)\) data. Assuming \(L = 1\) (and detailed balance\(^3\)), the photonuclear cross section \(\sigma_\gamma\) can be transformed into the \(\gamma\)SF \(f\) by [46]:

\[
f(E_\gamma) = \frac{1}{3\pi^2\hbar^2c^2} \frac{\sigma_\gamma(E_\gamma)}{E_\gamma}.
\]

(2.15)

This way, \((\gamma, n)\) data can be combined with an experimental \(\gamma\)SF, often obtained in a different \(E_\gamma\) range. Through a fit of the GLO and SLO functions (Equation 2.12 and 2.14), the separate \(E1\) and \(M1\) contribution to the \(\gamma\)SF (Equation 2.11) can be estimated and used as input in reaction codes.

The TALYS nuclear reaction code

For a given set of nuclear input values it is possible to calculate the MACS by means of nuclear reaction codes. TALYS-1.9 [44] is an open source code that can be used to calculate nuclear reaction rates for astrophysical applications. The code can handle target nuclei with mass numbers between 12 and 339 [44]. Tables of experimental data are used when available and astrophysically important corrections are included, see [44] for further details.

The large number of available nuclear input parameters for the TALYS user can be overwhelming. There are eight available model options for the \(\gamma\)-strength function and six for the level density. For example, the HFB+ model described previously can be applied by choosing the level density model number 4 (ldmodel 4). If minimal input is given, predefined default variables are chosen [44].

In addition, it is possible to provide the code with user-defined input such as an experimental NLD and \(\gamma\)SF. In this way, a MACS value can be obtained by means of these essential experimental parameters, in addition to parameters relying on the theoretical framework.

By means of the experiment described in the next chapter and the Oslo method outlined in chapter 4, the NLD and \(\gamma\)SF for \(^{192}\)Os will be obtained.

\(^3\)Detailed balance is assumed, see e.g. Blatt and Weisskopf [48].
Then, the MACS for the $^{191}$Os($n, \gamma$)$^{192}$Os reaction (chapter 5) will be calculated by applying the experimental NLD and $\gamma$SF as input in the TALYS code.
Chapter 3

Experimental setup and data calibration

“-Do you write The data is or The data are? Is it singular or plural?
-That is a deep philosophical question, actually. It depends on whether you consider data to be facts (plural) or information (which is singular). It’s a fascinating grammatical conundrum.
-What if I only have one data point?
-Then you have bigger problems than grammar.”
— Jorge Cham, Piled Higher and Deeper (PHD comics)

The purpose of this chapter is to give a brief introduction to the detectors, data acquisition system and methods used for experimental nuclear physics at the Oslo Cyclotron Laboratory (OCL). The experimental details will be discussed in section 3.1 and the detector calibration in section 3.2. The data analysis performed by means of the Oslo method and the motivation behind this technique will be described in chapter 4.

3.1 The Oslo Cyclotron Laboratory (OCL)

The Oslo cyclotron is an MC-35 Scanditronix model and one of the few accelerators in Norway for ionized atoms in basic research [49]. The accelerator is used in various fields of research including nuclear chemistry and medicine involving the production of radioisotopes for medical applications. Other applications of the cyclotron are proton radiation of cancer cells for basic research and radiation hardness testing of electronic chips. The main research project of the nuclear-physics group at OCL is the study of level densities and γ-ray strength functions.

An overview of the OCL is given in figure 3.1, where the cyclotron, situated inside the cyclotron vault (inner hall), is shown at the bottom right. The ac-
Accelerated particles travel along the beam line through several slits, dipole $D_i$, quadrupole $Q_i$, switching magnets and an analyzing magnet before hitting the target inside the target chamber (top left). The analyzing magnet directs the beam out of the cyclotron vault and into the experimental hall by turning the beam 90 degrees. The other magnets and slits shape and focus the beam. Finally, the beam reaches the target chamber in the center of the CACTUS/SiRi array. The switching magnets can be used to deliver beam to other target stations for isotope production or other experiments. The cyclotron delivers pulsed light-ion beams; the possible beam types, energy and intensity ranges are indicated in the table shown to the bottom left in Figure 3.1.

**Table 3.1:**

<table>
<thead>
<tr>
<th>Ionized beams</th>
<th>Particle type</th>
<th>Energy (MeV)</th>
<th>Intensity (μA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proton</td>
<td>2 – 35</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>Deuteron</td>
<td>4 – 18</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>$^3$He</td>
<td>6 – 47</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>$^4$He</td>
<td>8 – 35</td>
<td>50</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 3.1:** An overview of the Oslo Cyclotron Laboratory with the experimental hall to the left and the cyclotron at the bottom right. The beam line is indicated with a blue line and the target chamber is at the top left (CACTUS/SiRi). The possible beam types, energy and intensity ranges are indicated in the table to the bottom left. Illustration from [49].
3.1 The Oslo Cyclotron Laboratory (OCL)

3.1.1 The experiment

The present experiment was performed in May 2017 at the OCL, the University of Oslo, with the goal of studying the $^{192}\text{Os}(\alpha, \alpha'\gamma)^{192}\text{Os}$ reaction. An $\alpha$-beam with an energy of 30 MeV was applied with a beam current of about 4 nA for about 3 days. The SiRi detector array was placed in backward angles, see subsection 3.1.2 for more details.

The $^{192}\text{Os}$ target is self supported, > 99% enriched and with a thickness of 0.33 mg/cm$^2$ [50]. In Figure 3.5 (right) a photograph of the $^{192}\text{Os}$ target is presented. There is clearly a burn mark in the center of the target on both sides from previous experiments [50]. It is assumed that the contamination is $^{12}\text{C}$. A self-supporting $^{60}\text{Ni}$ target with a thickness of 2 mg/cm$^2$ was placed in the beam for approximately 2 hours at the beginning of the experiment for calibration purposes.

3.1.2 The CACTUS and SiRi detectors

The CACTUS/SiRi detector array is designed to study particle-\(\gamma\) coincidences by simultaneous measurement of charged particles and \(\gamma\) rays. Figure 3.2 shows an illustration of the reaction $^{192}\text{Os}(\alpha, \alpha'\gamma)^{192}\text{Os}$ studied in this thesis. The $\alpha$-particle from the beam hits a target nucleus and scatters off the target. The target nucleus is excited and emits one or more $\gamma$ rays which is/are measured by the CACTUS detector, while the energy of the $\alpha$-particle is measured by SiRi.
The SiRi detector used to measure the energy of a particle from a particle-γ coincidence. **Left:** A picture of the SiRi including cables to read out the signal. **Right:** An illustration of one of the eight ΔE detectors on the ring with the individual strips marked. Both taken from ref. [52].

course, other reactions will also occur when the α-particle hits the target nucleus, but only the $^{192}\text{Os}(\alpha, \alpha'\gamma)^{192}\text{Os}$ reaction will be studied in this work. The figure indicates that the angle between the incident trajectory and the trajectory of the emitted particle is given as $\theta$. The SiRi array will measure the energy of all charged particles emitted in the solid angle that the array covers.

The SiRi detector array consists of eight separate silicon detectors in a ring placed inside the target chamber (Figure 3.3, left). Using the properties of the semiconductor the energy of the charged particles are measured. When a charged particle enters the detector material the silicon atoms are ionized and the electrons are collected due to the voltage applied. Then a signal, which is proportional to the energy of the incident charged particle, can be read out [51].

The detector is divided into two parts, one called ΔE and the other simply $E$. First, the particles travel through the ΔE detector (130 μm) and then they stop in the $E$ detector (1550 μm thick). In addition, an aluminium foil of 10.5 μm thickness is placed in front of the ΔE detector to suppress δ-electrons. The positions of the ΔE and $E$ detectors are indicated in Figure 3.2. Each ΔE detector is divided into eight strips making it possible to measure the angle $\theta$ of the particle (Figure 3.3, right). Together with the eight $E$ detectors the eight ΔE strips form a particle-telescope system with 64 detectors. The SiRi-array are mounted at 5 cm distance from the target and covers angles from 40° to 54° when placed in the forward position, and 126° to 140° when placed in backward position [52]. The total solid angle coverage is ≈ 6% of $4\pi$ and the angular resolution of the strips is ≈ 2° [53].

A charged particle will lose some of its energy when traveling through the thin ΔE detector. It is desirable that the remaining energy is deposited in the $E$ detector, i.e., the particles stop. If the charged particle travels through the $E$
detector we have ‘punch-through’. Given the beam energy, $Q$ value of the reaction and target thickness, the energy of the charged particles traveling through the detectors can be calculated, e.g. by using the Qkinz application [54]. It is useful to check if the beam energy planned for an experiment will cause punch-through or not, and if so, the beam energy may be lowered. In the preparation of the $^{192}$Os($\alpha$, $\alpha'\gamma$)$^{192}$Os experiment, Qkinz was used to estimate the energy of the $\alpha$-particles. This confirmed that the beam energy was suitable for the detector setup, i.e. the $\alpha$-particles would stop in the $E$ detector.

The fact that the SiRi-array has a thin and a thick silicon part makes it possible to distinguish the type of charged particles hitting the detector. By plotting the $\Delta E$ energy versus the $E$ energy of the charged particles, so-called ‘banana plots’ are constructed. These plots contain one characteristic ‘banana’ for each particle type, see Figure 3.4. The particles’ difference in charge and mass affect the energy loss through matter [51], separating the particles in the $\Delta E$ versus $E$ plot.

![Figure 3.4](image.png)

**Figure 3.4:** An example of a banana plot, $\Delta E$ vs. $E$ of back detector one and front detector number five, i.e., strip b1f5. The figure is taken from [52] which studied the $^{112}$Cd+$^3$He reaction with the SiRi array placed in forward angles. We observe one ‘banana’ corresponding to each type of ejected charged particle measured by the SiRi detector. The Qkinz application [54] can calculate the position and shape of the banana for a given charged particle and ejectile angle.
Figure 3.5: Left: The CACTUS detector at the Oslo Cyclotron Laboratory for the study of particle-$\gamma$ coincidences. Picture taken from [49]. Right: The $^{192}$Os target used in the $^{192}$Os($\alpha$, $\alpha'\gamma$)$^{192}$Os experiment with a burned mark in the center, see subsection 3.1.1 for further details.

The CACTUS detector array measures the energies of the $\gamma$ rays. The detector system consists of 26 NaI(Tl) scintillation detectors mounted on a spherical frame surrounding the target chamber, pointing out like the spines of a cactus (Figure 3.5). The NaI(Tl) scintillation detectors measure the energy of the $\gamma$ radiation by using the excitation effect of the $\gamma$ radiation on the scintillator crystal. When the electrons in the scintillator are excited by a $\gamma$ ray, they produce a cascade of photons in the range of visible light that are converted into an electrical signal by a photomultiplier tube [51].

Each crystal is $5'' \times 5''$ large and collimated with lead cones reducing their radius to $r = 3.5$ cm. The solid angle coverage of the collimated NaI(Tl) detectors is $\Omega = \frac{N \pi r^2}{4\pi R^2} = 16.4\%$ of $4\pi$ where $N = 26$ is the number of detectors and $R = 22$ cm is the distance between the target and detector. The total efficiency of the NaI(Tl) detectors is measured to be $14.1(1)\%$ at $E_\gamma = 1332.5$ keV [53]. More details of the detectors are given in [51] and more information on the detector and data-acquisition electronics setup at OCL is given in [52, 55, 56]. A summary of the most recent upgrades of the $\gamma$-detector setup at OCL (OSCAR) is given in chapter 6.

3.2 Detector calibration

It is known that the amplitude of an electric signal produced by a detector is proportional to the energy of the incoming radiation. However, the detector signal does not give the absolute value of the energy. Therefore, each amplitude is assigned to a channel, and the number of signals per channel is counted. For
Section 3.2 Detector calibration

The calibrated banana-plot, $\Delta E$ versus $E$ plotted for back and front detector number zero, similar to Figure 3.4 for the $^{192}$Os experiment. On top of the $\alpha$-banana the calculated Qkinz values [54] are shown in red.

Each detector in the setup an energy spectrum, or histogram in arbitrary energy units is created. Unfortunately, the channel number and its corresponding energy for one detector does not necessarily match the same set of energy and channel number in another detector. This is due to varying properties of the individual detectors and differences in the electronic setup.

The goal is to calibrate the detectors so that the energy spectra, across all of the detectors, have the same physical features, the same peaks, at the same position and unit in the energy spectrum. Assuming a linear correlation between the true energy $E$ in keV and the channel number $ch$, gives:

$$E = a + b \cdot ch,$$

where $a$ is the shift (in keV) and $b$ the gain (or dispersion, in keV/ch). The gain and shift coefficients $a$ and $b$ are determined by choosing two calibration points, i.e., two points of known energy in the spectrum. Then, a spectrum with the true absolute value of the energy on the axis is obtained.

In subsection 3.2.1 the gain and shift for the 64 particle detectors are found. The data corresponding to the $^{192}$Os$(\alpha, \alpha'\gamma)^{192}$Os reaction is selected in subsection 3.2.2. Next, the same calibration principles for the 26 $\gamma$ detectors are used in subsection 3.2.3 and finally the time signals are corrected in subsection 3.2.4. The calibration is done when the coincidence matrix is reached in subsection 3.2.5, which is the starting point of the Oslo Method outlined in chapter 4.
Figure 3.7: $\Delta E + E$ energy versus SiRi-detector number. The blue points are centroids of the ground state peak of the total particle energy $\Delta E + E$ histograms of $^{192}\text{Os}$, found by a Gaussian curve fit. The calculated $\Delta E + E$ Qkinz values [54] are shown as diagonal lines.

All source codes used for calibration and analysis purposes developed at the OCL can be found in [57, 58].

3.2.1 Particle calibration and identification

When a $^{192}\text{Os}$ target is bombarded with $\alpha$-particles, the SiRi detectors are mainly hit by protons, deuterons, tritons and $\alpha$-particles caused by the corresponding $^{192}\text{Os}(\alpha,p)^{195}\text{Ir}$, $^{192}\text{Os}(\alpha,d)^{194}\text{Ir}$, $^{192}\text{Os}(\alpha,t)^{193}\text{Ir}$ and $^{192}\text{Os}(\alpha,\alpha'\gamma)^{192}\text{Os}$ reactions. In Figure 3.6 the calibrated bananas for the protons, deuterons, tritons and $\alpha$-particles are shown together with the calculated Qkinz values for the $^{192}\text{Os}(\alpha,\alpha'\gamma)^{192}\text{Os}$ reaction in red.

The incoming $\alpha$-particle has an energy of 30MeV. When it hits the $^{192}\text{Os}$ target it may transfer energy to the target nucleus and produce either $^{195}\text{Ir}$, $^{194}\text{Ir}$, $^{193}\text{Ir}$ or $^{192}\text{Os}$. When energy is transferred from the incoming particle to the target, the resulting nucleus is either given additional kinetic energy, and/or it is excited to a higher energy level. The ground state of the target nucleus is observed if the ejected particle, i.e., the proton, deuteron, triton or $\alpha$-particle leaves the residual nucleus in the ground state. In the banana-plot, Figure 3.6, the ground
state is observed as the rightmost peak on each banana\(^1\). The position of the excited states are given by the reaction kinematics and result in peaks positioned to the left of the ground state peaks in the banana-plot.

In Figure 3.6 it is difficult to distinguish the excited states of the bananas. This is partially due to the resolution of the particle detectors. In addition, the spacing between the excited levels of \(^{195}\text{Ir}\), \(^{194}\text{Ir}\), \(^{193}\text{Ir}\) and \(^{192}\text{Os}\) decrease rapidly as a function of excitation energy.

As described in subsection 3.1.2, the SiRi array consists of a set of thin and thick detectors giving in total 64 detectors to calibrate. Theoretically, the detectors corresponding to the same ejectile angle should have identical banana plots, but in practice this is not the case (before calibration).

The fact that the stopping power of the ejectiles in the detector material depends on velocity, mass and the charge of the particle is exploited in the calibration. The Bethe-Bloch formula [59] describes the average energy loss of ions traveling through and interacting with matter:

\[
\frac{dE}{dx} = 2\pi N_A r_e^2 m_e c^2 \rho \frac{Z^2}{A} \beta \left[ \ln \left( \frac{2 m_e \gamma^2 v^2 W_{\text{max}}}{I^2} \right) - 2 \beta \right]
\] (3.2)

where the parameters are given as [51]:

- \(N_A\) Avogadro's constant
- \(z\) charge of the incident particle (units of e)
- \(r_e\) classical electron radius
- \(v\) speed of the particle
- \(m_e\) electron mass
- \(\beta\) \(v/c\)
- \(c\) speed of light
- \(\gamma\) Lorentz factor \(1/\sqrt{1 - \beta^2}\)
- \(\rho\) density of absorber
- \(W_{\text{max}}\) maximum energy transfer in a collision
- \(A\) mass number of absorber
- \(I\) mean excitation potential
- \(Z\) atomic number of absorber

The Qkinz application uses the Bethe-Block formula or tables [60] to calculate the deposited energy in the \(\Delta E\) and \(E\) detectors. This gives us the possibility to match the calculated energy in keV to the channel number of reference points in the banana plots. Two sets of equations are obtained when the linear correlation between energy and channel in Equation 3.1 is assumed to be true for both the \(\Delta E\) and \(E\) detectors. Using two points, the ground state of \(^{192}\text{Os}\) and the ground state of \(^{60}\text{Ni}\) from the calibration run, the gain and shift coefficients \(a\) and \(b\) are determined for each detector.

\(^1\)We do not observe the ground state of the proton banana due to punch through in addition to the lower energy limit set for the \(\Delta E\) detector in Figure 3.6.
Adding the particle detector energy into $\Delta E-E$ histograms separately for the 64 detectors, the energy calibration can be verified. The centroid of the peaks corresponding to the ground state of $^{192}\text{Os}$ (blue circles) after calibration and the corresponding Qkinz values (cyan crosses) are plotted against detector number in Figure 3.7. The detectors corresponding to the same angle $\theta$ has the same $\Delta E-E$ value due to the angle dependence of the SiRi setup, giving a repeating diagonal. For most of the data points, the calibrated centroids match very well with the calculated Qkinz values. We observe that some of the calibrated points are not following the Qkinz values as well as the others. This deviation is, however, well within the observed experimental resolution of $\approx 100$ keV, observed as the standard deviation of a Gaussian fit of the ground state peak of $^{192}\text{Os}$ in Figure 3.8 (full width half maximum $\approx 235$ keV).

The deposited energy in the SiRi detector, $\Delta E + E$, can be converted into excitation energy $E_x$ for the final nucleus. Again, this is done by using the Qkinz-calculated values of deposited energy, taking into account the angle dependence. By using the known levels of the final nucleus the $\Delta E-E$ spectra are converted into $E_x$ spectra, shown in Figure 3.8. The elastic peak, or the ground state is observed at zero excitation energy. Again, it is difficult to separate the first excited states of $^{192}\text{Os}$ due to the small level spacing and the resolution of the detector setup.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.8.png}
\caption{The deposited energy in the SiRi detector, $\Delta E + E$, converted into excitation energy $E_x$ using calculated values from the Qkinz application [54] and corresponding known levels of $^{192}\text{Os}$.}
\end{figure}
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Figure 3.9: The apparent thickness spectrum showing the $\alpha$-peak ($\alpha$) centered at $\approx 130\mu$m, which is the true thickness of the $\Delta E$ detector. Selecting the data for the $^{192}$Os($\alpha$, $\alpha'\gamma$)$^{192}$Os reaction by applying the gates from 120 $\mu$m to 140 $\mu$m (red), excluding the peaks corresponding to the proton (d), deuteron (d) and triton-bananas (t).

3.2.2 Selecting the data from the $^{192}$Os($\alpha$, $\alpha'\gamma$)$^{192}$Os reaction

The goal is to only use data from to the $^{192}$Os($\alpha$, $\alpha'\gamma$)$^{192}$Os reaction in our analysis. To select events from the ($\alpha$, $\alpha'$) reaction, a gate on the ‘banana’ corresponding to the emitted $\alpha$-particles is set. For this purpose we utilize known range functions (how far into a medium a particle can penetrate as a function of energy) to derive a thickness spectrum. In Figure 3.9 the apparent thickness of the front detector for the $\alpha$-particles are shown. Clear and separated peaks corresponding to the different particle types are observed. The peak corresponding to the $\alpha$-particles distribute around the central value, the true thickness of the $\Delta E$ detector (130 $\mu$m). The applied gate from 120 $\mu$m to 140 $\mu$m is shown as red lines in Figure 3.9. When this gate is applied, data corresponding to the other emitted particles, i.e., protons, deuterons and tritons, are excluded.

3.2.3 $\gamma$-calibration

The 26 CACTUS $\gamma$-ray detectors are calibrated in a similar way to the SiRi particle detectors in subsection 3.2.1. Again, we assume a linear correlation between the true energy and the recorded channel number as described in Equation 3.1. As reference peaks we use: 1) the transition from the first excited $2^+$ state to the ground state of $^{60}$Ni at 1332.5 keV in the calibration data set, and 2) the
Figure 3.10: The calibrated $\gamma$-ray spectrum for $^{60}$Ni (top) and $^{192}$Os (bottom), see subsection 3.2.3 for details. The peaks with an energy of 1787 keV and 1791 keV in the $^{60}$Ni spectrum and 5269 keV and 5297 keV in the $^{192}$Os spectrum are not separable due to the resolution of the detectors. All energies were retrieved from [39].

transition from the 1/2$^+$ excited state to the ground state of the contaminant $^{15}$N at 5298.8 keV from the $^{12}$C($\alpha$,p)$^{15}$N reaction. For the latter purpose, a gate is set on the proton banana. Then, the shift and gain, $a$ and $b$, of the 26 detectors are obtained by using Equation 3.1.

The calibrated $\gamma$-energy spectrum for $^{60}$Ni (top) and $^{192}$Os (bottom) with the calibration points marked are shown in Figure 3.10. The $\gamma$ calibration can be verified by identifying the remaining peaks in the $\gamma$ spectrum. In the top figure, from the calibration run, only peaks corresponding to low-lying transitions in $^{60}$Ni are observed. In the bottom figure, the calibration peak at $\sim$ 5.3 MeV from $^{15}$N and two additional contaminants from the $^{16}$C($\alpha$,p)$^{19}$F reaction are observed. The peaks at 1868 keV and 2582 keV can be identified as a three-step cascade in $^{19}$F from the 13/2$^+$ state at 4648 keV via the 9/2$^+$ state at 2779 keV, and to
the $5/2^+$ state at 197 keV. The $13/2^+$ state has also been observed in [61]. All known levels, transitions, intensities and energies were retrieved from [39].

### 3.2.4 Treatment of the time signals

To register coincidences between the $\alpha$-particle and $\gamma$ rays a time-to-digital converter (TDC) is used for each of the NaI(Tl) detectors. When a charged particle hits the SiRi-array a start signal is created, and when a $\gamma$ ray is registered in the NaI(Tl) detectors the stop signal is produced. Due to small differences in the electronics and the photomultiplier tubes (PMTs) the time signals from the 26 $\gamma$ detectors are not aligned. The time signals are shifted by positioning the prompt peaks in the same time channel. Then the time spectra from all of the detectors overlap well in time.

The stop signal of the TDC is delayed by $\approx 400$ ns relative to the start signal. This implies that the duration of the time signal is longer than the cyclotron beam pulse period of $\approx 42$ ns. Then, false coincidences are generated when a detected particle and $\gamma$ ray do not stem from the same beam pulse. In Figure 3.11 the random coincidences are observed as smaller pulses before and after the prompt peak. The prompt peak is expected to contain both true and random coincidences. True events are obtained by subtracting the random events (channel 90 to 110) from the prompt peak (channel 175 to 195). The gates set for the prompt and random coincidences are shown in Figure 3.11. The counts of the random events are about 30% of the prompt peak.

![Figure 3.11: A typical TDC spectrum, the time channels versus number of counts for the $\gamma$ detectors for the $^{192}$Os experiment. The applied time gates are shown in red for the random events (right) and for the prompt peak (left).](image)
Leading edge discriminators (LED) are used in the data acquisition system to process the time signals. Every time the amplitude of the signal is above a certain threshold, the discriminator starts the time signal. This threshold is independent of the pulse height of the signal. Signals with a larger amplitude have a shorter rise time, and will therefore set off the start signal at an earlier time. A higher amplitude corresponds to a higher energy, so high-energy signals will have a different time response than low-energy signals. The fact that the time signals are dependent on the pulse height is called ‘walk’ effects, visible in Figure 3.12 (top). To correct this effect we perform a curve fitting to the time spectra from all the NaI(Tl) detectors, see [52]. A similar time correction and curve fitting is done for the time spectra from the SiRi detectors. The time spectra for the NaI(Tl) detectors before and after the correction are presented in Figure 3.12.

### 3.2.5 The coincidence matrix

The α-particle may leave the $^{192}$Os nucleus in an excited state, with an energy $E_x$. Then the excited $^{192}$Os nucleus sends out $\gamma$ ray(s) with energy $E_\gamma$, which
The simultaneous detection of an α-particle and γ-ray(s) results in the particle-γ-ray coincidence matrix, the excitation energy $E_x$ versus the γ energy for $^{192}\text{Os}$. From the gates on the α-particles in the thickness spectrum, only events from the $^{192}\text{Os}(\alpha, \alpha'\gamma)\,^{192}\text{Os}$ reaction are selected (subsection 3.2.2). Similarly, the time gates set on the prompt peak in the time spectrum exclude the data that does not include the observation of an α-particle in the SiRi detector within the same time window (time gate) as the observation of γ rays in the CACTUS detectors (subsection 3.2.4). This way, the remaining events can be sorted into a matrix with the excitation energy $E_x$ versus the γ energy $E_\gamma$ on the $y$ and $x$ axis, and the number of counts on the $z$ axis. Every point corresponds to the simultaneous detection of an α-particle and γ-ray(s), hence the name ‘coincidence matrix’. The particle-γ-ray coincidence matrix of $^{192}\text{Os}$ is presented in Figure 3.13. At low energy a few discrete excited states are observed as peaks.

For a given transition, a γ ray is not physically allowed to have an energy exceeding the excitation energy, i.e., $E_\gamma > E_x$. This is observed as essentially no counts below the characteristic diagonal at $E_\gamma = E_x$, marked with a red line in Figure 3.13. Except at low energies, very few direct decays to the ground state are observed, i.e., there are few counts on the diagonal $E_\gamma = E_x$. In general, the coincidence matrix for $^{192}\text{Os}$ is quite empty at γ-ray energies exceeding $\sim 3000$ keV.

Neutrons cannot be measured in the detector setup. Therefore, it is not possible to separate particle-γ-ray coincidences due to the $^{192}\text{Os}(\alpha, \alpha'\nu\gamma)\,^{191}\text{Os}$ reaction from coincidences due to the $^{192}\text{Os}(\alpha, \alpha'\gamma)\,^{192}\text{Os}$ reaction. Both of these...
reactions are therefore present above the neutron separation energy, marked with a horizontal red line in Figure 3.13. This part of the matrix will be excluded in the further analysis.

When the particle and γ-ray detectors have been calibrated, and with the coincidence matrix properly prepared, we are ready to start with the Oslo method described in the next chapter.
Chapter 4

The Oslo method

“Do what I do. Hold tight and pretend it’s a plan!”
— The Doctor, Dr. Who, Season 7, Christmas Special

The Oslo method is a set of tools developed by the nuclear physics group at OCL during the last 30 years, merged into one data-analysis framework. This technique is based on three main steps: 1) the unfolding of $\gamma$-ray spectra, 2) the extraction of first-generation $\gamma$ rays, and 3) the determination of the NLD and $\gamma$SF as outlined in section 4.1, 4.2 and 4.3, respectively.

As explained in the previous chapter, the experimental setup at the OCL is designed to measure particle-$\gamma$ coincidences with high efficiency. This setup provides the opportunity to study statistical $\gamma$ rays as a function of excitation energy up to the neutron (or proton) separation energy. The benefit of performing the Oslo method is that it is possible to extract both the NLD and the $\gamma$SF, from one experiment, in this case the $^{192}\text{Os}(\alpha, \alpha'\gamma)^{192}\text{Os}$ experiment.

In this chapter, the methods and the underlying assumptions of the data analysis will be explained in detail, while the final solution of the NLD and $\gamma$SF of $^{192}\text{Os}$ will be presented in the next chapter. A discussion of the $^{192}\text{Os}$ parameters applied in the performed normalization will be set in the context of the estimate of the systematic errors introduced by this procedure in chapter 5.

4.1 Unfolding the $\gamma$-ray spectra

An incoming $\gamma$ ray, with an energy $E_\gamma$, does not necessarily produce a signal in the detector matching the exact incident energy. In addition to the full energy peak at $E_\gamma$, features due to the detector’s response to radiation are observed. These features correlate with the various ways a $\gamma$ ray may interact with matter. The goal of the unfolding method is to obtain a $\gamma$-ray spectrum only containing the full energy peaks.
When a $\gamma$ ray with energy $E_\gamma$ enters the detector material, it will most likely undergo one of the three dominant processes [51]:

1. The photoelectric effect.
2. Compton scattering.
3. Pair production.

Ideally, the detector would absorb all of the $\gamma$-ray energy, through one or multiple processes, creating the full energy peak at $E_\gamma$ in the $\gamma$-ray spectrum. Unfortunately, energy loss occurs, resulting in ‘false’ peaks or structures at an energy below the incident $\gamma$-ray energy, i.e., $E' < E_\gamma$.

Compton scattering is observed as a continuous spectrum below the full energy peak. This is due to the angular dependence of the energy transfer from the $\gamma$ ray to the electron. The $\gamma$ ray may also undergo pair production, creating an electron-positron pair resulting in the single and double escape peaks. Quickly finding an electron, the positron will annihilate into two back-to-back $\gamma$ rays, each with the exact energy of the electron mass. If one (or two) of the $\gamma$ rays escape from the detector, a peak positioned at $E' = E_\gamma - 511$ keV (or $E' = E_\gamma - 2 \times 511$ keV) will be observed in the $\gamma$-ray spectrum. Pair-production in the surrounding material produce 511-keV $\gamma$ rays observed at at 511 keV.

The coincidence matrix (subsection 3.2.5) projected on the x-axis can be thought of as a range of $\gamma$-ray spectra, $F$. For a each excitation energy bin a $\gamma$-ray spectra $F_i$ is obtained. In addition to distortions of the $\gamma$-ray energy, the experimental spectra contain the full-energy peaks at $E_\gamma$. By doing in-beam mono-energetic $\gamma$-line measurements, the total response of the detector setup can be determined, obtaining the response functions. The information is stored in a matrix $R(E', E_\gamma)$ representing the probability for a count in the detector with energy $E'$ for an incident $\gamma$ ray with true energy $E_\gamma$. The NaI-response functions applied in this work were updated in 2012, see [53].

In matrix form, the measured $\gamma$-ray spectrum $F$ can be written as [62]:

$$ F = Ru, \quad (4.1) $$

or

$$
\begin{pmatrix}
F_1 \\
F_2 \\
\vdots \\
F_N
\end{pmatrix} =
\begin{pmatrix}
R_{11} & R_{12} & \cdots & R_{1N} \\
R_{21} & R_{22} & \cdots & R_{2N} \\
\vdots & \vdots & \ddots & \vdots \\
R_{N1} & R_{N2} & \cdots & R_{NN}
\end{pmatrix}
\begin{pmatrix}
u_1 \\
u_2 \\
\vdots \\
u_N
\end{pmatrix}
$$

where $R$ is the response function and $u$ the true, unfolded spectrum. The goal is to obtain $u$. By inverting the equation mathematically, $u$ is easily solved for:

$$ u = R^{-1}F, \quad (4.2) $$
but in practice this turns out to be a challenging problem to solve. The dimension of the matrix is large, and division or multiplication by very large or small matrix elements may lead to numerical truncation errors in addition to large, unreal fluctuations and possible unstable solutions. Although there exist a number of matrix inversion algorithms taking these issues into account, it is not necessary to invert the matrix to solve the matrix equation, see for instance [63]. In this work the folding iteration method [62] described in the next section will be applied to obtain \( u \) without using Equation 4.2 directly.

The operation in Equation 4.1 will be referred to as ‘folding’ while the operation in Equation 4.2 will be referred to as ‘unfolding’, i.e., \( F \) is the ‘folded’ spectrum while \( u \) is the ‘unfolded’ spectrum.

### 4.1.1 The folding iteration method

Opposed to matrix inversion, folding is bound to yield one solution only. Folding is also fast and simple, which can be exploited in an iteration algorithm. Usually, the full measured experimental spectrum \( r \) is taken as the guess function for the unfolded spectrum \( u^0 \). The first iteration is then the folding of the trial function given as \( F^0 = Ru^0 \).

Of course, the exact folded spectrum, i.e., the experimental spectrum \( r \), is known. This provides the opportunity to calculate the error in the initial guess by the difference method: \( r - F^0 \). The new guess function \( u^1 \) is created by adding the error to the current solution: \( u^1 = u^0 + (r - F^0) \). This way the next solution \( u^{n+1} \) is obtained by using the previous solution \( u^n \) and the error. In Code 4.1 an outline of the generalized iteration method is given.

```
# Initialize:
# R = response matrix
# r = the measured spectrum
u[0] = r

for n in [0, 1, 2, ...]:
    F[n] = R * u[n]
    u[n+1] = u[n] + (r - F[n])
    # calculate 'goodness factor':
    ...
end loop over n
```

**Code 4.1:** The folding iteration method.

The goal is to stop the iterations when \( F^n = Ru^n \) is satisfactorily similar to \( r \). If the iteration routine could run for an infinite amount of time, one can imagine that the exact solution would be obtained. In practice, if many iterations are done (\( n \) is large), a oscillatory behavior of the solution is observed.
The algorithm should be stopped when the difference between the folded solution \( F^n \) and the measured spectra \( r \) is within the experimental uncertainty. This criterion is reached quite fast, i.e., the method converges quickly and the number of iterations is usually set to be \( n = 10 \) [62].

For every iteration, a ‘goodness’ parameter is calculated by measuring an average of the fluctuations between the channels in addition to a \( \chi^2 \) test [58]. In this way, the final unfolded spectrum \( u \) can be chosen automatically as the solution with the best ‘goodness’ parameter.

### 4.1.2 The Compton subtraction method

The unfolded spectrum \( u \) contains large fluctuations from channel to channel, even if the iterations are stopped early (\( n \sim 10 \)). This noise is introduced by the unfolding method and is not associated with any physical significance. To minimize this noise, one solution is to smooth out the unfolded spectra to remove the undesirable fluctuations. As pointed out by Guttormsen et al. [62], this approach might lead to the misinterpretation of oscillations as physical peaks. After smoothing it is impossible to tell the difference between a full energy peak with few counts, and a smoothed fluctuation bump.

A better approach proposed by Guttormsen et al. [62] is the Compton subtraction method utilized in this work. Unlike the ‘blind’ smoothing of the spectra, the Compton subtraction method uses physical arguments to improve the reliability of the solution. The idea is to first use the unfolding method to account for the response of the detector, i.e., to redistribute counts corresponding to Compton, single and double escape and annihilation effects back into the full energy peak. Then, an estimate of the smoothed Compton contribution to the folded spectrum is made, before it is subtracted from the original unfolded spectrum. In this way, a full energy spectrum containing the true, experimental fluctuations is obtained.

First, \( u^{10} \) is calculated with the folding iteration method (\( n = 10 \)). Then, \( u_0 = u^{10} \) is set as the starting point for the Compton subtraction method. Taking into account the various ways a \( \gamma \) ray may interact with the detector, the spectrum:

\[
v(i) = p_f(i)u_0(i) + w(i)
\]

is defined where \( i \) is the channel number and \( p_f \) the probability for the full-energy peak. The spectrum \( v \) contains only the full energy spectrum \( (p_f u_0) \), single \( (u_s) \) and double \( (u_d) \) escape and the annihilation \( (u_a) \) peaks, defining \( w \) as:

\[
w(i) = u_s + u_d + u_a,
\]

calculated by using the known probability for the separate physical processes, i.e., the response described in the previous section. A spectrum including only
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The Compton scattering can be defined by using the spectrum that does not include any Compton contribution at all; $v(i)$, and subtract from the experimental spectrum:

$$c(i) = r(i) - v(i),$$

where $r$ is the ‘raw’ experimental spectrum. The Compton spectrum $c$ contains at this point strong oscillations due to the dependence on the unfolded spectrum $u_0$ through $v$.

The fundamental idea of the method presented by [62] can be summarized as: The Compton spectrum $c(i)$ should be a slowly varying function of energy. Therefore, a strong smoothing may be applied to the Compton spectrum without loss of any physical significant features. Using this assumption, the spectrum $w$ and the strongly smoothed Compton spectrum $c$ can be subtracted from the raw spectrum:

$$u(i) = [r(i) - c(i) - w(i)]/p_f(i),$$

where $p_f$ account for the probability of the full-energy peak. Afterwards, the varying efficiency as a function of $\gamma$-ray energies are corrected for:

$$U(i) = u(i)/\epsilon_{tot}(i),$$

obtaining the unfolded spectrum $U$ without the unwanted oscillations observed in $u_0$. The Compton subtraction method outlined in this section have been tested at the OCL with the CACTUS setup and have been proved to work well, see [62, 65] for more information.

In Figure 4.1 (left) the unfolded matrix obtained after running the unfolding procedure is presented. Compared to the coincidence matrix in Figure 3.13, the number of counts are increased due to the redistributing of counts by the unfolding method and correction for efficiency. The next step in the Oslo method is to obtain a matrix containing the primary $\gamma$ rays in Figure 4.1 (right), see next section.

\[\text{1 Modern simulation tools such as the simulation tool Geant4 [64] may be applied to estimate } c \text{ directly. This is very relevant for the new and upgraded OSCAR detector setup (see chapter 6). Such numerical tools have not been implemented for the present experimental setup.}\]
4.2 Extracting the first-generation $\gamma$-rays

Given the time resolution of the experimental setup, it is not possible to distinguish a $\gamma$ ray emitted directly after population and for example the second $\gamma$-ray in a two-step transition. The first and the second $\gamma$ ray emitted in a cascade arrives within the same time-slot. To obtain the proper transition probabilities (next section) a first-generation, or primary, $\gamma$-ray spectrum must be identified.

The premise of the first-generation method proposed by [66] reads: States populated directly by the nuclear reaction have the same decay properties as states populated by $\gamma$ decay from higher lying-states. This assumption implies that the decay routes of a $\gamma$ ray from a level at an excitation-energy bin is independent of how the nucleus was excited to this bin. The shape of the $\gamma$-ray spectra involving states populated by the nuclear reaction is identical to the spectra created by states populated by higher-lying energy states.

Figure 4.2 presents a simplified illustration of the possible paths, or cascades, a $\gamma$ ray can take from an excited state ($E_3$) to the ground state (g.s). An unfolded spectrum of this example nucleus would contain all of the transitions a, b, c, d, e and f. The energy level $E_1$ can be populated directly, or by states lying above. There are several cascades leading to the emission of a $\gamma$ ray with energy $E_1$, observed as transition f. Only one of the cascades in the figure includes a primary $\gamma$ ray f, i.e., the first emitted $\gamma$ ray in the cascade with energy $E_1$.

If a gate in excitation energy is set at $E_3$, the $\gamma$ spectrum would contain all of the transitions a, b, c, d, e and f. Similarly, a gate set at $E_2$ would result in a $\gamma$ spectrum containing the transitions d, e and f, while a gate at $E_1$ only the f transition. Turning the argument, all transitions starting from the levels below $E_3$ contain exactly the secondary transitions in the cascades starting from $E_3$. 

Figure 4.1: Left: The unfolded coincidence matrix, the excitation energy $E_x$ of $^{192}$Os versus the $\gamma$-ray energy. The number of counts are represented by the color scale. Right: The first-generation matrix. The red lines represent the limits included in the $\chi^2$-minimization method in subsection 4.3.1.
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Therefore, the primary $\gamma$ rays from level $E_3$ can be obtained by subtracting the sum of the transitions from the underlying levels $E_2$ and $E_1$.

The simplified illustration presented above can be generalized into an iterative subtraction method. The unfolded spectra\(^2\) $u_i$ for a given excitation energy bin $i$ consist of all generations of $\gamma$ rays from all possible decay cascades starting at bin $i$. Then, the sum of all spectra $u_j$ at excitation energy bins $j$ with $j < i$ contains the same $\gamma$ transitions as $u_i$ except for the primary $\gamma$ rays. The primary $\gamma$-ray spectrum $h_i$ for each excitation energy bin $i$ is found by:

$$h_i = u_i - g_i, \quad (4.8)$$

where $g_i$ is a weighted sum of all spectra beneath bin $i$:

$$g_i = \sum_{j < i} n_{ij} w_{ij} u_j \quad (4.9)$$

The weighting factors $w_{ij}$ and $n_{ij}$ are introduced to take two effects into account. Firstly, the probability for a $\gamma$ ray to take a specific path going from level $i$ to all possible levels $j$ are not necessarily identical to the probability of the other paths. In other words, $w_{ij}$ contains the branching ratios for a given excitation level with the normalization $\Sigma_j w_{ij} = 1$. In fact, $w_{ij}$ are the unknowns of Equation 4.8 as the weighting function $w_i$ corresponds directly to the primary $\gamma$-ray spectrum $h_i$ for bin $i$ [65].

Secondly, the cross section for populating levels within bin $i$ may not be the same as the cross section for the underlying levels in bin $j$. The coefficients

\(^2\)Note: To have a consistent notation throughout the chapter, a notation deviating from the main references [65, 66] have been applied.
$n_{ij}$ are determined so that the total area of each spectrum $u_i$ multiplied by $n_{ij}$ corresponds to the same number of cascades. Then, the $n_{ij}$ factors can be found by the following two normalization methods\cite{65, 66}:

### a) Singles normalization.

The singles-particle spectrum\textsuperscript{3} is proportional to the number of times a given level in excitation energy bin $i$ is populated. Therefore this spectrum is also proportional to the number of cascades starting from bin $i$. The singles spectrum, or the population cross section in arbitrary units for bin $i$ and $j$ are denoted as $S_i$ and $S_j$, respectively. Then the normalization factor $n_{ij}$ applied in Equation 4.9 is given by:

$$n_{ij} = \frac{S_i}{S_j}. \quad (4.10)$$

### b) Multiplicity normalization.

If an excited level is populated $N$ times, a decay from this level will result in $N\gamma$-ray cascades. Then, the multiplicity, or the number of $\gamma$ rays emitted from the $k$th cascade, is $M_k$. The average $\gamma$-ray energy $\langle E_{\gamma,i} \rangle$ from bin $i$ is equal to the total energy carried by the $\gamma$ rays divided by the total number of $\gamma$ rays:

$$\langle E_{\gamma,i} \rangle = \frac{NE_i}{\sum_{k=1}^{N} M_k} = \frac{E_i}{\frac{1}{N} \sum_{k=1}^{N} M_k} = \frac{E_i}{\langle M_i \rangle} \quad (4.11)$$

so that the average $\gamma$-ray multiplicity for an excitation-energy bin $i$ can be defined:

$$\langle M_i \rangle = \frac{E_i}{\langle E_{\gamma,i} \rangle}. \quad (4.12)$$

The area of the $\gamma$-ray spectrum $u_i$, denoted by $A(u_i)$, is equal to the total number of counts in the histogram. Noting that $A(u_i)/\langle M_i \rangle$ is proportional to the singles-particle cross section $S_i$ and using Equation 4.12, the coefficients $n_{ij}$ can be calculated as:

$$n_{ij} = \frac{A(u_i)/\langle M_i \rangle}{A(u_j)/\langle M_j \rangle} = \frac{A(u_i)\langle M_j \rangle}{A(u_j)\langle M_i \rangle} = \frac{A(u_i)\langle E_{\gamma,i} \rangle E_j}{A(u_j)\langle E_{\gamma,j} \rangle E_i} \quad (4.13)$$

According to \cite{65} the two normalization methods give the same results within the experimental error bars. The multiplicity normalization method (b) is convenient to apply, while the singles normalization (a) is not as appealing to implement numerically. In this work the multiplicity normalization method have been employed. A summary of the steps are given below:

\textsuperscript{3}The spectrum obtained by using the particle detectors only, i.e., counting the number of times the target nucleus are left in a specific excitation energy.
1. Apply a trial function $w_{ij}$.
2. Deduce $h_i$ from Equation 4.8.
3. Transform $h_i$ to $w_{ij}$ by giving $h_i$ the same energy calibration as $w_{ij}$, and normalize the area of $h_i$ to unity.
4. If $w_{ij}(\text{new}) \approx w_{ij}(\text{old})$, convergence is reached and the procedure is finished. Otherwise repeat from step 2.

The first trial function in step 1 can in principle be any function, i.e., the unfolded spectrum $u_i$, a constant or a theoretical estimate. It turns out that the resulting first-generation spectra $h_i$ are not sensitive to the starting trial function [65]. The method has been shown to converge fast [66] within 10-20 iterations performed on the experimental spectra [65].

Figure 4.1 (right) shows the first generation matrix, or the decay probability of $^{192}$Os for a given excitation energy and $\gamma$-ray energy, obtained after running the iteration method presented above. The first generation matrix includes less counts than the unfolded matrix since all counts corresponding to secondary $\gamma$ rays have been excluded.

If the multiplicity is well defined, it is possible to apply an area consistency test to Equation 4.8 [66]. The total counts, or the area of the primary $\gamma$-ray spectrum $A(h_i)$ should be equal to the area of the unfolded spectrum $A(u_i)$ minus the area of the underlying spectra $A(g_i)$. The choice of the unknown weights $w_{ij}$ may introduce an inaccuracy that can be corrected for by introducing a factor $\delta$, close to unity. Applying Equation 4.8 to the total counts in the spectra and substituting $A(g_i)$ by $\delta A(g_i)$ provides:

$$A(h_i) = A(u_i) - \delta A(g_i).$$

(4.14)

The total number of primary $\gamma$ rays for excitation-energy bin $i$ can also be calculated by dividing the total number of unfolded $\gamma$ rays by the multiplicity:

$$A(h_i) = \frac{A(u_i)}{\langle M_i \rangle}.$$  

(4.15)

An expression for the correction factor can be obtained by combining both relations for $A(h_i)$:

$$\delta = \left(1 - \frac{1}{\langle M_i \rangle}\right) \frac{A(u_i)}{A(g_i)}.$$  

(4.16)

The $\delta$ parameter may be varied to get the best agreement of the areas (Equation 4.14), but the correction should not exceed 15% [65]. If a larger compensation is needed the choice of the weighting functions should be improved.
4.3 Determining the nuclear level density and the $\gamma$-strength function

The next step of the Oslo method is to obtain the general NLD and the $\gamma$SF by means of a $\chi^2$-method, as outlined in subsection 4.3.1. As the final step of the Oslo-framework, the normalization procedure utilized to obtain the physical solution of the NLD and $\gamma$SF will be introduced in subsection 4.3.2.

4.3.1 The $\chi^2$-minimization iteration method

The method applied to extract the NLD and $\gamma$SF can be motivated as follows. Consider a single transition from one initial level, or energy eigenstate, $i$ to a final level $f$. The final level $f$ has an energy $E_f$ and lies in a continuum of states with a level density $\rho(E_f)$. The transition rate $\lambda_i$ or the probability of transition per unit time can be described by Fermi’s golden rule [67, 68]:

$$\lambda_{i \rightarrow f} = \frac{2\pi}{\hbar} |\langle f | \hat{H}_{int} | i \rangle|^2 \rho(E_f)$$  \hspace{1cm} (4.17)

where $\hat{H}_{int}$ is the operator describing the interaction leading to the transition. This expression factorizes the decay probability into the transition matrix element between the initial and final states, and the level density at the final state.

Closely following the arguments of [69], our attention is turned to the measurable quantities: the level density and the $\gamma$-ray transition coefficient. The first generation spectra contain information about transition probabilities from several initial levels, within an excitation energy bin. Using Equation 4.17, the resemblance between the first generation spectra $P(E_x, E_\gamma)$ and the decay probability $\lambda_{i \rightarrow f}$ suggests the factorization:

$$P(E_x, E_\gamma) \propto T_{i \rightarrow f} \rho(E_f),$$  \hspace{1cm} (4.18)

where $T_{i \rightarrow f}$ is the $\gamma$-ray transmission coefficient from state $i$ to $f$ and $\rho(E_f) = \rho(E_x - E_\gamma)$ is the level density at the excitation energy $E_f$ after the emission of a primary $\gamma$ ray.

According to the Brink hypothesis [70]; the $\gamma$-ray transmission coefficient is only dependent on the $\gamma$-ray energy, i.e., independent of excitation energy. Assuming that the Brink hypothesis holds we can replace $T_{i \rightarrow f}$ with $T(E_\gamma)$ leading to [71]:

$$P(E_x, E_\gamma) = \frac{T(E_\gamma) \rho(E_x - E_\gamma)}{\sum_{E_\gamma} T(E_\gamma) \rho(E_x - E_\gamma)}$$  \hspace{1cm} (4.19)
The first-generation matrix is normalized so that the sum over all γ-ray energies in the range $E_{\gamma}^{\text{min}} \leq E_{\gamma} \leq E_{\gamma}^{\text{max}}$ is unity, for a given excitation energy bin $E_x$:

$$\sum_{E_{\gamma}=E_{\gamma}^{\text{min}}}^{E_{\gamma}} P(E_x, E_{\gamma}) = 1,$$

(4.20)

where $E_{\gamma}^{\text{min}}$ and $E_{\gamma}^{\text{max}}$ is the minimum and maximum γ-ray energy included in the analysis.

An iterative method applied to the first generation matrix $P(E_x, E_{\gamma})$ have been developed by Schiller et al. [71] to extract the functions $T(E_{\gamma})$ and $\rho(E_x - E_{\gamma})$. The method is designed to minimize:

$$\chi^2 = \frac{1}{N_{\text{free}}} \sum_{E_i=E_{\gamma}^{\text{min}}}^{E_{\gamma}^{\text{max}}} \sum_{E_{\gamma}=E_{\gamma}^{\text{min}}}^{E_{\gamma}^{\text{max}}} \left( \frac{P(E_i, E_{\gamma}) - P_{\text{exp}}(E_i, E_{\gamma})}{\Delta P_{\text{exp}}(E_i, E_{\gamma})} \right)^2,$$

(4.21)

where $N_{\text{free}}$ is the number of degrees of freedom and $\Delta P_{\text{exp}}(E_x, E_{\gamma})$ is the uncertainty in the experimental first generation matrix $P_{\text{exp}}(E_x, E_{\gamma})$. Minimizing $\chi^2$ with respect to $T$ at every $E_{\gamma}$ bin, and with respect to $\rho$ at every excitation energy bin:

$$\frac{\partial}{\partial T(E_{\gamma})} \chi^2 = 0 \quad \text{and} \quad \frac{\partial}{\partial \rho(E_x - E_{\gamma})} \chi^2 = 0,$$

(4.22)

allows the simultaneous extraction of $T(E_{\gamma})$ and $\rho(E_x - E_{\gamma})$ [71]. Then, the following procedure can be performed. First, set $\rho^{(0)} = 1$ and deduce $T^{(0)}$ by summing Equation 4.19 over the excitation energy interval $E_{x}^{\text{min}} \leq E_x \leq E_{x}^{\text{max}}$ while obeying $E_x \geq E_{\gamma}$:

$$T^{(0)} = \sum_{E_i=E_{\gamma}^{\text{min}}}^{E_{\gamma}^{\text{max}}} P_{\text{exp}}(E_i, E_{\gamma})$$

Then, for $n = 0, 1, 2, \ldots$:

1. Calculate the next order estimate $\rho^{(n+1)}$ and $T^{(n+1)}$ by means of the previous estimates $\rho^{(n)}$ and $T^{(n)}$ (equations given in [71])
2. Calculate $P^{(n+1)}(E_x, E_{\gamma})$ by inserting $\rho^{(n+1)}$ and $T^{(n+1)}$ into Equation 4.19
3. Calculate $\chi^{(n+1)}$ by inserting $P^{(n+1)}(E_x, E_{\gamma})$ into Equation 4.21
4. Stop if $\chi^{(n+1)}$ is at the minimum, yielding $\rho^{(n+1)}$ and $T^{(n+1)}$ as the solution of the iteration method, else start over from 1.

The iteration method usually converges fast [71]. A restriction on the maximum and minimum change of $\chi^2$ per iteration has been introduced to handle
the cases where the $\chi^2$-minimum is very shallow, so that the global minimum is found. For further details see [71]. The source codes developed at the OCL for analysis purposes can be found in [57, 58].

The limits $E_{\gamma \min}$, $E_x \min$ and $E_x \max$ are chosen to ensure that the data employed in the analysis stem from the statistical excitation energy region in the first-generation matrix $P(E_x, E_\gamma)$. The maximum excitation energy is set to the neutron separation energy $E_x \max = 7.558$ MeV (explained in subsection 3.2.5). The low energy part of the matrix is excluded by the strict $E_{\gamma \min} = 1.5$ MeV limit applied and $E_x \min = 2.4$ MeV. Higher and lower values of $E_x \min$ do not change the results significantly, i.e., the extraction is not sensitive to the choice of $E_x \min$. The section of the first-generation matrix $P$ included in the $\chi^2$-minimization method is contained by the red lines in Figure 4.1 (right).

Now, the solutions $\rho^{(n+1)}$ and $T^{(n+1)}$ obtained in the iteration method above are not the final result of the NLD and $\gamma$SF. These functions contain the general shape and the functional form, i.e., they are the general solution of Equation 4.19. The special, or physical solutions are found by constraining the functions by external data, see the next section.

4.3.2 The normalization procedure

If one solution $T(E_\gamma)$ and $\rho(E_f)$ of Equation 4.19 is known, it can be mathematically shown [71] that there exists an infinite set of solutions given by the transformation:

$$\tilde{\rho}(E_x - E_\gamma) = A \exp[\alpha(E_x - E_\gamma)] \rho(E_x - E_\gamma)$$  \hspace{1cm} (4.23)
$$\tilde{T}(E_\gamma) = B \exp[\alpha E_\gamma] T(E_\gamma)$$  \hspace{1cm} (4.24)

Any combination of values $A$, $B$ and $\alpha$ will yield solutions $\tilde{\rho}$ and $\tilde{T}$ obeying:

$$P(E_x, E_\gamma) = \frac{\tilde{T}(E_\gamma) \tilde{\rho}(E_x - E_\gamma)}{\sum_{E_\gamma = E_{\gamma \min}}^{E_\gamma = E_{\gamma \max}} \tilde{T}(E_\gamma) \tilde{\rho}(E_x - E_\gamma)}$$  \hspace{1cm} (4.25)

Since the general solution of the NLD and $\gamma$SF are known through the $\chi^2$-minimization procedure explained the previous section, the remaining problem is to attain the physical solution determined by the parameters $A$, $\alpha$, and $B$. These parameters are acquired separately for the NLD and $\gamma$SF.

Normalization of the level density

The absolute value $A$ and the slope $\alpha$ of the level density $\rho$ is determined by: 1) normalization to the number of known discrete levels at low excitation energy, and 2) the estimated level density at the neutron separation energy, $\rho(S_n)$. 
To calculate $\rho(S_n)$ the spin and parity distributions of the level density at $S_n$ have to be known. These quantities are model dependent, introducing a potentially large uncertainty in the normalization procedure. In this work, only the constant-temperature (CT) formula (Equation 2.8) is considered. The CT formula assumes an equiparity distribution, i.e., that both parities contribute equally to the level density and yields the spin distribution [42]:

$$g(E_x, I) \simeq \frac{2I + 1}{2\sigma^2(E_x)} \exp\left[-(I + 1/2)^2/2\sigma^2(E_x)\right],$$

for a specific excitation energy $E_x$ and spin $I$. Following the approach of [72], the energy dependent spin cutoff parameter is introduced as:

$$\sigma^2(E_x) = \sigma^2_d + \frac{E_x - E_d}{S_n - E_d}[\sigma^2(S_n) - \sigma^2_d],$$

(4.27)

going through two anchor points $\sigma^2_d$ and $\sigma^2(S_n)$ at the energy $E_d$ and $S_n$, respectively. The known discrete levels at the excitation energy $E_x = E_d$ is used to create an experimental spin distribution determining the first point $\sigma^2_d$. Assuming a rigid moment of inertia $\Theta = 0.0146A^{5/3}$, the second point at $E_x = S_n$ can be estimated [73]:

$$\sigma^2(S_n) = 0.0146A^{5/3}\frac{1 + \sqrt{1 + 4aU_n}}{2a},$$

(4.28)

where $A$ is the mass number, $U_n = S_n - E_1$ is the intrinsic excitation energy and the level parameter $a$ and the energy shift parameter $E_1$ is determined according to [73].

The level density at the neutron separation energy $S_n$ can be calculated from the spacing of neutron s-wave ($\ell = 0$) resonances $D_0$ following $(n, \gamma)$ capture [71]

$$\rho(S_n) = \frac{2\sigma^2}{D_0 (I + 1)} \frac{1}{\exp\left[-(I + 1)^2/2\sigma^2\right] + \exp\left[-I^2/2\sigma^2\right]},$$

(4.29)

Here, the spin cutoff parameter $\sigma$ from Equation 4.27 is implemented and $I$ is the ground-state spin of the target nucleus in the $(n, \gamma)$ reaction, i.e., 9/2$^-$ for $^{191}$Os.

**Normalization of the $\gamma$-ray transmission coefficient**

The shared slope $\alpha$ of the level density $\rho$ and the transmission coefficient $T$ was found in the previous subsection through the normalization of $\rho$. The parameter $B$, which gives the absolute normalization of $T$, is the only remaining unknown of Equation 4.24. This parameter can be constrained by the known average, total
radiative width $\langle \Gamma_\gamma \rangle$ at $S_n$ from neutron resonance decay experiments:

$$\langle \Gamma_\gamma(S_n) \rangle = \frac{1}{2\pi \rho(S_n, I, \pi)} \sum_{I_f} \int_0^{S_n} dE_\gamma T(E_\gamma) \rho(S_n - E_\gamma, I_f).$$  \quad (4.30)$$

The summation and integration runs over all final levels with spin $I_f$, that are accessible by $E1$ and $M1$ transitions with energy $E_\gamma$, i.e., assuming dipole radiation ($L = 1$). Then, the transmission coefficient $T$ can be transformed into the $\gamma$-strength function $f$ by using Equation 2.10.

As we will see in the next chapter, none of the required parameters for the normalization of the NLD and $\gamma$SF are available for $^{192}$Os. Therefore, these variables have to be estimated through systematics, which introduce an additional uncertainty in the NLD and $\gamma$SF obtained in this work. The parameters and the uncertainty estimate of the normalization procedure for $^{192}$Os will be discussed in great detail together with the presented results in the next chapter.
Chapter 5
Results and discussion

“Of course it is happening inside your head, Harry, but why on earth should that mean it is not real?”
— Albus Dumbledore, Harry Potter and the Deathly Hallows

The current work is motivated by the need for experimental nuclear data in order to explain the synthesis of elements heavier than iron, as outlined in chapter 2. In particular, the s-process relies on a series of consecutive neutron captures and $\beta$-decays, requiring the knowledge of $(n, \gamma)$ cross sections.

In chapter 3 the $^{192}\text{Os}(\alpha, \alpha'\gamma)^{192}\text{Os}$ experiment performed in the present work was reviewed. After the completion of the detector calibration, the coincidence matrix was obtained, providing the starting point of the Oslo method explained in chapter 4. Following, the particle-\(\gamma\)-ray spectra was unfolded in section 4.1, before the primary $\gamma$ rays were extracted by the first generation method in section 4.2. Finally, the method to extract the NLD and $\gamma$SF of $^{192}\text{Os}$ was introduced in section 4.3.

In this chapter, a careful error estimate of the normalization parameters of the NLD and $\gamma$SF will be performed in section 5.1. Then, the final NLD, $\gamma$SF and MACS results will be compared to a few models, external data and theoretical values in section 5.2, 5.3 and 5.4, respectively.

5.1 Obtaining the normalization parameters

Starting out from the first generation matrix of $^{192}\text{Os}$ (section 4.2), the general shape of the NLD and $\gamma$SF is determined through the $\chi^2$-minimization iteration, and then the physical solution is obtained by means of the normalization procedure introduced in section 4.3.

Often, the experimental parameters required by the normalization technique are known, and the procedure can be performed in a straightforward manner. In such cases, the uncertainty of the normalization is introduced by the model
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Figure 5.1: The level density at the separation energy \( \rho(S_n) \) plotted against the neutron separation energy \( S_n \). The mass numbers \( A \) are annotated next to the data points. The values are calculated from \( D_0 \) values (RIPL-3 [46], Mughabghab [74]) and by the OCL 'Robin' software [58].

...dependence of the parameter determination, and the uncertainty of the experimental values applied.

As mentioned previously, no experimental normalization parameters are known for \(^{192}\text{Os}\), introducing an additional uncertainty in the normalized solutions for the NLD and \( \gamma \)SF. This error will propagate to the calculated MACS value. Therefore, an error estimate is of utmost importance in order to quantify the significance of the results obtained.

5.1.1 The level density parameters

In order to normalize the level density of \(^{192}\text{Os}\), the level density at the neutron separation energy \( \rho(S_n) \) must be calculated by means of Equation 4.29, i.e., the \( D_0 \) parameter needs to be known. Unfortunately, no tabulated \( D_0 \) values are available for \(^{192}\text{Os}\), and an estimation is done by using available values from neutron resonance experiments of isotopes in the same mass region.

In Figure 5.1, \( \rho(S_n) \) values for all available osmium isotopes are presented. The experimental \( D_0 \) values for \( A = 187 - 193 \) (except 192) are taken from [74] (green) and [46] (black) and transformed into \( \rho(S_n) \) values by means of

\footnote{The new, updated version of this atlas [75] (available February, 2018) was not included in this work.}
Table 5.1: Parameters used to extract the level density within the CT model approach, in addition to the level-density parameter \( a \) and back-shift \( E_1 \) for the Fermi-gas model in [73].

<table>
<thead>
<tr>
<th>( a ) [MeV(^{-1})]</th>
<th>( E_1 ) [MeV]</th>
<th>( E_d ) [MeV]</th>
<th>( \sigma_d )</th>
<th>( T_{CT} ) [MeV]</th>
<th>( E_0 ) [MeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>18.472</td>
<td>0.328</td>
<td>1.1</td>
<td>2.8</td>
<td>0.5</td>
<td>0.331</td>
</tr>
</tbody>
</table>

Figure 5.2: The level density versus excitation energy for the Oslo data (black). The CT interpolation between the data and \( \rho(S_n) \) (blue) is indicated by a red line in addition to the known levels (light blue).

Equation 4.29. The theoretical, or systematic values (red) are calculated by the OCL ‘Robin’ software [58], using the same formalism as for the experimental values [73] and the global parameterization given in [76].

A \( \chi^2 \)-minimization was done to estimate the level density at the neutron separation energy for \(^{192}\)Os by using the experimental values provided by [74]. The appropriate scaling factor \( b \) between the ‘Robin’ values \( \rho_{\text{theory}}(S_n) \) and the values provided by [74] was found by minimizing:

\[
\chi^2 = \sum_A \frac{(b \cdot \rho_{\text{theory}}(S_n) - \rho_{\text{exp}}(S_n))^2}{\Delta \rho_{\text{exp}}^2(S_n)}
\]

where \( \Delta \rho_{\text{exp}}(S_n) \) is the listed uncertainty for the experimental points [74] and the sum runs over \( A \in \{187, 188, 189, 190, 191, 193\} \).

A rough error estimate of the resulting \( \rho(S_n) \) point for \(^{192}\)Os (blue in Figure 5.1) was done by taking the largest uncertainty of the experimental points
Table 5.2: The high (H), recommended (R) and lower (L) estimates of the parameters used in the normalization procedure of the level density and the $\gamma$-strength function. Notice that the low (high) $D_0$ values correspond to the the high (low) $\rho(S_n)$ values.

<table>
<thead>
<tr>
<th></th>
<th>$D_0$ [eV]</th>
<th>$\rho(S_n) \times 10^6$ [MeV$^{-1}$]</th>
<th>$\sigma(S_n)$</th>
<th>$\langle \Gamma_{\gamma 0} \rangle$ [meV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>5.25</td>
<td>4.94</td>
<td>7.81</td>
<td>107</td>
</tr>
<tr>
<td>R</td>
<td>3.66</td>
<td>3.79</td>
<td>7.41</td>
<td>79</td>
</tr>
<tr>
<td>L</td>
<td>2.81</td>
<td>2.64</td>
<td>6.98</td>
<td>61</td>
</tr>
</tbody>
</table>

and adding a 40% relative error. Considering the spread of $D_0$ values in the literature, 40% is a conservative estimate chosen to rather overestimate the uncertainty than underestimate it. This error analysis leads to the lower (L), recommended (R) and higher (H) estimates for the level density at the neutron separation energy listed in Table 5.2.

The second unknown of Equation 4.29 to obtain the normalization of $\rho$ is the spin-cutoff parameter, calculated by means of Equation 4.27 and 4.28. The applied parameters to obtain the spin-cutoff parameter can be found in Table 5.1.

Following [72], a systematic error band can be created by multiplying the rigid moment of inertia $\Theta = 0.0146.4^{5/3}$ of Equation 4.28 with a factor $\eta$. In this way, the lower (L), recommended (R) and higher (H) estimates of the spin cutoff parameter listed in Table 5.2 can be introduced by letting $\eta \in [0.8, 0.9, 1.0]$, respectively.

In Figure 5.2, the level density (black) obtained by using the recommended parameters listed in Table 5.2 is presented. The experimental data only reach up to $\sim S_n - 1.5$ MeV, so an interpolation between the Oslo data and $\rho(S_n)$ (blue) is done using the CT level density (red). The slope of the experimental level density is found by forcing the level density to fit the discrete levels, at $E_x = 116$ keV and $E_x = 1236$ keV, in addition to the CT interpolation between $E_x = 3156$ keV and $E_x = 6036$ keV. The CT model parameters of Equation 2.8 is listed in Table 5.1.

The uncertainties presented by the black data points are statistical errors in addition to systematic errors from the unfolding and first generation method. These errors are estimated by the Oslo software as described in [71] and will from this point on only be referred to as statistical.

5.1.2 The $\gamma$-ray transmission coefficient parameters

The normalization of the $\gamma$SF is done by requiring the integral in Equation 4.30 to be equal to the average, total radiative width $\langle \Gamma_{\gamma 0} \rangle$ at $S_n$ from neutron resonance decay experiments.
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Figure 5.3: The average radiative widths $\langle \Gamma_{\gamma 0} \rangle$ at $S_n$ plotted against mass number $A$ for osmium (green/black), tungsten (magenta), rhenium (gray) and iridium (brown). The data is collected from RIPL-3 [46] (diamond), Mughabghab et al. [74] (circle) and the n_TOF collaboration [77] (triangle). The $\langle \Gamma_{\gamma 0} \rangle$ value for $^{192}\text{Os}$ has been estimated through multiple weighted linear regressions, setting the weights to the inverse of the uncertainty of the points. The black solid line is a linear regression of the RIPL-3 values, the green solid line of all the Mughabghab values, the red solid line of the n_TOF values and the green dotted line of only the osmium points from Mughabghab.

Experimental $\langle \Gamma_{\gamma 0} \rangle$ values are not available for $^{192}\text{Os}$, because $^{191}\text{Os}$ is unstable. Therefore, the $\langle \Gamma_{\gamma 0} \rangle$ value at $S_n$ has been estimated through a weighted linear regression of the values presented in Figure 5.3. The average, radiative widths are plotted against mass number $A$ for available osmium isotopes in addition to the neighboring isotopes tungsten, rhenium and iridium.

An inconsistency between the $\langle \Gamma_{\gamma 0} \rangle$ values collected from RIPL-3 [46], the n_TOF collaboration [77] and Mughabghab [74] is revealed for the osmium isotopes in Figure 5.3. To investigate the discrepancy, a linear regression on the separate data sets was performed leading to a lower (L) and a higher (H) estimate of the $\langle \Gamma_{\gamma 0} \rangle$ value for $^{192}\text{Os}$ displayed in Table 5.2. The lower estimate is calculated through an extrapolation using the n_TOF values (red solid line) and the higher estimate is provided by an extrapolation using the osmium values from Mughabghab et al. (green dotted line).

In addition, the osmium data points display a different trend than the isotopes in the same mass region. Another estimate is therefore calculated through a linear regression of all RIPL-3 $\langle \Gamma_{\gamma 0} \rangle$ values (black solid line), and another by using all of the values provided by Mughabghab (green solid line) displayed in Figure 5.3.
The final estimate, or the ‘recommended’ value (light blue cross) is calculated as the mean of the \( \langle \Gamma_0 \rangle \) values (blue points) obtained through the four approaches mentioned above.

Using Equation 2.10, the normalized transmission coefficient \( T \) is transformed into the \( \gamma \)-SF. In Figure 5.4, the \( \gamma \)-SF obtained using the recommended \( \langle \Gamma_0 \rangle \) value at \( S_n \) (see Table 5.2) is displayed together with \((\gamma,n)\) data from [78]. As for the level density, the uncertainties presented are statistical errors and systematic errors of the unfolding and first-generation method [71], denoted ‘statistical’ errors from this point on. An estimate of the systematic errors introduced by the normalization parameters will be performed in the next subsection.

### 5.1.3 Systematic error estimate

The Oslo method software [58] propagates the statistical errors in the analysis, but it does not take into account the systematic errors introduced by the choice of normalization parameters. In this work, the \( D_0 \), \( \rho(S_n) \), \( \sigma(S_n) \) and \( \langle \Gamma_0 \rangle \) values in Table 5.2 were varied to obtain a systematic uncertainty band for the NLD and \( \gamma \)-SF. The \( D_0 \) and the \( \rho(S_n) \) values are correlated, using the lower \( D_0 \) value implies using the higher \( \rho(S_n) \) value. In principle, there are only three normalization parameters to vary, i.e., \( \sigma(S_n) \), \( \langle \Gamma_0 \rangle \) and \( D_0 \) or \( \rho(S_n) \).

The standard deviation of the level density \( STD_\rho \) due to systematic and
The level density versus excitation energy for the Oslo data (black). The systematic uncertainties combined with the statistical errors are presented as the light-blue colored band.

Figure 5.5: The level density versus excitation energy for the Oslo data (black). The systematic uncertainties combined with the statistical errors are presented as the light-blue colored band.

Statistical errors was split into:

\[ STD_{\rho,\text{high}}^2 = \rho_{\text{rec}}^2 \left[ \left( \frac{\rho_{\text{D},\text{low}} - \rho_{\text{rec}}}{\rho_{\text{rec}}} \right)^2 + \left( \frac{\rho_{\sigma,\text{high}} - \rho_{\text{rec}}}{\rho_{\text{rec}}} \right)^2 + \left( \frac{\Delta \rho_{\text{rec}}}{\rho_{\text{rec}}} \right)^2 \right] , \tag{5.2} \]

and

\[ STD_{\rho,\text{low}}^2 = \rho_{\text{rec}}^2 \left[ \left( \frac{\rho_{\text{D},\text{high}} - \rho_{\text{rec}}}{\rho_{\text{rec}}} \right)^2 + \left( \frac{\rho_{\sigma,\text{low}} - \rho_{\text{rec}}}{\rho_{\text{rec}}} \right)^2 + \left( \frac{\Delta \rho_{\text{rec}}}{\rho_{\text{rec}}} \right)^2 \right], \tag{5.3} \]

due to the asymmetric higher and lower estimates, compared to the recommended level density \( \rho_{\text{rec}} \), listed in Table 5.2. Here, \( \rho_{X,\text{low}} \) corresponds to the NLD obtained using the lower \( X \) value and \( \rho_{X,\text{high}} \) corresponds to the NLD obtained using the higher \( X \) value. The statistical error of the recommended NLD is denoted as \( \Delta \rho_{\text{rec}} \).

Similarly, for the \( \gamma \)-strength function the standard deviation due to systematic
and statistical errors $STD_f$ was calculated as:

$$STD_{f,\text{high}}^2 = f_{\text{rec}}^2 \left[ \left( \frac{f_{D_{\text{low}},\text{high}} - f_{\text{rec}}}{f_{\text{rec}}} \right)^2 + \left( \frac{f_{\sigma,\text{high}} - f_{\text{rec}}}{f_{\text{rec}}} \right)^2 + \left( \frac{\Delta f_{\text{rec}}}{f_{\text{rec}}} \right)^2 \right],$$

(5.4)

and

$$STD_{f,\text{low}}^2 = f_{\text{rec}}^2 \left[ \left( \frac{f_{D_{\text{high}},\text{low}} - f_{\text{rec}}}{f_{\text{rec}}} \right)^2 + \left( \frac{f_{\sigma,\text{low}} - f_{\text{rec}}}{f_{\text{rec}}} \right)^2 + \left( \frac{\Delta f_{\text{rec}}}{f_{\text{rec}}} \right)^2 \right],$$

(5.5)

where $\Delta f_{\text{rec}}$ is the statistical error of the recommended $\gamma$SF. Hence, the higher and lower limits of the level density and $\gamma$SF are set to:

$$\rho_{\text{high}} = \rho_{\text{rec}} + STD_{\rho,\text{high}},$$

(5.6)

$$\rho_{\text{low}} = \rho_{\text{rec}} - STD_{\rho,\text{low}},$$

(5.7)

and

$$f_{\text{high}} = f_{\text{rec}} + STD_{f,\text{high}},$$

(5.8)

$$f_{\text{low}} = f_{\text{rec}} - STD_{f,\text{low}}.$$ 

(5.9)

In Figure 5.5 and 5.6 the combined systematic and statistical uncertainties for the level density and the $\gamma$-strength function are displayed as a light-blue colored band. Further uncertainties in the Oslo method, i.e., stemming from the unfolding, first generation method, the Brink hypothesis, and the parity and spin distribution are investigated in [65].

### 5.2 The level density

In Figure 5.7, the nuclear level density versus excitation $E_x$ energy for $^{192}\text{Os}$ is displayed together with two NLD models, i.e., the CT formula (red) and the HFB+ model (green). Up to $\approx 2$ MeV, the discrete level scheme appears to be complete, i.e., up to this point the discrete levels follow the same trend as the present experimental level density.

A quite large total uncertainty is observed in the NLD for $^{192}\text{Os}$ in Figure 5.5 and 5.7, in particularly the last five data points have an uncertainty larger than 50%. 


Section 5.3

The $\gamma$-strength function

Figure 5.6: The $\gamma$-strength function (black) versus $\gamma$-ray energy for the Oslo data (black). The systematic uncertainties combined with the statistical errors are presented as the light-blue colored band.

The statistical errors displayed in black have an uncertainty of $\approx 60\%$ in the lowest-$E_x$ data point, $\approx 9\%$ at minimum and $\approx 45\%$ at the highest-$E_x$ data point. Similarly, the average of the high and low systematic uncertainty is $\approx 12\%$ in the lowest-$E_x$ data point, $\approx 1\%$ at minimum and $\approx 48\%$ at the highest-$E_x$ data point. These errors combined, i.e., the blue uncertainty band, is then about 60%. The errors calculated by the Oslo software, have approximately the same magnitude as the uncertainty introduced by the normalization parameters.

No significant large-scale structures are observed in the level density (Figure 5.7). An exponential, i.e., linear growth in the log scale is observed. This fits well with the CT formula, displayed in red, which has been adapted to go through the point at $\rho(S_n)$ in addition to the experimental level density. The HFB+ model, displayed in green, exhibits a very moderate slope of the level density compared to the Oslo data. The deviation between the NLD acquired in this work and the HFB+ model is not within the conservative uncertainty estimate obtained in this work, diverging by several orders of magnitude at high excitation energy. In this case, the HFB+ model give a unsatisfactory description of the level density obtained for $^{192}$Os.

5.3 The $\gamma$-strength function

The final $\gamma$-strength function versus $\gamma$-ray energy for $^{192}$Os is displayed in Figure 5.8 together with data points from Kopecky et al. [47] (K.), Capote et al. [46] (R.), Berman et al. [78] (B.) and Shizuma et al. [79] (S.).

Similar to the NLD, the $\gamma$SF displays large uncertainties (blue band). The statistical errors, displayed in black in Figure 5.6 and 5.8, increase in magnitude
at higher $\gamma$-ray energy, from $\approx 8\%$ at the lowest-$E_\gamma$ data point, to $\approx 40\%$ at the highest-$E_\gamma$ data point. The average of the higher and lower systematic uncertainties have a similar magnitude over the whole energy range, varying between $\approx 31\%$ at low $\gamma$-ray energy, to $\approx 46\%$ at high $\gamma$-ray energy. Combined, the systematic and statistical uncertainty ranges between $\approx 30\%$ at low energy, to $\approx 60\%$ at high energy. It is only the last five data points that have an error larger than 50%.

In general, the higher uncertainty estimate has a larger value than the lower estimate for the $\gamma$SF, due to the asymmetric higher and lower estimates of the

Table 5.3: The fit parameters for the GLO and SLO functions (Equation 2.12 and 2.14), using the high (H), recommended (R) and lower (L) $\gamma$SF and the $(\gamma, n)$ data points by [78]. The width $E_{M1}$ and the energy centroid $\Gamma_{M1}$ of the SLO function was held constant during the fitting procedure.

<table>
<thead>
<tr>
<th></th>
<th>$E_{E1}$ [MeV]</th>
<th>$\Gamma_{E1}$ [MeV]</th>
<th>$\sigma_{E1}$ [mb]</th>
<th>$T_f$ [MeV]</th>
<th>$E_{M1}$ [MeV]</th>
<th>$\Gamma_{M1}$ [MeV]</th>
<th>$\sigma_{M1}$ [mb]</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>13.1</td>
<td>2.3</td>
<td>713</td>
<td>1.5</td>
<td>7.1</td>
<td>4</td>
<td>4.5</td>
</tr>
<tr>
<td>R</td>
<td>13.2</td>
<td>2.8</td>
<td>615</td>
<td>1.2</td>
<td>7.1</td>
<td>4</td>
<td>2.1</td>
</tr>
<tr>
<td>L</td>
<td>13.2</td>
<td>3.0</td>
<td>572</td>
<td>1.0</td>
<td>7.1</td>
<td>4</td>
<td>0.7</td>
</tr>
</tbody>
</table>
Figure 5.8: The γ-strength function versus γ-ray energy. The systematic uncertainties obtained in subsection 5.1.3 combined with the statistical errors are presented as the colored band. In addition, \( E_1 \)-strength values of \(^{188,189,191,193}\)Os (magenta), \(^{192,194}\)Ir (coral) and \(^{184,185,187}\)W (cyan) and \( M_2 \)-strength values of \(^{188,189,191}\)Os, \(^{192}\)Ir and \(^{184,185,187}\)W (yellow) from [47] are presented. RIPL-2 \( E_1 \) values for \(^{183,184,186}\)W, \(^{196}\)Pt and \(^{198}\)Au (red) are taken from [46]. The (γ, \( n \)) data is taken from Berman et al [78] for \(^{188,189,190}\)Os and Shizuma et al. [79] for \(^{188}\)Os. The estimated \( E_1 \) and \( M_1 \) strengths are shown as the blue and pink dotted lines, respectively.

The separate \( E_1 \) and \( M_1 \) strengths of the final γSF were found by a fitting

\[
f_{total} = f_{E1}^{GLO} + f_{M1}^{SLO}
\]

(Equation 2.12 and 2.14) to the Oslo data and the (γ, \( n \)) data points by [78], see Figure 5.8. The number of free parameters for the SLO (Equation 2.14) were reduced by following the suggestion of [46], see subsection 2.5.2. Using this global parameterization for the SLO parameters, i.e., setting the width and the energy centroid constant, the only unconstrained parameter of the SLO function was the peak cross section \( \sigma_{SLO} \). For the GLO
parameters on the other hand, the best fit of all parameters was found by treating all parameters as free with no constraints. The optimized parameters are listed in Table 5.3.

The result of the fitting procedure is presented in Figure 5.8 as the blue and pink dotted lines for the $E1$ and $M1$ strength, respectively. As expected, the overall shape of the GLO is well adjusted to the Oslo data and the Giant dipole resonance (GDR) represented by the $(\gamma, n)$ data points. Similarly, the absolute value of the estimated $M1$ strength agrees well with the $^{188,189,191}$Os, $^{192}$Ir and $^{184,185,187}$W values given in [47].

Although none of the data points provided by [47] or [46] are $E1$ or $M1$ parameters of the $^{192}$Os isotope, they do provide a consistency check, i.e., that the strengths have approximately the same magnitude. A large spread in strength in the $E1$ data provided by [47] of $^{192,194}$Ir, $^{188,189,191,193}$Os and $^{184,185,187}$W is observed, most data points lie within the uncertainty of the Oslo data, but several points lie outside as well.

Due to the limited $E_\gamma$-energy range and large uncertainties of the Oslo data, it is difficult to say whether there exist any significant structures in the $\gamma$SF of $^{192}$Os. It could be that a pygmy dipole resonance [80] exists in the osmium isotopes. Its presence would largely affect the MACS calculations, but unfortunately it is not possible to conclude on the existence of such structures with the present results.

### 5.4 The radiative neutron capture cross section

The final step in this work is to constrain the MACS of the $^{191}$Os($n$, $\gamma$)$^{192}$Os reaction by applying the experimental NLD and $\gamma$SF in the TALYS code [44] introduced in chapter 2.

In Code 5.1 the input file is shown, including all input parameters applied, utilized by TALYS to calculate the MACS values by means of the experimental NLD and $\gamma$SF. The first block of parameters is required TALYS input, i.e., the minimal number of parameters accepted. Here, the involved species in the $^{191}$Os($n$, $\gamma$)$^{192}$Os reaction is listed: projectile ($n$), ejectile ($\gamma$), element (Os) and mass (191). The energy keyword must be given, but will later become irrelevant since MACS values will be calculated, i.e., an average over a large number of incident energies is performed (see Equation 2.3).

The keyword $N$levels is used to limit the number of known discrete levels, from tables such as [18], used by TALYS. In this case the number of levels are set to 29, as this is approximately where the discrete levels saturate, i.e., where the experimental level density and the discrete levels show a significantly different slope at $E_x \approx 2$ MeV (Figure 5.7).

To use the $E1$ and $M1$ strengths obtained in the previous section, the keywords $E1file$ and $M1file$ are used. The files $TALYS_E1_rec_strength.txt$ and $TALYS_M1_rec_strength.txt$ contain tables of the estimated $E1$ and $M1$ strengths.
in the very particular format specified by the TALYS manual. The strength files must be present in the same folder as the input file itself.

```
projectile n
ejectiles g
element Os
mass 191
energy 0.002 # arbitrary energy

equidistant y
transeps 1.00E-15
xseps 1.00E-25
popeps 1.00E-25
preequilibrium y
gnorm 1.

# (a) MODIFIED (HF+) TABLES
# i.e., the NLD from the present work
ldmodel 4
ptable 76 192 0.0
ctable 76 192 0.0
Nlevels 76 192 29

# (b) GAMMA STRENGTH FUNCTION TABLES
# i.e., E1 and M1 strengths from the present work
E1file 76 192 TALYS_E1_rec_strength.txt
M1file 76 192 TALYS_M1_rec_strength.txt

# Global parameters for the n-OMP
localomp n

# Files to check that the output is correct:
outlevels y
outdensity y
outgamma y

# MACS for a range of T:
astro y
# MACS for kT=30 keV only:
# astroE 0.03
```

**Code 5.1:** TALYS input file for the $^{191}\text{Os}(n, \gamma)^{192}\text{Os}$ reaction.
Table 5.4: Parameters used to calculate the standard deviation of the MACS values. Here, $M_X$ correspond to the MACS obtained by using $\rho_Y$ and $f_Z$ as input in the TALYS code.

<table>
<thead>
<tr>
<th>$M_{\text{rec}}$</th>
<th>$M_2$</th>
<th>$M_3$</th>
<th>$M_4$</th>
<th>$M_5$</th>
<th>$M_6$</th>
<th>$M_7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_{\text{rec}}$</td>
<td>$\rho_{D_0,\text{high}}$</td>
<td>$\rho_{D_0,\text{low}}$</td>
<td>$\rho_{\sigma,\text{low}}$</td>
<td>$\rho_{\sigma,\text{high}}$</td>
<td>$\rho_{\text{rec}}$</td>
<td>$\rho_{\text{rec}}$</td>
</tr>
<tr>
<td>$f_{\text{rec}}$</td>
<td>$f_{D_0,\text{high}}$</td>
<td>$f_{D_0,\text{low}}$</td>
<td>$f_{\sigma,\text{low}}$</td>
<td>$f_{\sigma,\text{high}}$</td>
<td>$f_{(\Gamma_{00})_{\text{low}}}$</td>
<td>$f_{(\Gamma_{00})_{\text{high}}}$</td>
</tr>
<tr>
<td>$M_8$</td>
<td>$M_9$</td>
<td>$M_{10}$</td>
<td>$M_{11}$</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\rho_{\text{stat},\text{low}}$</td>
<td>$\rho_{\text{stat},\text{high}}$</td>
<td>$\rho_{\text{rec}}$</td>
<td>$\rho_{\text{rec}}$</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$f_{\text{stat,low}}$</td>
<td>$f_{\text{stat,high}}$</td>
<td>$f_{\text{stat,low}}$</td>
<td>$f_{\text{stat,high}}$</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Unfortunately, a keyword similar to the $E_1$ and $M_1$ files is not implemented in TALYS for the NLD\textsuperscript{2}. Therefore, the experimental NLD is given as input to the code in a very intricate way. The OCL software \cite{58} tabulates the experimental NLD in the specific TALYS format, and gives it as an output file (talys\_nld\_cnt.txt). Then, the content of this file is copied and pasted into the NLD file that TALYS will read for $^{192}$Os, in this case the tabulated NLD model number four (ldmodel 4)\textsuperscript{3}.

At the very end at the input file, the keyword for the MACS calculation is given. Here, two kinds of calculations are done, either: 1) \texttt{astro y} specifying a MACS calculation over a range of astrophysically relevant temperatures, chosen by TALYS, or 2) \texttt{astroE 0.03} specifying a MACS calculation at a single temperature of $T = 0.03$ keV/$k_b$. Unfortunately, two separate calculations must be done, as the latter temperature is not included in the former temperature range. In addition, the output files given by the two calculations (using the different MACS keywords) are identical, so the first may overwrite the second. See the TALYS manual and [44] for further details on the input parameters given in Code 5.1.

The TALYS calculation done by means of the experimental NLD and $\gamma$SF is compared to a TALYS default run. This default calculation is performed with identical keywords as listed in Code 5.1, except for the keywords relevant to the NLD and $\gamma$SF, i.e., the blocks marked (a) and (b) are excluded. Then, the TALYS code will set the remaining parameters to default, according to the manual.

To quantify the uncertainty of the final, experimentally constrained MACS value, the error bands of the NLD and $\gamma$SF are propagated into the uncertainty of the MACS values. The upper and lower limits of the NLD and $\gamma$SF obtained in the previous section are applied to calculate the ‘systematic’ part of the standard

\textsuperscript{2}Hopefully, this workaround method will not be necessary in the future as it is prone to human errors, relying on manual copy and paste labor.

\textsuperscript{3}The NLD file of ldmodel 4 is found in the TALYS directory: talys/structure/density/ground/goriely/Os.tab
Table 5.5: The Maxwellian-averaged \((n, \gamma)\) cross sections with corresponding standard deviation \(STD\) (in the unit of mb) at the s-process temperature \(k_b T = 30\) keV for the \(^{191}\text{Os}(n, \gamma)^{192}\text{Os}\) reaction. Values from KADoNiS [19] (KAD), the TALYS [44] default run (DEF) and the present work (OCL18) are compared. Four theoretical MACS values from [81] (RaT99), [82] (HWF76), [83] (Gor02) and [84] (Gor05) calculated in 2000, 1976, 2002 and 2005, respectively, are listed.

<table>
<thead>
<tr>
<th>(\langle \sigma \rangle_{n,\gamma})</th>
<th>OCL18</th>
<th>KAD</th>
<th>DEF</th>
<th>Ra’T99</th>
<th>HWF76</th>
<th>Gor02</th>
<th>Gor05</th>
</tr>
</thead>
<tbody>
<tr>
<td>(STD)</td>
<td>1134</td>
<td>1290</td>
<td>523</td>
<td>802</td>
<td>1090</td>
<td>1565</td>
<td>1399</td>
</tr>
<tr>
<td>(STD)</td>
<td>354</td>
<td>280</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

\[
STD^2_{\text{sys, high}} = \left( \frac{M_2 - M_{\text{rec}}}{M_{\text{rec}}} \right)^2 + \left( \frac{M_4 - M_{\text{rec}}}{M_{\text{rec}}} \right)^2 + \left( \frac{M_6 - M_{\text{rec}}}{M_{\text{rec}}} \right)^2,
\]

and

\[
STD^2_{\text{sys, low}} = \left( \frac{M_4 - M_{\text{rec}}}{M_{\text{rec}}} \right)^2 + \left( \frac{M_5 - M_{\text{rec}}}{M_{\text{rec}}} \right)^2 + \left( \frac{M_7 - M_{\text{rec}}}{M_{\text{rec}}} \right)^2,
\]

where \(M_Y\) denote a MACS value calculated by means of the TALYS code using the NLD and \(\gamma\)SF input \(Y\) listed in Table 5.4. The ‘statistical’ part of the standard deviation of the MACS value is calculated as:

\[
STD^2_{\text{stat}} = \left( \frac{M_8 - M_{\text{rec}}}{M_{\text{rec}}} \right)^2 + \left( \frac{M_{10} - M_{\text{rec}}}{M_{\text{rec}}} \right)^2
\]

\[
= \left( \frac{M_9 - M_{\text{rec}}}{M_{\text{rec}}} \right)^2 + \left( \frac{M_{11} - M_{\text{rec}}}{M_{\text{rec}}} \right)^2
\]

since the statistical contribution to the errors are symmetrical, i.e., the statistical errors contribute equally to the lower and upper MACS estimate.

Then, the statistical and systematic uncertainties can be combined into the final standard deviation of the MACS value by:

\[
STD_{\text{tot, high}} = M_{\text{rec}} \sqrt{STD^2_{\text{sys, high}} + STD^2_{\text{stat}}},
\]

and

\[
STD_{\text{tot, low}} = M_{\text{rec}} \sqrt{STD^2_{\text{sys, low}} + STD^2_{\text{stat}}}
\]

The Maxwellian-averaged cross section for the \(^{191}\text{Os}(n, \gamma)^{192}\text{Os}\) reaction calcu-
Results and discussion Chapter 5

**Figure 5.9:** The Maxwellian-averaged \((n,\gamma)\) cross section versus incident neutron energy \(E_n = kT\) at the stellar temperature \(T\). The systematic and statistical uncertainties (blue band) of the recommended MACS for the \(^{191}\)Os\((n,\gamma)\)\(^{192}\)Os reaction are presented as the colored band. In addition, values from the KADoNiS library [19] and a TALYS calculation done with default input are shown. Points at the s-process temperature \(kT = 30\) keV are highlighted with a separate marker.

lated with the TALYS code [44] is presented in Figure 5.9. The propagated uncertainty, the colored band, lies between \(\sim 6\%\) and \(\sim 100\%\) at low and high incident neutron energy, respectively. It is in particular the six last data points that have an uncertainty larger than 50\%. Although the uncertainties estimated in the current work are asymmetrical, the upper and lower standard deviations are rather similar in magnitude, providing a mean of \(STD_{mean} = (348.8\, mb + 358.6\, mb)/2 \approx 354\, mb\) at the energy of 30 keV.

KADoNiS [19] only lists the uncertainty for the MACS at 30 keV. It is not clear how this uncertainty is determined, [19] and [36] write: “The MACS from \(kT=5\) keV to 100 keV are obtained from theoretical calculations with corresponding uncertainties between 25 and 50\% in most cases.” Therefore, it is difficult to determine how robust the KADoNiS uncertainty estimate is. As it is the only theoretical MACS value provided with an uncertainty, it will be used as the principal value for comparison with the value obtained in this work.

For the energy range between \(k_bT = 5 - 100\) keV in Figure 5.9, the values provided by KADoNiS [19] agree well with the present, constrained MACS values. Interestingly, the theoretical estimate provided by the TALYS default input
parameters gives a significantly smaller cross section value than the present result and the KADoNiS values over the whole energy range. This is likely due to an overall lower default level density and $\gamma$SF in the TALYS code compared to the present experimental data and to the models used in KADoNiS.

A comparison of the MACS values at the s-process temperature of 30 keV is presented in Table 5.5. As noticed before, the TALYS default value is significantly lower than the present result and the KADoNiS MACS, and lies outside of the error band. In addition, four theoretical MACS values from [81] (RaT99), [82] (HWF76), [83] (Gor02) and [84] (Gor05), listed at the KADoNiS web page [19], are presented. The deviations between the four theoretical values are large, but lie within the uncertainty of the present work, except for the value at 1565 mb by [83] in 2002. This MACS was later updated in 2005 to 1399 mb [83].

The magnitude of the systematic and statistical errors leads to a rather large relative error in the present result of $\approx 32\%$ in contrast to $\approx 22\%$ for the KADoNiS cross sections. Nevertheless, it is rewarding to observe that the theoretical value provided by KADoNiS is consistent and well within the uncertainty of the experimentally constrained MACS obtained in this work.
Chapter 6

Summary and outlook

“The universe is big. It’s vast and complicated and ridiculous. And sometimes, very rarely, impossible things just happen and we call them miracles.”

— The Doctor, Dr. Who, Season 5, Episode 12

6.1 Summary of the results

In the current work, the first experimentally constrained Maxwellian-averaged cross section for the $^{191}$Os($n, \gamma$)$^{192}$Os reaction relevant to the s-process nucleosynthesis has been obtained. The nuclear level density and the $\gamma$-strength function of $^{192}$Os have been extracted from particle-coincidence data using the Oslo method and normalized by means of parameters estimated from neutron-resonance data of isotopes in the vicinity of $^{192}$Os. The uncertainties obtained by the error estimate of the normalization parameters have the same order of magnitude as the errors propagated by the Oslo method.

No significant structures are revealed in the nuclear level density of $^{192}$Os and the exponential growth of the constant temperature model describes the level density well. Although the estimated uncertainties of the level density are large ($\approx 9-60\%$), in particular at high excitation energy, the Hartree-Fock-Bogolyubov plus combinatorial model lies orders of magnitudes outside of the errors of the experimental level density.

The uncertainties of the $\gamma$-strength function are slightly larger than the errors of the level density ($\approx 30-60\%$), but the overall absolute value agrees well with ($\gamma, n$) data and $E1$ and $M1$ strengths provided by external data. The given energy range and uncertainties makes it difficult to conclude on the presence of any significant structures in the $\gamma$-strength function.

The experimentally constrained result of the Maxwellian-averaged cross section, $\langle \sigma \rangle_{n,\gamma} = 1134 \pm 354$ mb at 30 keV, is consistent with the theoretical predic-
tions listed in the KADoNiS library. The TALYS default calculation, on the other hand, yields a $\approx 50\%$ lower Maxwellian-averaged cross section value compared to the present result, lying outside of the experimental error bar.

Although, the propagated uncertainty obtained for the Maxwellian-averaged cross sections is large ($\approx 32\%$), the errors have been estimated in a conservative and transparent way. This is, perhaps, in contrast to several values purely relying on theory for which no uncertainty is reported.

### 6.2 Upgrade of the experimental setup: OSCAR

![Figure 6.1: A 3D model of the new OSCAR detector array at the OCL. The detectors are mounted on a frame that can be opened, providing convenient access to the target chamber as illustrated in the figure by [85].](image)

The infrastructure at OCL was recently updated with a new detector array based on 30 large volume ($3.5'' \times 8''$) LaBr3(Ce) scintillator crystals and a new digital data acquisition system, see Figure 6.1. The first experiment with the complete detector array at the OCL was performed in late 2017. Also, some of the LaBr3 detectors have already been used at international facilities such as HIE-ISOLDE and iThemba LABS.
OSCAR’s superior energy resolution allows for an entirely new class of experiments to be conducted. An interesting question not investigated in this work is the spin dependence of the level density. This aspect of the NLD will be studied in future experiments. With the OSCAR detectors it is possible to gate on individual transitions and study a spin-gated level density.

In addition, the exceptional timing resolution of the LaBr3 crystals allows for neutron discrimination, providing reliable Oslo data above the neutron separation energy overlapping with \((n, \gamma)\) data. This gives the nuclear physics group in Oslo the opportunity to investigate the Brink hypothesis, which the Oslo method relies on, in great detail.

### 6.3 Outlook

The present thesis has been motivated by the numerous unresolved questions in regard to the synthesis of heavy elements. In this work, the neutron capture rate of a single reaction, i.e., \(^{191}\text{Os}(n, \gamma)^{192}\text{Os}\) has been experimentally constrained, but the need for more data remain a critical challenge.

Within the current data set, it is possible to extract the nuclear level density and \(\gamma\)-strength function of \(^{194}\text{Ir}\) and \(^{193}\text{Ir}\) created by the \(^{192}\text{Os}(\alpha, d)^{194}\text{Ir}\) and \(^{192}\text{Os}(\alpha, t)^{193}\text{Ir}\) reactions. In this way, multiple reaction rates can be obtained by gating on the deuterium and tritium banana in the present data set, without performing any new experiments.

In addition, the mass region of osmium involve several branch-point isotopes with a large impact on the s-process path. Complementary experiments with the new OSCAR detectors at the OCL using targets of stable isotopes in the vicinity of \(^{192}\text{Os}\) would result in several MACS values. Hence, new experimentally constrained data points would be obtained in a region currently relying on theoretical calculations.

It is not possible to conclude on the astrophysical implications of this work by means of a single Maxwellian-averaged cross section. To study the impact of the \(^{191}\text{Os}(n, \gamma)^{192}\text{Os}\) reaction, the current result would have to be implemented in an s-process nucleosynthesis reaction network code including branch points, which lies outside the scope of this work. Nevertheless, the present result provides a useful test of reaction theory, and contribute to the eminent nucleosynthesis puzzle.
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