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Abstract. Virtually timed ambients is a calculus of nested virtualization, which models timing and resource consumption for hierarchically structured virtual machines. This structure may change dynamically to support load-balancing, migration, and scaling. This paper introduces resource-awareness for virtually timed ambients, which enables processes to actively query the system about the resources necessary for a task and to reconfigure accordingly. Technically we extend virtually timed ambients with context-expressions using modal logic operators, give a formal semantics for the extension, and define bisimulation for resource-aware virtually timed systems. The paper also provides a proof of concept implementation in Maude and a case study involving dynamic auto scaling. For further details, please refer to the full paper appearing in the iFM 2018 conference proceedings.
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\textbf{Abstract.} Task planning is a well-studied problem for which interesting applications exist in production logistics. Planning for such domains requires to take into account not only feasible plans, but also optimality targets, e.g., minimize time, costs or energy consumption. Although there exist several algorithms to compute optimal solutions with formal guarantees, heuristic approaches are typically preferred in practical applications, trading certified solutions for a reduced computational cost. Reverting this trend represents a standing challenge within the domain of task planning at large. In this paper we discuss our experience using Optimization Modulo Theories to synthesize optimal plans for multirobot teams handling production processes within the RoboCup Logistics League. Besides presenting our results, we discuss challenges and possible directions for future development of OMT planning. For further details, please refer to "Task Planning with OMT: an Application to Production Logistics" appearing in iFM 2018.
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Abstract
We propose the development of a formal framework to unified metamodel within which models of class artefacts can be shared between different phases in a model-oriented environment. Model transformation approaches use different metamodels to represent source and target model of the system. This paper investigates for a unified metamodel when they share set of core representations in different phases and checks the possibilities for multidirectional transformation for code generation, upgradation and migration purposes. We envisage that the construction of an institutional framework for unified metamodel will not only increase the reusability of class artefacts but also provide a foundation for the consistent, independent and multidirectional transformation.

1 Introduction
Recently, autonomous systems development approaches get more attention. These help the developers to build software systems from requirements phase through maintenance. A model-driven development based technique is one of the approaches to software development. These play a role in both forward and reverse engineering of development part, such as, software design through implementation. In software design, developers model a system’s design according to the client’s requirements and they generate code using this design using some transformation techniques. In some cases, they transfer code implementation to design through reverse engineering for upgrading or verifying the correctness of the system they have developed, or transferring into other languages for further developments. The objective of this approach is to increase productivity, reduce time consumption and be cost effective.

2 Background

Object Managements Group’s Model Driven Architecture (MDA) [8] relies on a set of concepts being models, modelling languages, metamodels and model transformations. A model provides a full description and overview of the system to be developed. A metamodel defines the abstract syntax of models and the interrelationships between model elements. In MDA, metamodels play a key role. Metamodelling is a technique for constructing properties of the model in a certain domain. The metamodel defines the general structure and characteristics...
of real world phenomena. Therefore, a model must conform to this protocol of the metamodel similarly to how a grammar conforms for a programming language. Model transformation is a mechanism for transforming one model into another model, based on some transformation rules or programs. A transformation engine performs the transformation using corresponding program which reads one source model conforming to a source metamodel and writes a target model conforming to a target metamodel.

2.1 A Unified Metamodel

Recently, many researchers are working towards developing a unified representation to generate code from design when sharing core elements in related formalisms [3][2][9]. We have introduced a unified metamodel which has unified properties of source and target metamodels of design to implementation. In model transformation, source metamodel is different from target metamodel. Unified metamodel is based on the intersection of both source (USE [6]) and target (Spec# [7]) representations. The unified metamodel has same values for related properties for source and target metamodel as shown in Fig.1. Our approach also provides two main applications in model transformation such as: Model reusability and Multidirectional transformation.

![Fig. 1. Model transformation using unified metamodel](image)

3 Our proposal: An Institution for Unified Metamodel

The question that this proposal addresses is: how to develop a formal framework to unified metamodel that allows software developers to reliably re-use models between different software representations in a model-oriented environment. The research aim of this proposal is to establish a formal framework of a unified metamodel within which these artefacts can be shared between programs and models in a model-oriented environment in order to avoid lost of constructs. Such a framework should provide a precise, formal definition of how the class artefact is constructed from unified metamodel. The framework should also be able to provide for the heterogeneity in the formalisms used, since both the software representation and the derived artefact may be based on different semantic or
The theory of institutions has been identified as a mechanism by which these goals can be achieved. Institutions have been defined for many logics and formalisms, including programming-related formalisms[1]. Institutions allow you to build up specifications in a formalism-independent manner using some basic constructs from category theory. Specifically, we propose to investigate this in the context of class invariants, building on our research strengths; these two artefacts are ownership types and expose blocks. These artefacts represent vital elements of the software verification process.

4 Significance

The models are defined in terms of their associated modelling languages, defined as metamodels which are themselves (typically) defined in terms of some meta metamodelling language. These metamodels also provide the basis for defining transformations between models, given a suitable transformation language. It is still easy for meaning to become lost or blurred when unification of metamodels in a model-oriented environment. One relatively simple example of a model transformation is reverse-engineering a USE class specification from a piece of Spec# code. This research focuses primarily on reasoning about ownership types [4] that are specified in terms of the concrete data and on the complications that arise due to unification. However, formally relating ownership types across multiple model representations requires a shared understanding of the model semantics. While significant advances have been made, supplying a formal framework for model-oriented development does still need more concentration in order to support consistent, independent and multidirectional transformation.

In conclusion, we have successfully defined unified metamodel for USE and Spec# and proved the required properties to reuse models and multidirectional transformation [5]. Our current task is that of implementation of institutional representation for unified metamodel. A significant future challenge is the integration of proofs for model instances generated by institutional morphisms of unified metamodel in corresponding formalisms.
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Abstract

Building cloud computing services and implementing distributed systems which require fault-tolerance and correctness involve complex distributed protocols. For such complex services and systems, ensuring availability and correctness is challenging, particularly when concurrency and communication must be handled [5]. Distributed systems and protocols can rely on a quorum system [11] to achieve fault-tolerance, however there are also challenges to implement fault-tolerance correctly. Moreover, implementing test suites for such distributed systems and protocols is also a complex and time-consuming task. Model-based testing (MBT) is a promising approach to software testing. It can help to improve the correctness of the design and implementation of such distributed systems and protocols. We investigate the use of Coloured Petri Nets (CPNs) for MBT of complex fault-tolerant distributed systems and protocols. Recently, our work has been done with the CPNs to apply MBT to a single-decree Paxos protocol implemented by the Go language and the Gorums framework. In this paper, we use it as an example to discuss our MBT approach with the use of CPNs for quorum-based distributed systems and protocols. Our experimental evaluation shows that we have not only obtained high code coverage for our Paxos implementation, but also found several implementation bugs by using our MBT approach.

Model-based testing and Coloured Petri Nets

Model-based testing (MBT) [10] is a powerful approach for testing software. It is based on the idea of using a model of the system under test (SUT) to generate test cases and oracles, so that a test adapter can use the generated test cases to execute the SUT and compare the results against the generated test oracles. The goal of MBT is validation and error-detection by finding observable differences between the behavior of the implementation and the intended behavior of the SUT, as defined by the testing model. As part of our current research effort, we are investigating the application of MBT on protocols for state machine replication (SMR). SMR is a core technique for developing fault-tolerant distributed systems and protocols that can tolerate a bounded number of server failures. Coloured Petri Nets (CPNs) [4] is a formal modeling language for distributed systems. It combines Petri Nets and the Standard ML [9] programming language. Petri Nets provides the foundation for modeling concurrency, communication, and resource sharing, while Standard ML gives the primitives for compact data modeling and sequential computations. Furthermore, the construction, simulation, validation, and verification of the CPN models are supported by CPN tools [1]. CPNs has a strong track record for modeling distributed systems, and enables compact modeling of data and data manipulation which is required for message modeling and concrete test case generation. Furthermore, CPNs has mature tool support for both simulation and state space exploration, which is important to implement our approach. Therefore, we use CPNs as the foundation of our MBT approach.
Recently, we have developed the MBT/CPN library \cite{12} \cite{8} that extends CPN Tools with support for model-based test case generation. By using it, we can further explore the application of CPNs for MBT of distributed systems and protocols.

**Quorum Systems and Gorums**

Replicated distributed systems and services can rely on a quorum system \cite{11} to achieve fault-tolerance. That is, to access the replicated state, a process only needs to contact a quorum, e.g., a majority of the processes. In this way, a system can provide service despite the failure of some processes. However, communicating with and handling replies from sets of processes often complicates the protocol implementations. Gorums \cite{7} is a library whose goal is to simplify such development effort by providing two core abstractions: a quorum call abstraction and a quorum function abstraction. The former is used to invoke a set of RPCs on a group of processes and to collect their responses. Gorums builds on the gRPC remote procedure call framework \cite{2} developed by Google. The latter can process responses and determine if a quorum has been obtained. These abstractions help to simplify the main control flow of protocol implementations.

**System Under Test and Testing Approach**

We have used the Gorums framework to implement a single-decree Paxos distributed consensus protocol in Go programming language \cite{3} as the SUT. Paxos \cite{6} is a fault-tolerant consensus protocol that make it possible to construct a replicated service using a group of server replicas. The single-decree Paxos protocol system allows a collection of replicas to operate as a coherent group and to agree on a common value, while tolerating the failure of some of its members. The protocol system consists of proposers, acceptors, a failure detector and a leader detector. Among them, the proposer and acceptor are often known as Paxos agent roles \cite{6} \cite{7}. The proposers can propose values for consensus; acceptors accept a value among those proposed; then each replica can learn the chosen value. A Paxos replica may take on multiple roles: in a typical configuration, all replicas play all roles. Paxos is safe for any number of crash failures, and can make progress with up to \( f \) crash failures, given \( n = 2f + 1 \) acceptors.

In addition, the failure detector detects the failure of replicas and the leader detector selects a new leader if the current leader failed. The Paxos protocol operates in rounds, and due to asynchrony and failures, a consensus protocol such as Paxos may need to run several rounds to solve consensus. Every round is associated with a single proposer, which is the leader for that round. Also, every round usually runs in three phases: Prepare, Accept, and Commit. The protocol starts with the Prepare phase that a proposer sends a \[\text{Prepare}\] message to the acceptors and collects at least \( f + 1 \) \[\text{Promise}\] messages. After this proposer collects all \[\text{Promise}\] messages, it becomes a leader to starts the Accept phase.

![Figure 1: The SUT and testing approach.](image-url)
sends $[\text{Accept}]$ messages for some value $v$ to the acceptors, who respond by sending $[\text{Learn}]$ messages back in order to acknowledge the value $v$ to the proposer. Then, the Commit phase starts by the proposer sending the decided value in $[\text{Commit}]$ messages to all replicas. The communication between the different Paxos agents has been implemented based on the quorum abstractions provided by the Gorums framework. Specifically, the communication takes the form of quorum calls, one for each of the Paxos phases: Prepare, Accept, and Commit. Additionally, we have implemented a client application to access the protocol system. To test our system, we have designed a corresponding CPN testing model for such a Paxos consensus protocol system with clients. The constructed CPN testing model is comprised of 23 hierarchically organized modules. Also, we have applied MBT/CPN tool to generate test cases and oracles from the constructed CPN model. For the execution of test cases, we implemented a test adapter in Go, which consists of a reader and a tester. The reader reads test cases and oracles from XML files generated by the MBT/CPN tool; the tester uses these test cases to control the execution of the SUT and perform tests, then, it compares the test results against test oracles. Fig. 1 shows the SUT and an overview of our testing method.

Performance Evaluation and Experimental Results

To perform an evaluation of our testing approach, we consider the code coverage obtained by performing both unit tests and system tests, with a test adapter. The unit tests are used to test the central logic used to implement the single-decree Paxos protocol, such as quorum functions. The systems tests can test the complete implementation and Gorums library with the client application. In addition to testing success scenarios of the Paxos protocol system, we also test scenarios with different types of failures. This includes forcing the failure detector to timeout, triggering a new leader to be promoted. In this way, we can test leader changes and fault tolerance of the Paxos protocol. Moreover, our MBT/CPN tool can generate test cases based on either state-space exploration or simulation. However, for testing our Paxos implementation, we used simulation based test case generation due to the complexity of the CPN model. We have configured the Paxos system with 3 and 5 replicas and generated 1, 2, 5, and 10 simulation runs of the CPN model. We did not increase the number of simulation runs further, since we did not see any increase in the number of test cases from 5 to 10 simulations. For system tests, we have generated up to 38 test cases; for unit tests, we have generated up to 424 test cases. The test case generation for each configuration took less than 10 seconds, and the execution of each test case took less than one minute.

The results show that, for the unit tests, we can obtain around 90% of the statement coverage for quorum functions, while, for the system tests, we can obtain 100% of the statement coverage for quorum functions and 83.9% of the statement coverage for quorum calls. Moreover, for the system tests of the Paxos core components, the Proposer module’s statement coverage reaches 97.4%, while the statement coverage of the Acceptor module is up to 100%. The statement coverages of the Failure Detector and Leader Detector modules reach 75.0% and 91.4%, respectively, and the statement coverage of the Paxos replica module reaches 91.4%. For the Gorums library as a whole, the highest statement coverage reaches 51.8%. The results considered above validate that the implementation of the single-decree Paxos system and the Gorums framework works in both correct scenarios and scenarios involving failures of replicas. We have noticed that the coverage results of the Gorums library is relatively lower. That is because Gorums library contains code, such as various auxiliary functions and error handling code, that are not used by our current implementation.

Furthermore, we have discovered bugs in the implementation of the Paxos protocol. For
example, the leader detector elects a wrong leader; only the leader’s failure detector is executed; clients cannot receive responses from the Paxos replicas; the Paxos system can only handle one request from one client. These bugs are not captured by manually written table-driven tests in Go. This shows that how our MBT approach can detect non-trivial programming errors in complex distributed systems protocols. For our future work, we plan to extend our current Paxos implementation to multi-decree Paxos and perform MBT for such complex system.
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1 Introduction and Motivation

To produce fail-safe and low risk software for safety critical systems, certification standards, for example the DO-178C [7] in the domain of avionic software systems, are used by certification authorities, like the Federal Aviation Administration (FAA) and the European Aviation Safety Agency (EASA), to approve and ensure that the software used follows certain software engineering standards. DO-178C requires that structural coverage analysis is performed during the verification process mainly as a completion criterion for the testing effort. Coverage refers to the degree to which the source code of a program is executed when a given test suite runs. Software level C (major effect) requires statement coverage, software level B (hazardous effect) requires decision coverage and software level A (catastrophic effect) requires modified condition/decision coverage (MC/DC) [8]. While logical errors and errors based on wrong control flow structures are hard to detect with weaker coverage criteria such as statement coverage, strong coverage criteria like multiple condition coverage (MCC), that require every possible combination of all conditions in a decision, lead to an exponential growth of test cases. Therefore, MC/DC is a recommended candidate and subsumes the existing coverage criteria because it is sensitive to the complexity of the structure of each decision [3] and requires less test cases, compared to exhaustive MCC. MC/DC is defined as follow [8]:

“Every point of entry and exit in the program has been invoked at least once, every condition in a decision in the program has taken all possible outcomes at least once, every decision in the program has taken all possible outcomes at least once, and each condition in a decision has shown to independently affect that decision’s outcome by:
(1) varying just that condition while holding fixed all other possible conditions, or (2) varying just that condition while holding fixed all other possible conditions that could affect the outcome”.

Usually MC/DC is measured by instrumenting the source code in order to observe information about taken paths, executed statements and evaluated conditions. Instrumentation is intrusive (causes disruption) and needs to be removed after the coverage measurement while it has to be proven that the behavior of the code with and without instrumentation does not change. Alternatively it is possible to leave the instrumentation in the released code but that would consume resources that are valuable in embedded systems widely used in this domain.

In this paper, we describe a novel approach of how MC/DC can be measured non-intrusively by analyzing program traces obtained from modern hardware-based tracing facilities such as IntelPT). Our approach is based on the idea that every condition in the source code is translated to a conditional jump on the object code level [2]. Program traces contain information about taken jumps during the execution and make it possible to reconstruct the evaluation of each condition without instrumentation.

∗This work was partially supported by European Union’s Horizon 2020, through project 732016, COEMS (Continuous Observation of Embedded Multicore Systems).
2 MC/DC Tool Implementation

Our tooling [6] consists of the following parts: a frontend that detects so-called decision (boolean expressions) that are used in conditionals in C source code, a mapping from conditional jumps in the object code back to those decisions, and an analysis that computes satisfaction of the MC/DC coverage relation on those decisions from an execution trace as shown in Figure 1. This analysis takes as input a stream of instruction addresses decoded from IntelPT-data recorded while running the software under test.

In order to find decisions in the source code we use the Abstract Syntax Tree (AST) representation provided by LLVM. With LibTooling and the AST-matcher [9], our tool detects all conditions in if-, for- and while-statements in the source code and gathers corresponding information as line and column numbers and then-statements.

The direct mapping between conditions and conditional jumps in the object code is possible by utilizing debug symbols provided by the compiler. We use clang 5.0 or better since this compiler provides rich debug symbols containing even line and column information (compiler option -g -XClang -dwarf-column-info). Combined with the detected decisions, we then can detect all conditional jumps that are useful for measuring MC/DC based on traces. The mapping has been implemented with Python and is usable in a command line or via a Graphical User Interface (GUI).

Nowadays, different program tracing technologies are available including: 1) ARM CoreSight used by ARM processors for debug and trace for multicore SoCs [1]; 2) Intel Processor Trace (IntelPT), an extension of Intel Architecture that traces program execution (every branch) with low overhead [5]. We use IntelPT to generate a trace of the execution of a program. The technology is widely available, which makes it suitable for this proof-of-concept tool. With perf, the Linux-kernel provides an easy-to-use implementation of the recording and reconstruction of IntelPT-traces. Because the reconstructed trace becomes excessively large even for short executions time, we filter the trace and only store those instructions that contain information that is relevant to measuring MC/DC.
3 Performance Evaluation and MC/DC Measurement

The performance evaluation of our MC/DC tool is based on C programs containing conditionals with Boolean expressions. The tool chain of detecting all decisions, mapping conditions to conditional jumps, running and tracing the program and measuring MC/DC based on the trace is used via a GUI.

We show the detected decisions and visualize the measured coverage in the source code, calculate which decisions have been covered according to the MC/DC criterion. This can help developers in devising additional tests. For a decision with $n$ conditions and which has been evaluated $m$ times, MC/DC is measured by filling the table with $m$ rows and $n+1$ columns with the reconstructed evaluations of the conditions (the last column shows the outcome of the decision) and comparing pairwise all the rows with different outcomes. If two compared rows contain a different entry (false and true) for exactly one condition, these two assignments show the independent effect for this condition. More details about MC/DC tool can be found on the following link: https://www.coems.eu/non-intrusive-mc-dc-measurement-ifm/.

Our tool shows the feasibility of measuring MC/DC without instrumentation based on program traces. However, there are some limitations. It is necessary to disable optimizations during the compilation because even on the first optimization level many conditions are not directly translated into conditional jumps but into conditional moves, jump tables or indirect branches due to performance reasons. Because the program trace contains no information on how these instructions are evaluated, they cannot be used to reconstruct the evaluation of conditions. Another problem of our approach is that the trace data becomes excessively large for longer executions. To address this issue, we want to use FPGA-based hardware to record the trace [4] without using perf. Moreover, we will examine to what extent IntelPT can be used in terms of time and size with or without perf. With the experience gained from measuring MC/DC coverage, we plan to analyse coverage for concurrent programs. We also plan to use the trace information to identify hot-spots and contention in programs.
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1 Introduction

Modern increasingly parallel and distributed computing systems highly rely on the concepts of concurrency, distribution and modularity. Efficiency as well as reliability is a very challenging problem for these complex and dynamic software systems used for computationally intensive applications. Combining an abstraction theory with deductive formal verification provides a technique to reason about concurrent and non-deterministic software programs at a high abstraction level. It verifies functional correctness of a program along with data-race freedom and memory safety [1].

In order to reason about parallel programs, in earlier work, we proposed a practical abstraction theory, using the notion of process algebra and static program verification techniques [1,2]. The abstraction theory allows one to reason about an abstract model of the program instead of over a concrete model and this makes modular verification easy and manageable. Compositional reasoning analyzes the program efficiently by enabling local reasoning of a program and verifies its global behaviour [3]. We can optimize the program verification techniques and make them modular at the process algebra level by employing the concept of compositional reasoning. The aim of our work is to formalize this existing abstraction theory and to extend it with a general compositional abstraction theory for the models of concurrent and distributed software programs.

2 Approach

Our approach uses a deductive formal verification technique to specify the program behavior. Permission based separation logic (PBSL), an extension of formal Hoare Logic, is used to annotate the program. Process algebra, a well-known technique to represent the abstract behaviour of parallel program, is used by defining actions with certain contracts to describe the atomic behaviour and these actions are combined into processes using sequential and parallel composition operators. The abstraction connects program code with atomic concurrent actions and in this way the behaviour of reactive and non-terminating programs is specified. Program behaviour is verified using automated tool support. We
plan to develop a compositional reasoning approach to reason about the abstract models, based on assume-guarantee [4], in order to verify properties over concurrent and distributed programs. We already have established a collection of sound proof rules that can be used to prove the correspondence between the concrete code and the abstract model. The proof rules are incorporated in the VerCors tool set, in order to have automated support to reason about abstractions [5].

In order to fully explore and understand our approach, the presented technique will be used to reason about an implementation of software transactional memory algorithms. We will specifically apply it to the FASTLANE mode of the FastLANE algorithm [6,7] in which the synchronization of parallel threads on shared memory is very challenging. As a first step, we will formally specify and verify the behaviour of FASTLANE mode using our proposed abstraction technique in the VerCors tool set. This case study will be further discussed during the presentation. Thus, we aim at providing a practical verification technique for compositional verification of functional properties of concurrent programs, by means of abstractions.

3 Future work

As a further step, we will explore the verification of lock free data structures using program verification and abstraction. We also will investigate if we can further extend abstraction-refinement techniques for the verification of concurrent programs.
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Abstract. It is notoriously hard to correctly implement a multiparty protocol which involves asynchronous/concurrent interactions and the constraints on states of multiple participants. To assist developers in implementing such protocols, we propose a novel specification language to specify interactions within multiple object-oriented actors and the side-effects on heap memory of those actors; a behavioral-type-based analysis is presented for type checking. Our specification language formalizes a protocol as a global type, which describes the procedure of asynchronous method calls, the usage of futures, and the heap side-effects with a first-order logic. To characterize runs of instances of types, we give a model-theoretic semantics for types and translate them into logical constraints over traces. We prove protocol adherence: If a program is well-typed w.r.t. a protocol, then every trace of the program adheres to the protocol, i.e., every trace is a model for the formula of its type. The full paper for this work is part of the proceedings of iFM’18.
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*Hybrid systems* are systems with mixed discrete-continuous behavior. *Hybrid automata* are a popular formalism to model hybrid systems. When modelled as a hybrid automaton, the safety of a hybrid system can be analyzed by computing the set of all reachable states of the hybrid automaton model and intersecting it with a user-defined set of unsafe states.

Though this reachability problem is in general undecidable, several incomplete approaches have been proposed. One class of these approaches is based on the computation of *flowpipes* to over-approximate the set of all reachable states. These analysis techniques need a representation of state sets and operations on these representations to implement set operations like intersection, union, linear transformation etc. in an over-approximative manner. To support the fast development of such methods, we developed a C++ library HyPro [SÁBKM17], which provides different datatypes for the representation of state sets (e.g. boxes, convex polyhedra, support functions, zonotopes), data structures for hybrid automata, and utility functions for conversion between representations, plotting and parsing.

In this abstract we report our tool HyDRA for flowpipe-construction-based reachability analysis of hybrid systems. Initially being used as a prototype to show general applicability of the library, the HyDRA tool has been continuously developed and extended with new approaches. In its current version, it provides a modularized basic reachability analysis algorithm based on flowpipe construction, which has been enhanced by several features:

**Partial path refinement.** In our work [SÁ18a] we developed an extension of the basic reachability algorithm which allows counterexample-guided abstraction refinement: using a state set representation that provides fast computations at the cost of large over-approximation error we might succeed to prove the safety along some paths but fail on some others. In the latter case we refine computations along the counterexample paths by using more precise configurations or other state set representations to resolve spurious counterexamples during analysis. The method of refinement for counterexample paths is chosen from a pre-defined ordered sequence called the refinement strategy. During the refinement, our approach exploits information collected during previous computations to speed up the refinement of certain paths in the induced search tree. At the moment we collect time intervals in which discrete transitions were enabled to reduce the effort spent to detect enabled transitions in following runs.

**Parallelization.** A recent extension of our tool described in [SÁ18b] allows us to analyze different execution paths in parallel to speed up the overall analysis. Our approach incorporates several techniques to reduce synchronization effort as well as to balance the work distribution among worker threads during the analysis.

**Subspace decomposition.** In [SNÁ17] we proposed an approach to effectively reduce the dimension of the state space in which the computations take place. The basic idea is to decompose the variable set into subsets such that all atomic constraints in the model use variables from
exactly one of the subsets; this property is called \textit{syntactic independence}. We have implemented this approach in our tool to automatically determine syntactically independent subspaces and further select suitable analysis methods individually based on the dynamics of each particular subspace. In this context we have extended our portfolio of analysis methods by an approach dedicated for the efficient reachability analysis of timed automata.

\textbf{Future work.} Following our work on partial path refinement, we plan to develop an extension in which potential counterexamples that cannot be declared as being spurious during analysis are verified using simulation approaches [NÁCC14]. Our plan is to simulate a fixed set of traces of the given system to be able to provide more detailed information as to why a given system might be unsafe.
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Abstract
The typical formal method workflow is aided by a broad variety of tools, each featuring a multitude of configuration options. However, selecting the right tool with suitable configuration depending on a given problem instance is a non-trivial task. Therefore my research proposal is to explore whether the process can be automated using AI techniques. Beginning with a backend selection for the model checker ProB the aim is to work towards fully automated configuration.

1 Introduction

The typical formal method workflow consists of writing specifications and analysing them using proof techniques and model checking. For both tasks, a variety of tools exists, each featuring a multitude of configuration options. However, selecting the right tool for a job and choosing the optimal configuration is a non-trivial task, even for an expert. This is in alignment of the No Free Lunch theorem [18, 17], and also affirmed by empirical evaluation on verification tasks as shown in [7] for the B method.

In related work, machine learning powered heuristics for an algorithm portfolio already proved to perform well for SAT instances, as shown by SATZilla [19]. For first order logic with equality, an automated heuristic selection employing machine learning [2] was developed for the E Theorem Solver [15]. As those approaches already provided promising results in their own subdomains, I focus my research on the question whether a tool selection can be automated for more complex problems encountered in formal methods.

Section 2 outlines my research proposal, whereas my previous work on the subject is summarised briefly in Section 3.

2 Research Goals

My research proposal is to explore the applicability of artificial intelligence (AI) techniques, primarily that of machine learning algorithms, for assembling a heuristic to enhance both tool selection and tool configuration for formal verification tasks like constraint solving.

Applications for formal methods might include selection of a suitable tool for a given problem instance, attribute classification aiding in selection of different settings for model checking, or regression of estimated time needed for model checking. This poses the need for a set of suitable features on which machine learning techniques can operate. Compiling such a feature set requires extensive domain knowledge and expertise and acquiring it is a cumbersome and extensive task. However, once a satisfactory performance of a learning algorithm is achieved, the relative importance of individual features for the prediction step could further be analysed, eventually leading to a deeper insight of why specific tools perform better on given instances than others. Thus, this research could increase our understanding of the problem domain in the long run.
3 Previous Work

In previous work [5], I explored the applicability of using deep neural networks [14, 6] for achieving a selection heuristic which predicts for a given constraint the most suitable solver. Hereby I focused on the B method [1]. The problem instances were B predicates, and the selection step was to decide which backend of ProB to use.

The B method [1] consists of a formal verification language for specifying software systems which can be proven mathematically. B utilises sets for data modelling, general substitution for state modifications, and refinement calculus. ProB [11, 10, 9] is an animator, model checker, and constraint solver. At its core, ProB is written using SICStus Prolog’s CLP(FD) library [3] to solve constraints posed by a given specification. Besides its native constraint solving backend, ProB offers the ability to substitute and support it with alternative backends, such as the SAT-based Kodkod Constraint Solver [16] (connected to ProB via [13]) or the SMT-based Z3 Theorem Prover [4] (connected to ProB as outlined in [8]).

I generated training sets for each experiment, having an equal representation of favoured backends and consisting of 50,000–60,000 predicates (depending on the experiment in question). Those predicates were extracted and generated from 3638 B machines stemming from different application areas and thus varying in size and complexity. The experiments consisted of

1. Classifying whether a predicate is decidable by ProB alone or not,
2. Selecting between ProB and Kodkod, and
3. Selecting between ProB and Z3.

The training was conducted over three handcrafted feature sets growing in number of predicate features extracted. Those features were directly calculated over the AST of the respective B predicate and integrated domain-knowledge (by experience) of the B method.

Additionally, predicates were transformed into images to train a convolutional neural network as proposed by [12]. This approach maps characters to gray scale pixels, and fits them into a square image which is then scaled to a fixed size. As for these images no prior domain-knowledge was necessary, they served as a reference implementation to measure the relative performance of the handcrafted features.

Figure 1 presents the best trained models for each of the aforementioned experiments, conducted over the handcrafted features and the generated images respectively. The $F_1$-Score hereby serves as measure of performance, being the average of a model’s precision and recall. Precision is the probability of a predicted backend to be the correct choice for a predicate, whereas the recall of a certain backend describes the probability that it will be predicted for predicates it is most suitable for.

It appears that those experiments between ProB and Z3 produced more robust (in terms of steady learning curves) or better performing (in terms of correctness of predictions) models than the corresponding Kodkod experiments. This might be due to the distinct algorithms employed by ProB and Z3. Conducting further experiments over these two backends might yield well-performing results.

Much more interesting however is the fact that the handcrafted features in each experiment performed worse than the corresponding image based approach. This puts further emphasis on how complex the problem domain is in the first place and how powerful of a tool machine learning is.
Conclusions

The evaluation of the results and insights gathered from the aforementioned previous work lead me to believe that the approach of using AI techniques to automate a backend selection for ProB is promising. We apparently do not understand the problem domain enough to outsmart simple images of the predicates. Making use of machine learning algorithms and then extracting their gathered knowledge might lead to a deeper insight of why certain predicates are easier to decide with specific backends, allowing to further increase performance of solvers on specific problem instances. Neural networks however might not be the most promising way to achieve such knowledge, but other algorithms (e.g. decision trees and random forests) might.

On the other hand, the predicate to image translation appears to be a sensible approach for future work. Better performing models may be trained without the need to further analyse the problem domain beforehand. Using a sequence oriented model, such as that of a recurrent neural network, might be an even more sensible choice. B predicates are essentially sequences of characters, rendering such a technique an intuitive approach.

Overall, the combination of formal methods and machine learning algorithms has a lot of potential and I would like to investigate further which algorithms are applicable for different problem statements.
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