## Abstract
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Abstract

To our knowledge, there are no studies in which a possible causal effect of education on dental health has been examined. Such studies are needed in order to predict whether more schooling for people with poor dental health, improves their dental health. Within social science, and in economics in particular, several methods have been developed to make causal inferences of the relationship between education and general health. These methods, which are based on observational data, are relevant to use for estimating a possible causal effect of education on dental health. This commentary provides an overview of the state-of-the-art of the following methods: the use of instrumental variables, twin studies and a regression discontinuity design. By using these methods, reversed causality and the omission of a third variable that influences both education and dental health are can be controlled for. In that way, an unbiased estimate of the effect of education on dental health can be obtained. In order to implement each of the methods correctly, several criteria have to be fulfilled. These criteria are outlined and discussed below.
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Running title: a possible causal effect of education on dental health
Introduction

One of the most robust findings in the dental literature is the positive association between education and dental health. This relationship is found in many countries, at different educational levels and for various indicators of dental health. In a broader sense, the positive association between education and health is so ubiquitous that it is often referred to as “the gradient”. However, this association may not reflect a causal relationship.

To my knowledge, there is a lack of studies in which a possible causal effect of education on dental health has been examined. Although correlation studies have a role to play, I believe that the most interesting research is about cause and effect. This is because causal estimates can be used to make valid predictions about the consequences of a change in circumstances or policies. For example, does more schooling for people with poor dental health, improve their dental health?

During the last 5-10 years, within the economic literature, there has been a lively debate about whether the relationship between education and health is causal or not (for example see: ). Alternatively, how much of it is causal? In this commentary, I will refer to this discussion, and relate it to the field of dentistry. Within the economic literature, a broad range of methods have been adopted for the estimation of causal effects. These methods are relevant to use for the estimation of causal effects of education on dental health. The strengths and weaknesses of these methods are discussed below. I will discuss the effects of formal education only. Use of non-formal education, such as the use of Google and Wikipedia as an easy and useful source of general and specific knowledge to solve problems is not discussed.

Education – an important policy instrument

This discussion about causal effects of education on dental health is highly relevant for policy because, certainly in the long run, education is amenable to public policy interventions. For example, during the second half of the last century there has been a
remarkable increase in the level of education in most western European countries\textsuperscript{9-14}. In 1960 only 5\% of the population aged 25-64 years had tertiary education (Fig. 1). This figure is the average for 14 western European countries. In 2005 the proportion had increased to nearly 30\%. To a large extent, this increase is the result of public policies, which have led to a substantial increase in the number of colleges and universities. Demand side policies have also been effective, such as student grants and loans to stimulate young adults to continue their education to a higher level.

It is commonly believed that more schooling has given pecuniary returns, both to the individual and to society as a whole. At the individual level more schooling leads to an increase in labour participation and to higher earnings\textsuperscript{15}. At the more aggregate level, an increase in the proportion of young adults with tertiary education has made a substantial contribution to the economic growth seen in most western countries during the second half of the last century\textsuperscript{16}. The issue is to what extent more schooling also provides non-pecuniary returns, such as happier marriages, better parenting, more stable social networks, more trustworthy individuals and better general health, dental health included. Better health is often singled out as the key non-pecuniary benefit from additional schooling\textsuperscript{17}.

From a policy and efficiency point of view, it is a great advantage if education leads to an increase in both pecuniary and non-pecuniary benefits. By using one policy instrument only, i.e. raising the level of education, governments can achieve two aims simultaneously: raise the wealth of the population and improve health. In the long run, this would be a more successful policy than focusing on policies that only aim to improve health, such as increasing public health care expenditure. In fact, such policies may not be that effective. More resources spent on curative health care may have a minor effect on the health of the population\textsuperscript{18-21}. 
What does schooling do?

Within a broader context, and depending on the region/country, schooling serves several aims, such as\textsuperscript{22-24}:

- to develop personal autonomy and development of knowledge, skills and attitudes so that pupils can master their lives and as adults take part in working life and society
- to promote values related to democracy, equality and solidarity
- to teach pupils to act ethically and to respect human dignity and intellectual freedom.

With respect to the possible effect that schooling may have on health, the development of skills is particularly important. There are at least three types of skills\textsuperscript{25}:

- Knowledge-based skills:
  Students learn to use information to develop skills that are needed to perform specific tasks.
- Critical thinking skills:
  Students learn logical reasoning so that they are able to assess information and draw inferences or conclusions that are supported by evidence.
- Social skills:
  These skills facilitate interaction and communication with others, \textit{such as interaction with authorities and social structures/systems}.

The key question is then: Do the skills acquired through schooling lead to better dental health? A plausible answer is “yes”. In that case, the positive association between education and dental health should be interpreted as causal. This association could then be estimated using ordinary least squares regression analysis. However, there are other factors that can cause a positive association that have to be controlled for, i.e. eliminated from the picture. These factors are reversed causality and the omission of a third variable that influences both education and dental health\textsuperscript{6,26}. Unless reversed causality and the third variable are
controlled for, the regression coefficients measuring the effect of education on dental health are likely to be biased, i.e. the causal effect will be overestimated.

**Reversed causality**

The direction of causality may run from better health to more education. In that case, health status contributes to the individual’s social status. Within the literature in epidemiology and sociology, this is commonly termed a selection effect or a social drift effect\(^\text{27,28}\). These effects are most likely for diseases with an early onset that affect adult health. According to Grossman and Kaestner (1997) the observed relationship between adult health and schooling most likely suffers from an omitted variable bias unless infant/child health is controlled for in the analyses\(^\text{26}\). The omitted variable (infant/child health) is positively correlated with both adult health and schooling. Therefore, the omitted variable bias will be upwards\(^\text{26}\). Currie (2009) and Eide and Showalter (2011) have given excellent reviews of the literature that deals with the effects that infant/child health has on adult health and on education\(^\text{29,30}\). There are several pathways in which these effects may run – a few pathways are given below.

First, it is well established that infants with low birth weight have poorer school outcomes than infants with normal birthweight\(^\text{31-38}\). In addition, low birth weight is associated with poor health later in life; such as high blood pressure, cardiovascular disease, diabetes, asthma, kidney disease, mental disorders and caries\(^\text{39-45}\). Several of these health conditions are risk factors for reduced life expectancy.

Second, children’s and adolescents’ mental health has recently been recognized as being important for future life outcomes. For example, adolescents with behaviour problems such as hyperactivity and conduct disorders have significantly less schooling, lower earnings and less employment\(^\text{46-49}\). Teenagers diagnosed with ADHD have lower cognitive test scores than other children for mathematics and reading, much higher probabilities of being in special education or having repeated a year at school, and more
likely to suffer recurrent mental health problems as adults\textsuperscript{50-53}. These effects are larger for ADHD than for other mental health problems, such as depression, among teenagers\textsuperscript{51}. Mental health symptoms that are not a diagnosis, such as mood changes and sleeping problems, may also be important for teenagers’ performance at school.

Third, older children who are sick or malnourished during childhood, independent of their birthweight, are more likely to miss school, learn less, and ultimately obtain fewer years of schooling\textsuperscript{26}. Sick children are also more likely to become sick as adults. Specific diseases among children and adolescents that have been identified as being important for future educational attainment and adult health are: migraine, asthma and infectious diseases such as typhoid, measles, influenza and diarrhea\textsuperscript{54-57}.

**Omission of a third variable**

Third variables influencing both education and health will lead to a biased estimate of the causal effect of education on health. In the case that the omitted variables are positively correlated with both education and health, the estimate will be upward biased. Third variables often mentioned in the literature are: parent’s and sibling’s level of education, cognitive ability, place of residence, and characteristics of the spouse\textsuperscript{6,17,26} (Fig. 2).

Evidence from both the economic literature, and from the non-economic literature such as psychology, sociology and epidemiology, has shown that wealthy parents are likely to invest more in their children’s health and in their education than less wealthy parents\textsuperscript{7, 58-63}. Therefore, unless family characteristics are controlled for, the regression coefficient measuring the effect of education on dental health is likely to be biased. Ability is another important confounding variable that should be controlled for. Smarter individuals may be more likely to obtain more schooling and to take better care of themselves, for example by having more favourable health behaviour\textsuperscript{64,65}. Another potential confounder is place of residence\textsuperscript{66,67}. For example, highly educated and wealthy individuals tend to live in affluent areas. These are also areas where the quality of both schooling and medical services is likely to be high. Finally, characteristics of the spouse may be an important confounder. A
highly educated person may marry a person who is also highly educated, and who has favourable health behaviour. Spillover effects with respect to adapting each other’s health behaviour are likely\textsuperscript{68-72}.

In the economic literature, the third variable most often mentioned is time preference\textsuperscript{73,74} (Fig. 2). Decisions about education and health involve trade-offs of different outcomes over time. How does the individual trade off current outcomes over future outcomes?

People with a strong preference for the future relative to the present are more likely to invest in education, and at the same time they are more likely to engage in healthier activities and habits. Conversely, people who value the present highly will invest less in both education and healthy activities, such as looking after their teeth. It then follows that time preferences are likely to be positively correlated with both education and health. Unless these preferences are controlled for, the regression coefficients measuring the effect of education on health are likely to be upward biased, i.e. the causal effect will be overestimated\textsuperscript{75}. Therefore, time preferences must be controlled for.

As early as 1982, the award winning health economist Victor Fuchs rejected the hypothesis that education has a causal effect on smoking\textsuperscript{73,74}. He showed that a negative relationship between education and smoking was due to time preferences. Time preferences represent the individual’s preference for current outcomes over future outcomes, i.e. preferences over the timing of outcomes\textsuperscript{75}. The time preference hypothesis has been tested by several researchers during the decades that followed after Fuchs’s work. The main conclusion from that research is that the effect of education on health is markedly reduced, but does not disappear when time preferences are controlled for\textsuperscript{75,76}.

The instrumental variable approach

It is hard to distinguish a possible causal effect of education on dental health from potential confounders. One possibility is to make a list of all the confounders one can think of, and
include them in a regression model with education as the key explanatory variable and
dental health as the outcome. This approach is difficult, mainly because several
confounders are difficult to identify and measure. For example, how do you get a valid
measure of ability? Even if the confounders could be measured, they may not be available
in the set of data, or they may have been measured imprecisely.

Even if a possible confounder is available in the set of data, it should not necessarily be
included in the analyses. This is supported by the evidence from research within the field of
directed acyclic graphs. The so-called colliders are of special interest. A variable is
classified as a collider when it is the outcome of two variables of interest, for example an
exposure and an outcome. Controlling for a collider will cause the regression coefficient
between the exposure and the outcome to be biased. This is because controlling for the
collider opens the path between the exposure and the outcome, introducing a spurious
(non-causal) association. The collider introduces a spurious (non-causal) association
between the exposure and the outcome. In technical terms, the collider “blocks” the
association between the two variables of interest.

Both unobserved variables and colliders are a challenge, because they easily introduce bias
in the estimates of causal effects. To correct for these biases, several statistical techniques
have been developed. In econometrics, probably the most commonly used technique is
the use of instrumental variables. Within dental public health and dentistry in
particular, instrumental variables have hardly been used. Instrumental variables began
to be used in econometrics a long time ago. A substantial amount of work has subsequently
been done to develop methods using these variables within epidemiology. One can
think of an instrumental variable as a device in which pseudo randomization is achieved
using observational data. In an experiment, the assignment of individuals to a control group
and a treatment group is done by randomization; i.e. they are not allocated to a group
according to factors that are correlated with the outcome. Instrumental variables are like
a natural experiment. With the use of instrumental variables, the idea is to mimic the
random assignment of controlled experiments by taking advantage of incidents where
nature (for example floods, hurricane) or institutional rules and designs (for example
introduction of any health care strategy, educational reforms) give rise to random variation. It exploits the fact that nature sometimes makes random assignments. Therefore, such strategies for identification are often referred to as natural or quasi-experiments.

Within epidemiology and social sciences randomized controlled experiments are seldom feasible. It would be unethical, practically difficult and very costly to randomly allocate preschool children into a “treatment group” and a “control group”. The treatment in this case is higher education, and the control group is compulsory schooling only.

Ideally, one would also want to observe the same child both as a control subject and as a test subject. This is not possible. The key issue is then to estimate what would have happened in the counterfactual situation; i.e. which outcome a treated person would have if he or she had not been treated. Differences in outcomes would then be fully explained by differences in length of schooling. As the counterfactual situation is not possible to observe, statistical techniques and research designs have been developed that have helped researchers to come as close as possible to this counterfactual comparison. Use of instrumental variables is one such technique, which if certain assumptions are fulfilled, is an effective tool to obtain causal estimates (Fig. 3).

These assumptions are:

First, the instrumental variable must have a clear effect on the treatment variable; in our case on educational level. This is usually termed “instrument relevance”.

Second, the instrumental variable must not be correlated with the error term in the first stage regression, i.e. where the treatment variable is regressed on the instrumental variable. Alternatively, for a strong instrument this correlation can be small.

Third, the instrumental variable must not be correlated with the error term in the regression equation. This is usually termed “the exclusion restriction”. This means that the instrumental variable has an effect on the outcome only through the treatment variable. In
that case, biases caused by reversed causality and omission of a third variable are eliminated.

**One type of instrument – school reforms**

The trick is then to find a convincing instrumental variable. Valid instrumental variables are developed from a combination of in-depth institutional knowledge of the sector under study, and insight into the mechanism that determines the relationship between the instrumental variable and the treatment variable. So far, within the social science literature, the most promising type of instrumental variable has been the introduction of compulsory schooling laws. Such laws were introduced in several European and North American countries in different time periods during the last century.

Typically, one of the most prominent effects of these laws was that the number of years of compulsory schooling was increased. In several countries, the number of years of compulsory schooling was increased from 7 to 9 years during the 1960s and the 1970s. The laws were implemented at a national level and encompassed all preschool children; i.e. there was no selection of preschool children to the treatment group or control group according to their abilities, or their parents’ level of education. The “treatment” group was then comprised of children with 9 years of compulsory education, and the “control” group was comprised of children with 7 years of compulsory education.

Several economists have used the random variation induced by the introduction of compulsory schooling to estimate causal effects of education on different types of health outcome measures (for example see). Such studies have been performed in the United States, Great Britain, the Netherlands and the Scandinavian countries. In several of the studies, but not all of them, a causal effect of education has been found. Typically, the regression coefficient from the instrumental variable estimation is smaller, often much smaller, than the ordinary least squares estimation (for a review see). This underscores the importance of using a statistical technique in which confounding variables have been
controlled for. These confounding variables are unobservable, hence their individual effects cannot be estimated.

Several studies have found that the causal effects vary by gender. For example, in a study from Germany, Kemptner et al. (2011) used the random variation induced by a school reform to estimate causal effects of education on different types of health outcome measures separately for men and women. In Germany, the number of years of compulsory schooling increased from 8 to 9 years during the period 1949 to 1970. Kemptner et al. (2011) showed in the first stage regression that the introduction of a compulsory 9th grade led to an increase in schooling of 0.6 years. This is equivalent to the effect shown by the arrow from the instrumental variable to the treatment variable in Fig. 3. For men, the second stage estimate showed that one more year of schooling led to a reduction in the likelihood of work disability of 3.2 percentage points, and of suffering from a long term illness of 4.1 percentage points. These figures are equivalent to the effect shown by the arrow from the treatment variable to the outcome variable in Fig. 3. In contrast to men, women did not gain from more schooling in terms of improvements in health: the second stage estimate had an insignificant effect on health outcomes.

Typically, all most studies in which a school reform has been used as an instrumental variable have been performed using panel data. Use of panel data is a great advantage, as it makes it possible to perform an anti-test (placebo test). Such a test can be used to assess the validity of the instrumental variable. An anti-test provides counter evidence by estimating a model in a context where no effect should be found. If an apparent effect is found, then the validity of the instrumental variable is questionable.

With panel data we can test the assumptions of instrumental variable estimation by pretending to perform an experiment in which we pretend that the increase in the number of years of compulsory schooling was introduced earlier than it actually was introduced. In such an experiment, we do not expect the reform to have any effect on health outcomes. If
there is an effect, the instrumental variable would be correlated with a third variable. Then we have a poor instrument.

**Weaknesses of the instrumental variable approach**

In the literature, different types of instrumental variables have been suggested. Most of them, but not all, have been dismissed (for a review see:6). The main reason is that the instrumental variable does not have a clear effect on the treatment variable. The correlation between the instrumental variable and the treatment variable might be small, i.e. the instrument is weak. This will occur with confounding90. Generally, the correlation between the instrumental variable and the treatment variable becomes weaker as the amount of confounding becomes larger. A weak instrumental variable leads to a biased estimate of the treatment effect. This bias will be in the direction of the estimate from the ordinary least squares regression of the outcome on the treatment variable90. Information about the size of the bias can be obtained from the F-statistic, where the treatment variable is regressed on the instrumental variable (i.e. the first stage regression). An F-value close to 1 indicates a large sample bias, whereas a value of 10 indicates that the bias is negligible106. A strength of most studies in which the introduction of a school reform has been used as an instrumental variable is that the F-values have been high95-97,99-101,107.

A potential weakness of using compulsory schooling laws for identification is that the consistency assumption for causal inference may be violated. This assumption “entails that the exposure is defined with enough specificity that different variants of the exposure do not have different effects on the outcome”108. Commonly, education is operationalized as the number of years of compulsory schooling. This measure does not capture different aspects of school quality; such as differences in school term duration. Another factor to consider is that compulsory schooling laws either introduce an extra year of schooling at an early age (for example the school entry age is reduced from 7 to 6 years of age) or an extra year of schooling in adolescence (for example the school leaving age is increased from 14 to 15 or 16 years of age). Young and old children are at different stage of development.
This is not taken into account in the instrumental variable estimation, where the number of years of schooling is the treatment variable. Rehkopf et al. (2016) argue that “multiple attributes of education that are not typically specified may be differently associated with health outcomes, thus use of standard measures of level of education may violate the consistency assumption.” In that case, the instrumental variable does not give a valid estimate of the causal effects of education on health outcomes. This has led researchers to look for alternative methods to estimate causal effects. Two such methods are twin studies, and studies with a regression discontinuity design.

**Twin studies**

Identical (monozygotic) twins share common genes and have a common family background. Therefore, at the end of the last century, twin studies were considered to be a very promising way of estimating the causal effects of education on health outcomes. It was commonly believed that confounding variables related to intelligence and family characteristics were controlled for with samples of identical twins.

However, there are few identical twin studies in which the effect of education on health outcomes has been examined. In the few studies that exist, the effect of education is smaller in twin studies than in studies of the general population. This indicates that intelligence and family characteristics are important confounding variables.

One challenge when studying identical twins is to get a large enough sample. A larger sample can be obtained by including non-identical (dizygotic) twins in the samples. That improves the statistical power of the analyses. Dizygotic twins are expected to share the same family environment, but their genes are different. **However, it can be questioned whether the family environment is similar for both twins. For example, twins that are not of same sex may be treated differently by parents, teachers and society in general.**

An interesting approach is to compare the similarity in health outcomes according to schooling of identical and non-identical twins. Such a comparison could provide insight
into the role of genes as opposed to family characteristics in determining education and
health outcomes\cite{109,110,112}. For example, we might find an effect of education on health
outcomes for non-identical twins, but not for identical twins. That would indicate that
genetics is the confounding variable that determines both level of education and health.

An extension of non-identical twin studies is comparison between siblings and between
cousins. This is frequently done in epidemiology, public health and psychology\cite{78,113-116}. In
studies with a sibling-comparison design, the researcher exploits the fact that siblings share
the same family environment as well as half the genome\cite{78,117}. Outcomes are compared
between siblings who are discordant on the intervention, and who are as similar as possible
in family context and genetic predisposition. To my knowledge, There are no a few studies
in which a sibling-comparison design has been used to estimate the causal effects of
education on health outcome\cite{118,119}. Such a design is not without its limitations. A concern
is that the design is sensitive to measurement error and to confounding from factors that the
siblings do not share\cite{116,117,120}. Further, there should be no carryover effects; i.e. the effect of
each participant’s exposure to the risk factor should not influence the unexposed
participants\cite{116,117,120}. This assumption may be difficult to fulfill in the case where the
exposed sibling and the unexposed sibling vary in years of schooling only. Skills and
knowledge may well be transferred from the sibling with the most schooling to the sibling
with the least schooling. The effect of schooling may then be underestimated.

Recently, several shortcomings of identical twin studies have also been suggested\cite{112,121}. Are differences in schooling between identical twins random? Since monozygotic twins are
meant to be genetically identical, it has been assumed that any variation in their schooling
must be purely random. This may not be the case.

Monozygotic twins are different because they have different experiences. Different
experiences begin as early as in the womb. For example, they compete for nourishment in
the uterus. The “winner” grows and thrives at the expense of the “loser”. The result is a
difference in birthweight, which is correlated with a difference in educational attainment,
ability and health later in life\cite{34,122-124}. After birth, twins continue to experience different
environments. For example, they may be separated when they start school by being placed in different classes, then they are exposed to different teachers and classmates. Parents do not treat identical twins the same; a less able twin may be treated differently from a more able twin. Also, identical twins have different personalities, and this also causes parents to treat them differently. Finally, from an early age twins have a psychological need to be individuals. This increases their differences.

This indicates that differences in schooling between identical twins may be systematic rather than random. If these systematic differences are correlated with both education and health, then identical twin studies are not likely to provide causal estimates of education on health.

**Regression discontinuity design**

Regression discontinuity uses precise rules that determine whether an individual ends up in a treatment group or a control group\(^{125}\). The designs are of two types: sharp design and fuzzy design. A graphical illustration of the sharp design is given in Fig. 4. All individuals who score above a predetermined cut-off value are assigned to the intervention group (treatment group), while those who score below are assigned to the control group. This is different from in a randomized controlled trial in which individuals are randomly assigned to a treatment group or a control group. In this simple illustration, the difference or “discontinuity” in the two regression lines provides an estimate of the intervention effect.

The idea of the regression discontinuity design is to compare individuals in a small range above and below the cut-off point\(^{126,127}\). These individuals only differ by being treated or not treated. They are meant to be identical regarding all observable and unobservable confounding variables that could influence the outcome. Any difference in outcome around the cut-off value can then be interpreted as a causal effect of the intervention. A limitation of the regression discontinuity design is that the external validity is often low. The results are difficult to generalize to populations within a broader range from the cut-off value.
An example of a cut-off value commonly used is date of birth, for example the 1st January\textsuperscript{128,129}. In several countries, school start is determined by the calendar year in which children are born. Children who were born in December are the youngest, and those who were born in January are the oldest in their class. Typically, researchers use this difference in date of birth around the cut-off value to examine the effects of age at school entry on outcomes such as test scores, educational attainment and labour market participation (for a review see:\textsuperscript{130}). The question is whether children who start school at a younger age do worse than those who start at an older age.

In a few studies, a fuzzy regression discontinuity design has been used to estimate the causal effects of education on health outcomes\textsuperscript{94,95,131}. In such a design, treatment and control individuals are observed both below and above the cut-off point. The design exploits discontinuities in the probability of treatment. Thus, it can be interpreted as an instrumental variable approach where the discontinuity is the instrument for treatment\textsuperscript{79}. Van Kippersluis et al. (2011) used the discontinuity in schooling caused by a school reform in the Netherlands in the 1920s, to estimate causal effects of education on mortality in old age\textsuperscript{95}. The first stage regression showed that the years of schooling increased by 0.8 years around the cut-off point. Their second stage estimate showed that one more year of schooling reduced the probability of dying before the age of 89 by 3 percentage points. Van Kippersluis (2011) performed several robustness tests, which showed that the treatment was as good as randomly assigned around the cut-off point\textsuperscript{95}.

**Issues related to statistical inference**

All the three methods described above rely on the use of regression analyses for estimation. In order to obtain reliable estimates from the analyses, there are at least three statistical issues to consider. These are:
First, clustering: Typically, the data will have a multilevel structure, for example preschool children living in different municipalities, and twins growing up in different families. In statistical terms, individuals are clustered within a higher order unit. Observations within a cluster are correlated – there is dependence between them. This is because preschool children or twins within the same cluster have some of the same environmental and family background characteristics. Failure to control for within-cluster dependence can lead to misleadingly small standard errors, and consequently low p-values, i.e. the null hypothesis will incorrectly be rejected. Controlling for clustering within data by using clustered/robust standard errors is fairly straightforward with cross-sectional data, but a bit trickier with panel data. With panel data, there is correlation between the same observations over time as well as correlation between different observations at one point in time. The correlation over time is due to the fact that, for example, once a school reform has been implemented it remains in place in all the subsequent years. With panel data, controlling for clustering within data by using clustered/robust standard errors can be particularly challenging in the case of “few” clusters, usually defined as less than 20.

Second, trends: With panel data, it is common to include different trend specifications in the regression analyses. This is particularly important if unobserved variables influence the treatment group and the control group differently. Whether this is the case or not, can be tested. For example, in the analyses using the introduction of compulsory schooling laws as the instrumental variable, municipality specific trends could be included as control variables. The estimate of schooling on mortality is biased if it is influenced by the inclusion of these trend variables. In that case, the instrumental variables are correlated with some unobservable variables in the error term in the regression equation. Then the exclusion criterion for the instrumental variable is violated and the instrument is most likely not appropriate for examination of the effect, which may still be causal.

Third, external validity: For several identification strategies, only part of the population is exposed to the intervention. For example, the introduction of compulsory schooling laws only affects those at the bottom tail of the educational distribution. The
question is whether we can generalize the findings to people in the middle and upper range of the educational distribution\textsuperscript{89,134}. For twin samples, the question is whether the findings can be generalized to the population of people who are not twins. Under certain assumptions such a generalization is possible. These assumptions are outlined and discussed in the broader and more recent literature related to local and average treatment effects\textsuperscript{89,134}.

**Issues related to interpretation of causal estimates**

A relevant question is whether the causal estimate obtained through the use of compulsory schooling laws, should be interpreted as an absolute or a relative effect of education. In the case of an absolute effect interpretation, the focus is on each individual’s level of education, and whether more schooling lowers the risk of mortality or having poor health. An alternative view is that an individual’s health is also a function of the level of education in his or her reference group. Usually, the relevant reference group is defined as individuals who live in the same area, for example in the same municipality\textsuperscript{135-139}. Relative education can then be defined as the level of education of an individual relative to the mean educational level of the reference group. The causal estimates of education on health identified through compulsory schooling laws may represent a relative rather than an absolute effect. This is because a school reform functions as a way of stratifying individuals relative to each other. Those who were exposed to the reform increase their level of education relative to those who were not exposed. **This implies that those who were exposed benefit, in terms of better health, while those who were not exposed may lose out in terms of worse health.**

In the literature in public health and epidemiology, there are numerous studies in which the effects of relative income on health have been estimated. In several studies, it is found that relative income matters (for a review see: \textsuperscript{140-143}). Wilkinson has argued that this is because people are concerned about their place in the social hierarchy, based on their relative position according to income\textsuperscript{144}. Low relative income may cause psychosocial stress and
depression, conditions that are associated with poor health and risky health behaviour such as smoking and drinking. Lynch et al. (2000) further argue that a low place in the hierarchy can easily be translated into “antisocial behaviour, reduced civic participation, and less social capital and cohesion within the community”\textsuperscript{145}. These are all factors that raise the probability of contracting an illness. These effects of relative income are most likely caused by education\textsuperscript{146,147}. In real life, education predates income, and those with more education have higher income. Thus income may be the mediating variable in which education exerts its effect. Most likely, in the case of identification through compulsory schooling laws, this effect is due to a relative effect of education.

Conclusion

There are different strategies that can be used to estimate causal effects of education on dental health. They each have their strengths and weaknesses. Identification through compulsory schooling laws is a promising strategy. This is because in most studies, the instrument has been shown to be valid; as indicated by high F-values. A potential weakness using compulsory schooling laws for identification is that the consistency assumption for causal inference may be violated. In particular, years of compulsory schooling does not capture different aspects of school quality. Identical twin studies have the potential to identify causal effects. The challenge is to get large enough samples, which is necessary in order to obtain sufficient precision of the regression coefficients. Larger samples can be obtained by using non-identical twins, siblings or cousins. However, such a design is not without its limitations. A particular concern is confounding from factors that the siblings do not share. The use of a regression discontinuity design is an alternative. However, the challenge is to find a precise rule to determine whether a child ends up in the group with much schooling (treatment group) or the group with little schooling (control group). It is not obvious what the rule should be.

Whatever the weaknesses are, the use of one or more of the methods outlined above is an improvement on the methodologies that have been used so far to estimate the relationship
between education and dental health. The prevailing methods, which have been correlation studies, have not been able to provide causal estimates. The methods described above have the potential to provide such estimates.
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