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1. INTRODUCTION

Mobile communications encompass most of modern-day life, including professional, personal and even
enterprise applications. In order to enable adequate connectivity and optimized user experience, the telecom
operators or communication service providers as they call themselves nowadays, are constantly introducing
new and emerging technologies which fit to the different environments. Indeed, different technologies and
different configuration are applied in order to achieve satisfactory level of quality of service.

1.1. Motivation

The main objectives of a sound mobile infrastructure are not only to provide appropriate quality of
service for good user experience, and to offer high service availability to the user but also to ensure
economic affordability. The latter objective is in direct conflict with the two first ones and quite often
mobile operators would have to find a good balance between them. This is unfortunately not a trivial task
since the number of users and the demand of bit rates are changing dynamically depending on the situation
such as the required bit rate at a football station during a soccer game could be hundred times more than at
regular daily situation. A static over dimensioning of resources in this case will lead to higher costs and
consequently higher subscription for the users while a static configuration based on normal traffic will result
to loss of service for a certain number of users in peak traffic situation. Consequently, a much more flexible
network solution with dynamic resource allocation is urgently needed (UDDENFELDT, Jan, 2017).

Furthermore, with the advent of the Internet of Things the mission of the mobile infrastructure will be
no longer to be confined to serving human-to-human communication but also to serving device-to-device
or machine-to-machine communication. This constitutes a considerable challenge due the number of
devices and also to their heterogeneous demands in terms of bit rate, latency, packet frequency, mobility,
etc. which current 4G mobile technologies are not capable of dealing with. Again, the demand for new
technologies supporting heterogeneous traffic demands is getting urgent.

To meet the urging needs mentioned above, activities on 5G specifications have been started and the
concept of network slicing has been proposed.

According to 3GPP specification TS 23.501 V1.3.0 (3GPP, 2017)

“A Network Slice is defined as a logical network that provides specific network capabilities and network
characteristics”.

“Network slices may differ for supported features and network functions optimizations. The operator
may deploy multiple Network Slice instances delivering exactly the same features but for different groups
of UEs, e.g. as they deliver a different committed service and/or because they may be dedicated to a
customer”.

“A single UE can simultaneously be served by one or more Network Slice instances via a 5G-AN. A
single UE may be served by at most eight Network Slices at a time. The AMF instance serving the UE
logically belongs to each of the Network Slice instances serving the UE, i.e. this AMF instance is common
to the Network Slice instances serving a UE”.

The 5GPPP in the white paper “View on 5G Architecture” (SGPPP, 2016) has a more business oriented
of 5G and network slicing as follows:

“In responding to the requirements of these services and application, the 5G system aims to provide a
flexible platform to enable new business cases and models to integrate vertical industries, such as,
automotive, manufacturing, and entertainment. On this basis, network slicing emerges as a promising
future-proof framework to adhere by the technological and business needs of different industries”.



“The vision of network slicing will therefore satisfy the demand of vertical sectors that request dedicated
telecommunication services by providing “customer-facing” on-demand network slice requirement
descriptions to operators”.

At first glance the two mentioned definitions seem to complement each other but a thorough review
reveals conflicting requirements. Indeed, mobile operators are aiming at providing different network slices
with different network functions optimizations and features which fit the demands of a vertical sectors such
as automotive, manufacturing, and entertainment. However, the realization of this objective relies on the
assumption that a vertical sector uses only one type of devices and a network slice with specific network
functions and features can meet their requirements. This is unfortunately not always the case. For example,
in health care, there is a need of all three types of devices as follows:

- eMBB (Enhanced Mobile Broadband) devices that have high requirements for bandwidth, such as
high definition (HD) videos, virtual reality (VR), and augmented reality (AR).

- uRLLC (Ultra-reliable and Low-latency Communications) devices that requires high reliability and
low latency.

- mMTC (Massive Machine Type) that have high requirements for connection density, such as smart
city and smart agriculture.

It is hence uncertain whether three types of network slices are required for Health Care vertical or a
unique network slice capable of accommodating all the three types of devices is the best solution. One
major objective of this Master thesis work is to contribute to the clarification of the concept of network
slice via introducing the concepts of softwareization and virtualization of the network function (VNF) of
the mobile network infrastructure. With virtualization, the mobile setups should offer high potential for
scalability, immutability, ease of operation and deployment simplification while paving the way towards
the next generation 5G networks. In the end, the main principles upon which the future generation networks
will be based on, are the software-defined networking (SDN) and virtualization of the network function
(VNF) — key values for empowering the utilization of the network slicing concept.

1.1.Problem statement
To experiment, test and verify the network slice concept, it is necessary to have a 5G mobile network
which is open for configuration and management such that network slices can be configured and instantiated
dynamically. The most straightforward solution is to approach a commercial mobile equipment
manufacturer such as Ericsson, Nokia, Huawei, etc. This option is challenging because it is not simple for
a university to establish a deal with a commercial player, at the same time as a commercial solution may
not be sufficiently open to carry our experiments. Another solution is therefore required.

It is hence decided to attempt building a distinct 5G mobile network. Indeed, if the objective is to test
and verify the network slice concept and not the advanced radio access technologies, it is sufficient to build
an early and primitive version of 5G mobile network consisting of only virtual Network Functions (vVNF)
connected together by SDN courses. Although quite exciting, this alternative solution is relatively
precarious and may prove entirely unachievable.

The main problem addressed by the Master thesis is to demonstrate that it is possible to build an earlier
version of 5G mobile network comprising of simply virtual Network Functions (vNF) connected together
by SDN lanes by using an open source 4G/LTE mobile software.

To address the main problem, the following subproblems shall be considered:

Subproblem 1: Uncertainties about the quality and maturity of open source 4G/LTE software:



e There are currently a few open-source 4G/LTE software, namely OpenAirlnterface5G and

OpenLTE

o However, it is quite uncertain that they are able to function properly and form an operational 4G
LTE network.

e [t is hence necessary to verify that there exists a reliable and operational open source 4G/LTE
software.

Subproblem 2: Difficulties in the virtualization of the open 4G/LTE software:

e Even if the open source 4G/LTE is functioning properly on commercial off-the-shelf (COTS)
it may not work at all when being executed in virtual environments.
e It is hereafter necessary to verify that the open source 4G/LTE software can be virtualized

properly.
Subproblem 3: Challenges in the cloudification aspect of the open 4G/LTE software:

e Even if the open source 4G/LTE could be virtualized, it is still unsure that its cloudification
can function properly due to introduced overheads, propagation delays as well as unpredictable

factors.
o [t is henceforth necessary to experiment and verify that the open source 4G/LTE software can
be cloudified.
1.1.Methodology

To solve the problem stated in the previous section the methodology adopted in this Master thesis work
is a qualitative one, aiming to provide solutions to the subproblems consisting of the following research
components:

e Verification of the quality and maturity of the open source 4G/LTE software.
e Verification of the virtualization of the open source 4G/LTE software.
e Verification of the cloudification of the open source 4G/LTE software.

For each research component an experimental research method is adopted and it consists of the
following steps:

Defining the objectives of the experiment
Identifying the research Problem

e Conducting the Experiment

e Analysis and Conclusions

1.2.0rganization of the thesis

The Master thesis is organized as follows:

e Chapter 1: Introduction gives an overview of the development in the mobile network
technologies and an explanation of the motivation of the thesis work. The problem statement
and the used methodology are also described thoroughly.

e Chapter 2: Background summarizes all the background knowledge and information that are
necessary to read and understand this thesis.

e Chapter 3: Description of OpenAirlnterface5G provides a thorough description of the
OpenAirInterface5G, the open source 4G/LTE software used in this Master thesis work.

e Chapter 4: Description of the establishment of the mobile network

e Chapter 5: Security and authentication of the mobile network



Chapter 6: Evaluation
Chapter 7: Virtualization and Deployment in Cloud
Chapter 8: Discussion
Chapter 9: Conclusion



2. BACKGROUND

In this chapter, the crucial particularities that elucidate the essential traits of the next-generation mobile
networks will be presented. In other words, the 4G LTE existing technology is the prime bridge to the
evolution towards 5G networks. As it will later be explained in the further chapters, the softwareization and
virtualization of the 4G LTE hardware is the main aspect, which will enable the next-generation networks
to accommodate larger number of expected devices that indeed includes the IoT, sensor, M2M (Machine-
to-Machine) communication devices as well as the existing and emerging mobile technologies. Through
concepts of network slicing, containerization, service replication, network function virtualization and
cloudification, the next-generation networks will provide extensive functionality and robustness of
connectivity over longer period of time. However, in order to comprehend the implementation of the open-
source solutions that underlie the development of 5G networks, the rudiments of the prevailing 4G LTE
technology need to be explicated thus. Principally, the most essential elements to fathom are the LTE
constituents, such as i.e. the access channels whose tedious tweaking is of utmost significance to render the
production network operational and stable. The understanding of the LTE architecture is indispensable, and
therefore, in the following chapter it is explained in detail, together with access techniques, antenna
technologies, routing algorithms and security characteristics of the 4™ Generation networks.

Furthermore, the chapter encompasses a description of all necessities required for achieving
cloudification, virtualization and automation of the mobile network and its deployment. The fundamental
open-source solutions are thus being introduced, that include cutting-edge technologies such as: Docker
container technology, Kubernetes orchestration of containers, OpenStack cloud platform, as well as
software-defined networking solutions as: Calico and Open vSwitch, which in conjunction with Docker
and Linux networking shall provide Network Function Virtualization. The chapter is consequently closed
with the description of the hardware used for the experiments, specifically the software-defined radio
platform that defines the access stratum of the mobile network.

2.1. 4G LTE (Long-term evolution)

LTE, Long Term Evolution, the successor to UMTS and HSPA is the latest way of deployment of high
speed cellular services. In its first forms it was a 3G or also referred as a 3.99G technology, but with
supplementary accompaniments the technology satisfied the requirements for a 4G standard. In this form it
was referred to as LTE-Advanced. There has been a rapid increase in the use of data carried by cellular
services, and this increase will only become larger in what has been termed the "data explosion". To
accommodate for this and the augmented demands for bigger data communication speeds and lesser latency,
additional expansion of the cellular technology is essential. The UMTS cellular technology advancement
has been labelled LTE - Long Term Evolution. The idea is that 4G LTE enables much higher speeds to be
achieved along with much lower packet latency (a rising demand for many services nowadays), and that
3GPP LTE enables cellular communications services to move forward to meet the needs for cellular
technology in the future. The use of LTE also provided the data capabilities that were required before the
full launch of the 4G standard known as LTE-Advanced. To better understand the progression of the mobile
technologies, the 3GPP (3™ Generation Partnership Project) introduces different releases. The releases start
from Phase 1, which refers to the initial phase GSM deployment in 1987. The latest 3GPP Release 16, also
known as “5G phase 2” (3GPP, 2017), is started on 22" of March 2017 and is still in development in the
time of writing of this thesis. Each release is a step further on in the evolution of the mobile technology.
Purposefully, the Release 15 and 16 represent phase 1 and 2, consequently, where the initial proposals for
the deployment of 5G infrastructure are discussed. The fifth generation of mobile networks, factually,
represents an evolved LTE network. As with the preceding technologies, the 5G model exploits the existing
traits of the LTE in a new manner, which should gracefully improve the performance and usability of the
network. Analogously, there are minor and major changes on different architecture layers, especially the
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access stratum and the eNB (evolved NodeB), which are represented through adaptive measures and
simplify the infrastructure further (3GPP, 2017).

Although there are major step changes between LTE and its 3G predecessors, it is nevertheless looked
upon as an evolution of the UMTS / 3GPP 3G standards. Consequently, it uses a different form of radio
interface, using OFDMA / SC-FDMA instead of CDMA access techniques, there are many similarities with
the earlier forms of 3G architecture and there is scope for much re-use. In deciding what is LTE and how
does it differ from other cellular systems, a preview at the specifications for the system can provide the
desirable answers. LTE enables further evolution of functionality, increased speeds, and general improved
performance, as observed in Table 1 (SAUTER, Martin, 2014).

Table 1. Comparison of LTE features with the earlier standards

WCDMA HSPA/ HSPA+ LTE
(UMTS) HSDPA/
HSPUPA

Max downlink speed (bps) 14 M 28 M 100M 14 M
Max uplink speed (bps) 128K 5.7 M 11 M S50 M
Latency round trip time (ms) 150 ms 100 ms 50ms (max) ~10 ms
3GPP releases Rel99/4 Rel5/6 Rel 7 Rel 8
Year of initial roll out 2005 / 6 HSDPA

2003 /4 2007 / 8 HSUPA 2008 /9 2009/ 10
Access type CDMA CDMA CDMA OFDMA / SC - CDMA

Additionally, LTE is an all IP-based network, supporting both IPv4 and IPv6. Originally there was also
no basic delivery for voice application. Although Voice over LTE (VoLTE) was complemented, GSMA is
decided to be the standard for this purpose. Also, as a temporary solution, techniques including circuit
switched fallback (CSFB) are used. LTE has introduced several new technologies in comparison to the
aforementioned cellular systems. They allow LTE to function more cost-effectively relating to the spectrum
utilization, and also to provide the much higher data rates that are being demanded (SAUTER, Martin,
2014):

e  OFDM (Orthogonal Frequency Division Multiplex): OFDM technology has been introduced
into LTE because it empowers high data rates to be conducted efficiently while still providing a
high degree of pliability to reflections and interference. The access schemes differ between the
uplink and downlink: OFDMA (Orthogonal Frequency Division Multiple Access is used in the
downlink; while SC-FDMA (Single Carrier - Frequency Division Multiple Access) is used in the
uplink. SC-FDMA is used in view of the fact that its peak to average power ratio is small and the
more constant power enables high RF power amplifier efficiency in the mobile handsets - an
important factor for battery power equipment.

o MIMO (Multiple Input Multiple Output): One of the main problems that previous
telecommunications systems have encountered is that of multiple signals arising from the many
reflections that are encountered. By using MIMO, these additional signal paths can be used to
advantage and are able to be used to increase the throughput.

When using MIMO, it is necessary to use multiple antennas to enable the different paths to be
distinguished. Accordingly, schemes using 2 x 2, 4 x 2, or 4 x 4 antenna matrices can be used.
While it is relatively easy to add further antennas to a base station, the same is not true of mobile
handsets, where the dimensions of the user equipment limit the number of antennas which should
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be place at least a half wavelength apart. These properties are discussed in a greater detail in the
further chapters.

o SAE (System Architecture Evolution): With the very high data rate and low latency requirements
for 3G LTE, it is necessary to evolve the system architecture to enable the improved performance
to be achieved. One change is that a number of the functions previously handled by the core network
have been transferred out to the periphery. This provides a much "flatter" form of network
architecture. In this way latency times can be reduced, and data can be routed more directly to its
destination.

The speed in LTE is increased by the upsurge of narrowband carriers without changing the parameters
of the actual narrowband channels. Few bandwidths are dedicated for the LTE standard: from 1.25 MHz
up to 20 MHz. In order to accommodate the needs of the subscribers, the UE (User Equipment) vendors
should produce devices that support those bandwidths. The usage of the particular bandwidth depends on
the band utilized (for example band 3, from 1710-1785 MHz for uplink channel and 1805-1880 MHz for
the downlink channel, according to the European standards). For example, with adequate signal conditions
in a 20-MHz carrier, data speeds beyond 100 Mbit/s can be achieved. To separate the uplink and downlink
channels, LTE uses FDD (Frequency Division Duplexing) in most European countries. Some countries
have adopted the TDD (Time Division Duplexing), due to the conditions and therefore, the air interfaces
of both versions differ significantly. Accordingly, the usage of some LTE devices can be restricted between
these areas due to these differences. To address this drawback, the vendors are issuing devices with an air
interface that can support the both operational modes, with exclusion of some UE that support either FDD
or TDD-capable transmissions. However, the devices must be capable of backwards-compatibility, which
means they have to be capable for supporting GSM, GPRS, EDGE and UMTS as well. In the core network
of LTE, the interfaces and protocols are established to support sessions and routing of various traffic type
and amalgamated movement between the technologies, when the user is roaming between areas served by
different air interfaces. Since the LTE is completely IP-based, that trait can be regarded as a major change
with regard the previous standards. The 3G UMTS network core is based on traditional circuit-switched
packet core for voice, SMS and other services, inherited from GSM. Unlike that, the core network of LTE
is completely IP-based, which significantly simplifies the design and reduces the costs for implementation.
Analogously, that represents an easier way for management, maintenance and organization of the network
infrastructure (SAUTER, Martin, 2014).

The Long-Term Evolution defines particular bands of operation on different continents, which is decided
by the World Radio Conference (WRC). Table 2 represents the European bands on which LTE operates.

Table 2. European LTE frequencies (ETSI, 2017)

Duplex

Band Duplex f Uplink Downlink spacing Channfel
mode (MHz) (MH2z) (MHZ) (MHz) bandwidths (MHz)
1 FDD 2100 1920-1980 2110-2170 190 5,10, 15,20
3 FDD 1800 1710—-1785 1805-1880 95 14,3,5,10,15,20
7 FDD 2600 2500-2570  2620-2690 120 5,10, 15,20
8 FDD 900 880-915 2110-2170 400 5,10, 15,20
20 FDD 800 832 - 862 791 — 821 —41 5,10, 15, 20
28 FDD 700 703-748 758-803 55 3,5,10, 15,20
32 FDD 1500 N/A 1452-1496 N/A 5,10, 15,20
38 TDD 2600 2570 —2620 N/A 5,10, 15,20
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Another key concept and issue in LTE is the latency, which ranges from 50 — 100ms delay for the
control-plane (the network core), and approximately Sms delay for the user-plane. However, in practice
even though LTE has low air interface delays, measurements reveal that core network delays compromise
the overall round-trip time design requirement. LTE's break-before-make handover implementation causes
a data interruption at each handover of 40ms at the median level (LAURIDSEN, Mads et al., 2017, pp.156
- 162). The overall delay in 4G LTE networks is the main entity that needs to be addressed in order to
establish the evolution towards 5G. For that purpose, the 3GPP has introduced improvements at the physical
and MAC layer in Release 14 and 15 (C. S. ARENAS, John et al., 2017).

2.1.1. Architecture and components of LTE

The LTE network architecture resembles the 3G UTRAN network, thereby the term E-UTRAN
(Evolved Universal Terrestrial Radio Access Network). As portrayed in the Figure 1, the components of
the E-UTRAN network are connected to the evolved packet core (EPC). The constituents of the EPC are
routing the traffic from the physical E-UTRAN plane to the Internet, where each of them has a special
dedicated role. Principally, the architecture of the 4G LTE Evolved Packet Core is very similar to the 3G
UMTS and 2G GSM, with the difference that it is simplified and separated into radio network part and core
network part (COX, C., 2014). The LTE network is divided in two layers of abstraction: Access stratum
(AS) (3GPP, 2017) and Non-Access stratum (NAS) (3GPP, 2015). As the names indicate, the Access stratum
enables the UEs to establish a successful connection through the radio equipment, which is also called radio
access network. On the other side, the Non-Access stratum is the abstraction layer that defines the
communication between the UE and the core network in a transparent manner. Examples of NAS messages
are Update or Attach messages, Authentication messages, Service requests etc. (ALI-YAHIYA, Tara,
2011).
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Figure 1. Components of the Evolved Packet Core

The first component is the Home Subscriber Server (HSS), which is in fact a MySQL database
containing the users. Accessing the database is regulated with the DIAMETER protocol (FAJARDO, V. et
al., 2012), which provides Authentication, Authorization and Accounting (AAA). The S6a is the
DIAMETER IP interface through which the MME communicates with the HSS database. The HSS has all
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the user parameters required for successful authentication of the UE (User Equipment), i.e. mobile phone,
with the EPC. The most important parameters are (COX, C., 2014):

e The International Mobile Subscriber Identity (IMSI), which is a unique identifier of a subscriber.
The IMSI has the Mobile Country Code (MCC) and Mobile Network Code (MNC), which
identifies the user when roaming abroad in order to locate the home network and contact the HSS.
The IMSI code is embedded into the SIM card.

e Authentication information for generating encryption keys each session

e Circuit-switched service features as the Mobile Subscriber Integrated Service Digital Network
(MSISDN or known as a telephone number). This service allows the subscriber to utilize the GSM
and UMTS networks for voice calls, instead of using IP-based LTE.

e Packet-switched service features as the Access Point Names (APNs). This refers to the PDN
(Packet Data Network) that the subscribers are going to use in order to access the IP network
through the Packet Gateway (P-GW).

e [MS-specific information

e The ID of the particular MSC (Mobile Switching Center, that is a protocol of GSM and UMTYS)
for correct routing of circuit-switched calls and SMS messages

e The ID of the SGSN (Serving GPRS Support Node) or MME (Mobility Management Entity). This
is used in case there are changes in the user’s profile, so the updates can be pushed to the other
network elements.

The next element of the EPC is the Packet Data Network Gateway (P-GW). This gateway enables the
EPC to communicate to the outside world through SGi interface. The SGi interface is utilized by the P-GW
for communication with external devices or other packet data networks, operator’s servers, the Internet or
some [P multimedia subsystem. As previously stated, the packet data network is identified by APN (Access
Point Name), found in the HSS database. An operator can define few APN names for different purposes,
for example: one access point name for accessing the Internet and another one for accessing IP multimedia
subsystem. Those APNs are saved as entries in the mobile device, which should automatically connect to
the default packet data network, such as the Internet (COX, C., 2014).

The Serving Gateway (S-GW) is another type of router that forwards data between the eNB base station
and the P-GW. One network usually contains multiple S-GWs, which have the role of tracking the mobile
devices in certain geographical region. Every device that is attached to a base station is assigned to a certain
S-GW but can also change the router if it roams to another geographical region with different eNB and
dedicated S-GW (COX, C., 2014). In the radio network plane, the S-GW terminates the S1-UP GTP (GPRS
Tunneling Protocol) tunnels, and on the core network plane, it terminates the S5-UP GTP tunnels to the
gateway to the outside world. The S1 and S5 tunnels are independent and are interchanged by requirement.
For example, when there is a handover to an eNB under the control of the same MME and S-GW, only the
S1 tunnel needs to be modified to redirect the user’s stream to and from the new base station. On the other
hand, if the connection is handed over to an eNB that is under the control of another MME and S-GW, the
S5 tunnel has to be modified as well (SAUTER, Martin, 2014). The tunnel generation and modification are
controlled by the MME, which informs the S-GW via the S11 interface (Figure 1). In fact, the S11 interface
utilizes the same GTP-C control protocol from GSM and UMTS by presenting new messages. UDP
protocol is utilized as a transport protocol instead of SCTP, and the IP protocol is used in the network layer
(SAUTER, Martin, 2014).

The Mobility Management Entity (MME) is the most complex component of the EPC. It controls the
high-level operation of the mobile devices. Namely, the MME handles the users and the eNBs at the core
network. Bigger networks utilize multiple MMEs to handle the bigger load and to enable redundancy and
fault-tolerance. Since the MME is not responsible for the air interface operations, the signaling it exchanges
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with the radio network is referred to as Non-Access Stratum (NAS) signaling. The following tasks are the
main obligations of MME (SAUTER, Martin, 2014):

e The MME handles the user authentication with the core network. Since it communicates directly
with the HSS via the S6a interface, the user authentication requests are forwarded from the eNB
through the S1 interface to MME and then the MME proceeds with the DIAMETER protocol. If
successful, the MME forwards encryption keys to the eNB so that further signaling exchange
encryption proceeds over the radio network.

o Another task that MME has is the establishment of bearers. Since it is not directly implicated in the
exchange of user data packets between mobile devices and the Internet, the MME establishes IP
tunnels between the eNB and other EPC components as the P-GW. This includes selection of a
gateway router to the Internet if there is more than one gateway available.

e Non-Access Stratum mobility management. A mobile device that can find itself idle for some time
(usually 10-30 seconds) is released from the radio network. The device can roam between different
eNBs in a same Tracking Area (TA), without notifying the network in order to save battery capacity
and signaling overhead. In case when new data packets from the Internet arrive at the device while
in this state, the MME sends paging messages to all base stations that are part of the current
Tracking Area of the mobile device. Once the device responds to the paging, the bearers are
reinitialized.

e Ifthere is no support for X2 interface, the MME aids the forwarding of handover messages between
the two involved base stations. The MME is also responsible for establishing and modification of
the user data IP tunnel after a handover, in case different core network routers are selected.

e The MME dictates interworking with other radio networks. This refers to devices that reach the
limit of the LTE coverage area and roam into areas that are covered by GSM or UMTS. In this
case, the eNB decides to hand over the device to the GSM or UMTS networks or instructs it to
perform a cell change to suitable cell. During this process, the MME communicates with the GSM
or UMTS network to manage the transfer of the device successfully.

e SMS and voice support are managed by MME in LTE. Since LTE is IP-based network, still the
SMS and voice services are in high demand. The MME maps these services to the UMTS and GSM
circuit-switched core networks. To perform this, the MME initializes a number of different
interfaces (S5, S6a, S11 and SGs).

When compared to GPRS and UMTS, the tasks of MME:s are the same as those of the SGSN. The major
difference between the two entities is that while the SGSN is also responsible for forwarding the user data
between the core network and the radio network, the MME deals only with the signaling tasks described
above and leaves the user data to the Serving Gateway (S-GW), which is described in the next section
(SAUTER, Martin, 2014).

A. Protocol architecture in LTE
Generally, in an LTE network, the protocols can be divided into two groups: Control-plane protocols
and User-plane protocols. The control-plane protocols are handling Access Stratum (AS) radio-specific
functionalities, whereas the user-plane protocols define three main tasks: handling IP packets, radio link
control and MAC-layer particularities (ALI-YAHIY A, Tara, 2011).

Control plane protocols

As represented in Figure 2, the greyed part of the stack represents the Access Stratum protocols. The
AS interacts with the Non-Access Stratum (NAS), also referred to as “upper layers”. Among other
functions, the NAS control protocol handle Public Land Mobile Network (PLMN) selection, tracking area
update, paging, authentication and Evolved Packet System (EPS) bearer establishment, modification and
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release. The applicable AS-related procedures largely depend on the Radio Resource Control (RRC) state
of the User Equipment (UE), which can be either RRC IDLE or RRC_CONNECTED. A UE in RRC_IDLE
performs cell selection and reselection — in other words, it decides on which cell to camp. The cell
(re)selection process takes into account the priority of each applicable frequency of each applicable Radio
Access Technology (RAT), the radio link quality and the cell status (i.e. whether a cell is barred or
reserved). An RRC_IDLE UE monitors a paging channel to detect incoming calls, and also acquires system
information. The System Information (SI) mainly consists of parameters by which the network (E-UTRAN)
can control the cell (re)selection process. In RRC_CONNECTED, the E-UTRAN allocates radio resources
to the UE in order to facilitate the transfer of unicast data via shared data channels. To support this operation,
the UE monitors an associated control channel used to indicate the dynamic allocation of the shared
transmission resource in time and frequency. The UE provides the network with reports of its buffer status
and of the downlink channel quality, as well as neighborhood cell measurement information to enable E-
UTRAN to select the most appropriate cell for the UE. These measurement reports include cells using other
frequencies or RATs. The UE also receives SI, consisting mainly of information required to use the
transmission channels. To extend its battery lifetime, a UE in RRC_CONNECTED may be configured with
a Discontinuous Reception (DRX) cycle. RRC, as specified in the figure, is the protocol by which the E-
UTRAN controls the UE behavior in RRC_CONNECTED. RRC also includes the control signaling
applicable for a UE in RRC_IDLE, namely paging and SI, which altogether defines the connection control
in LTE (VELDE, Himke van der, 2011, pp.57-86).
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Figure 2. LTE Control plane protocol stack

The more important entities for establishment and connection detachment in LTE are the constituents
that carry system information, namely the carried System Information Blocks (SIBs) (VELDE, Himke van
der, 2011, pp.57-86). They constitute functionality-related parameters required for a successful
communication between the UE and the NAS:

e Master Information Block (MIB): Includes limited number of the most frequently transmitted
parameters, which are essential for a UE’s initial access to the network

e System Information Block Type 1 (SIB1): Contains parameters needed to determine if a cell
is suitable for cell selection, as well as information about the time-domain scheduling of other
SIBs.

e System Information Block Type 2 (SIB2): Includes common and shared channel information.

e SIB3-SIB8: Include parameters used to control intra-frequency, inter-frequency and inter-RAT
cell reselection.

e SIB9: Used to signal the name of a Home eNodeB (HeNB).
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o SIB10-SIB12: Include the Earthquake and Tsunami Warning Service (ETWS) notifications and
Commercial Mobile Alert System (CMAS) warning messages
e SIB13: Includes MBMS (Multimedia Broadcast Multicast Service) related control information.

The way connections are established in LTE are described in Figure 3, where the RRC connection
involves establishment of SRB1 and the transfer of the initial uplink NAS message (the SRB0-2 are the
signaling radio bearers, which are used for the transfer of RRC and NAS signaling messages and elucidated
in the succeeding subsection. The same signaling radio bearers carry also information about the previously-
explained channels assignment). The NAS message triggers the establishment of the S1 connection, which
initiates a subsequent step during which E-UTRAN activates Access Stratum security and starts the
following SRB2 (VELDE, Himke van der, 2011, pp.57-86).

Figure 3. RACH procedure connection establishment in LTE

User plane protocols
The user-plane Layer-2 architecture incorporates three sublayers as shown in the encapsulation in Figure
4:

o Packet Data Convergence Protocol (PDCP): This protocol resides on the physical Layer 1
and processes RRC messages in the control plane and IP packets in the user plane. In accordance
to the radio bearer, the main functions of the PDCP layer are header compression, security
(integrity protection and ciphering), also support for encoding and retransmission during
handovers. For radio bearers which are configured to use PDCP layer, there is one PDCP entity
per radio bearer. The PDCP layer manages data streams in the user plane as well as in the control
plane, only for the radio bearers using either a Dedicated Control Channel (DCCH) or a
Dedicated Transport Channel (DTCH). The architecture of the PDCP layer differs for user plane
data and control plane data. Two different types of PDCP PDU are defined in LTE: PDCP Data
PDUs and PDCP Control PDUs. The PDCP Data PDUs are used for both control and user plane
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data, whereas PDCP Control PDUs are only used to transport the feedback information for
header compression and for PDCP status reports, which are used in case of handover.
(FISCHER, P. et al., 2011, pp.87-120).

Radio Link Control (RLC): This protocol is situated on Layer-2 and the main functions it
performs are segmentation and reassembly of upper layer packets in order to adapt them to the
size which can actually be transmitted over the radio interface. For radio bearers which need
error-free transmission, the RLC layer also performs retransmission to recover out-of-order
reception due to Hybrid Automatic Repeat Request (HARQ) operation in the lower layer. One
RLC entity exists per radio bearer. The RLC layer is located between the PDCP layer and the
MAC layer (Figure 4). It communicates with the PDCP layer through a Service Access Point
(SAP), and with the MAC layer via logical channels. The RLC layer reformats PDCP PDUs in
order to fit them into the size indicated by the MAC layer; that is, the RLC transmitter segments
and/or concatenates the PDCP PDUs, and the RLC receiver then reassembles the RLC PDUs to
reconstruct the PDCP PDUs. Additionally, the RLC reorders the RLC PDUs if they are received
out of sequence due to the HARQ operation performed in the MAC layer. This is the key
difference from UMTS, where the HARQ reordering is performed in the MAC layer. The
advantage of HARQ reordering in RLC is that no additional SN and reception buffer are
required for the HARQ reordering and RLC-level ARQ related operations. The functions of the
RLC layer are performed by RLC entities. An RLC entity is configured in one of three data
transmission modes: Transparent Mode (TM), Unacknowledged Mode (UM) and
Acknowledged Mode (AM). In AM, special functions are defined to support retransmission.
When UM or AM is used, the choice between the two modes is made by the eNB during the
RRC radio bearer setup procedure, based on the QoS requirements of the EPS bearer
(FISCHER, P. et al., 2011, pp.87-120).

Media Access Control (MAC): The Layer-2/3 MAC is analogous to the TCP/IP MAC layer,
which in LTE actually performs multiplexing of data from different radio bearers. Therefore,
there is only one MAC entity per UE. By deciding the amount of data that can be transmitted
from each radio bearer and instructing the RLC layer as to the size of packets to provide, the
MAC layer aims to achieve the negotiated Quality of Service (QoS) for each radio bearer. For
the uplink (UL), this process includes reporting to the eNB the amount of buffered data for
transmission.  Specifically, the MAC layer consists of a HARQ entity, a
multiplexing/demultiplexing entity, a logical channel prioritization entity, a random access
control entity and a controller which performs various control functions. The MAC layer
conducts multiplexing and demultiplexing between logical and transport channels as well as
transport channels by constructing MAC PDUs, known as Transport Blocks (TBs), from MAC
SDUs received through the aforementioned logical channels. Afterwards, the MAC layer in the
receiving side recovers MAC SDUs from MAC PDUs received through transport channels. To
elucidate the HARQ entity, its responsibility for the transmission and receiving of HARQ
operations is explicated; indicating, that the transmit HARQ operation includes (re)transmission
of TBs and reception and processing of ACK/NACK signaling. The receive HARQ operation
includes reception of TBs, combining of the received data and generation of ACK/NACK
signaling. In order to enable continuous transmission while previous TBs are being decoded, up
to eight HARQ processes in parallel are used to support multiprocess ‘Stop-And-Wait” (SAW)
HARQ operation. SAW operation means that upon transmission of a TB, a transmitter stops
further transmission and waits for feedback from the receiver. When a NACK is received, or
when a certain time elapses without receiving any feedback, the transmitter retransmits the TB.
Such a simple SAW HARQ operation cannot on its own utilize the transmission resources
during the period between the first transmission and the retransmission. Therefore, multiprocess
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HARQ interlaces several independent SAW processes in time so that all the transmission
resources can be used. Each HARQ process is responsible for a separate SAW operation and
manages a separate buffer (FISCHER, P. et al., 2011, pp.87-120). The MAC layer is comprised
of various logical, transport and physical channels which are detailed in the incoming section.
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Figure 4. LTE User plane protocol stack

B. Interfaces
LTE defines various interfaces for communication between the different constituents, as shown in Figure
1. Namely, there are several significant interfaces that are residing in the EPC among which the most
important is the S1 which defines the communication between the eNB and the EPC through the MME, as
well as communication between base-stations:

S1 interface — The S1 interface is split into two interfaces, one for the control plane and the
other for the user plane. At the control plane (see Figure 2), the S1 is based on the SCTP (Stream
Control Transmission Protocol) protocol (PALAT, S. and Godin, P., 2011, pp.25-55).

SCTP is constructed to carry Public Switched Telephone Network (PSTN) signaling messages
over IP networks, but is also efficient in variety of other applications. SCTP is a reliable
transport protocol operating on top of a connectionless packet network such as IP. It offers the
following services to its users: acknowledged error-free non-duplicated transfer of user data,
data fragmentation to conform to discovered path MTU size, sequenced delivery of user
messages within multiple streams, with an option for order-of-arrival delivery of individual user
messages, optional bundling of multiple user messages into a single SCTP packet, and network-
level fault tolerance through supporting of multi-homing at either or both ends of an association.
SCTP delivers some of the equivalent properties of UDP and TCP: it is message-oriented like
UDP and guarantees a reliable, in-sequence transport of messages with congestion control like
TCP. SCTP differs by that it provides multi-homing and redundant paths to increase resilience
and reliability. SCTP applications acquiesce their data to be transferred in messages (groups of
bytes) to the SCTP transport layer. SCTP groups messages and control information into distinct
portions (data chunks and control chunks), each identified by a chunk header. The protocol can
fragment a message into a number of data chunks, but each data chunk contains data from only
one user message. SCTP bundles the chunks into SCTP packets. The SCTP packet, which is
submitted to the Internet Protocol, consists of a packet header, SCTP control chunks (when
necessary), followed by SCTP data chunks (when available). One can characterize SCTP as
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message-oriented, meaning it transports a sequence of messages (each being a group of bytes),
rather than transporting an unbroken stream of bytes as does TCP. As in UDP, in SCTP a sender
sends a message in one procedure, and that particular message is conceded to the receiving
application process in a single action. Contrary to that, TCP is a stream-oriented protocol,
transferring streams of bytes steadfastly and in organized manner. However, TCP does not
inform the receiver about the number of times the sender application called on the TCP transport
passing it groups of bytes to be sent out. At the sender, TCP simply affixes more bytes to a
queue of bytes anticipating to be sent over the network, rather than maintaining a queue of
individual distinct outbound messages which must be conserved per se. SCTP is referred to as
‘multi-streaming’ due to the aptitude for transmission of several independent streams of chunks
in parallel; for example, transmitting web page images together with the web page text.
Practically, SCTP encompasses pairing several connections into a single SCTP association,
operating on messages (or chunks) rather than bytes. TCP preserves byte order in the stream by
including a byte sequence number with each segment. SCTP, on the other hand, assigns a
sequence number or a message-id to each message sent in a stream. This allows independent
ordering of messages in different streams. However, message ordering is optional in SCTP; a
receiving application may choose to process messages in the order of receipt instead of in the
order of sending (IETF, 2007) [SCTP — Stream Control Transmission Protocol standard].

A further simplification in LTE (compared to the UMTS Iu interface, for example) is the direct
mapping of the S1-AP (S1 Application Protocol) on top of SCTP which results in a simplified
protocol stack with no intermediate connection management protocol. The individual
connections are directly handled at the application layer. Multiplexing takes place between S1-
AP and SCTP whereby each stream of an SCTP association is multiplexed with the signaling
traffic of multiple individual connections. Another point of flexibility that comes with LTE lies
in the lower layer protocols for which fully optionality has been left regarding the choice of the
IP version and the choice of the data link layer (PALAT, S. and Godin, P., 2011, pp.25-55). On
the user plane, the S1 interface is based on the GTP-U (GPRS Tunneling Protocol-User plane)
and UDP, inherited from the UMTS networks. One of the advantages of using GTP-U is its
inherent facility to identify tunnels and also facilitate intra-3GPP mobility. The IP version
number and the data link layer have been left fully operational, as for the control plane stack. A
transport bearer is identified by the GTP tunnel endpoints and the IP address (source Tunneling
End ID (TEID), destination TEID, source IP address, destination IP address). The S-GW
(Service Gateway) sends downlink packets of a given bearer to the eNB IP address (received in
S1-AP) associated to that particular bearer. Similarly, the eNB sends upstream packets of a
given bearer to the EPC IP address (received in S1-AP) associated to that particular bearer. The
initialization of SI-MME control plane interface starts with the identification of the MMEs to
which the eNB must connect, followed by the setting up of the Transport Network Layer (TNL).
Only one SCTP association is established between one eNB and one MME, but with multiple
pairs of streams for avoiding head-of-line blocking. When a UE is associated to a specific MME,
a context is created and saved for the particular UE in the MME. This particular MME is selected
by the NAS Node Selection Function (NSSF) in the first eNB from which the UE entered the
pool. When the UE becomes active under the coverage of a particular eNB in the pool area, the
MME provides the UE context information to this eNB using the
‘INITIAL_ CONTEXT SETUP_REQUEST’ message, which allows the eNB in turn to create
a context and manage the UE while it is in active mode. Besides these functionalities, the S1
interface also enables load-balancing of the traffic that reaches the MME from the eNB and the
UEs attached to it. Bearer management is initiated via S1 with the
BEARER SETUP REQUEST and BEARER SETUP RESPONSE messages. When a

20



handover process starts, the S1 interface communicates with the X2 interface in order to acquire
information about the UE that is subject to the handover from the current to the next eNB
(PALAT, S. and Godin, P., 2011, pp.25-55).

S3 interface - S3 is a GTP signaling-only interface, used between the Serving GPRS Support
Node (SGSN) and the Mobility Management Entities (MME) to support inter-system
mobility. In other words, the S3 interface serves as a control interface between the MME and
2G/3G SGSNs (3GPP, 2010) [Specification TS 29.303 v9.1.0: Stage 3, Release 9].

S5/S8 interfaces — The communication between the Service Gateway (SGW) and the Packet
Gateway (PGW) is defined via the S5/S8 interfaces. Technically, the S5 is identical as S8
interface with the difference that S8 is used when roaming between different operators while S5
is network internal. The S5 / S8 interface will exist in two flavors one based on Gn/GTP (SGSN-
GGSN) and the other will use the IETF specified Proxy Mobile IP (PMIP) for mobility control
with additional mechanism to handle QoS. The motivation for the PMIP flavor of S5/S8 has
mainly come from WiMAX/CDMA2000 operators and vendors interested in inter-working with
E-UTRAN, GERAN or UTRAN, or re-using the 3GPP EPS specified mechanism also for intra
WiMAX / CDMA2000 mobility. It has been agreed in 3GPP that the usage of PMIP or GTP on
S5 and S8 should not impact RAN behavior or impact the terminals. The usage of PMIP or GTP
on S5/S8 will not be visible over the S1 interface or in the terminal. In the non-roaming case,
the S-GW and P-GW functions can be performed in one physical node. The S5/S8 is a many-
to-many interface (3GPP, 2010) [Specification TS 23.402 v 9.5.0 Release 9].

S6a interface — Handles the DIAMETER authentication procedure (IETF, 2003) [RFC3588
standard] from the MME towards the HSS database of UEs that request attachment procedures
on the specific eNB (3GPP, 2015) [3GPP specification 29.272].

S10 interface - This is a control interface between the MMEs which will be very similar to the
S3 interface between the SGSN and MME. The interface is based on Gn/GTP-C
(SGSNSGSN) with additional functionality and is a many-to-many interface (3GPP, 2010)
[Specification TS 29.303 v9.1.0: Stage 3, Release 9].

S11 interface — Establishes communication between the MME and the S-GW. The interface is
based on Gn/GTP-Control (GTP-C) with some additional functions for paging coordination,
mobility compared to the legacy Gn/GTP-C (SGSN-GGSN) interface (3GPP, 2015)
[Specification 29.274: EPS; eGPRS, GTPv2-C, stage 3].

X2 interface — Interconnects two eNBs. The protocol stack at which X2 resides is the same as
the S1 interface; specifically, it uses the SCTP protocol to establish a communication between
two or eNodeBs. This way, the succeeding eNB receives signaling information from the
preceding eNB for a UE that is roaming and is subject to a handover from the latter to the former.
The exchange of load information between eNBs is of key importance in the flat architecture
used in LTE, as there is no central Radio Resource Management (RRM) node as in the case of
UMTS with the Radio Network Controller (RNC). The exchange information can be of a load-
balancing character or interference coordination (PALAT, S. and Godin, P., 2011, pp.25-55).
SGi/Gi interfaces — The SGi interface connects the PGW to an external network (PDN), and
the Gi interface connects the GGSN to an external network (PDN). The interface is based on
the IP packet (user data/payload/data plane). It also enables exchange of signaling and routing
redistribution (OSPF, BGP, RIP routing etc.). The interface can connect to the
RADIUS/DIAMETER servers if the service is used. The implementation of SGi and Gi
interfaces in real topology network combine all IP various packets in one routing table (virtual
router or routing instance). It is possible to enable dynamic routing protocols such as OSPF,
RIP, ISIS, BGP or EIGRP etc., for advertising PGW/GGSN IP address to external networks.
Usually the PGW/GGSN can enable minimum basic OSPF routing and also enable redundancy
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mechanism such as VRRP (Virtual Router Redundancy Protocol) (CISCO, 2017) for multiple
nodes (3GPP, 2010) [Specification 29.061: Release 9; v9.3.0].

C. Quality of Service (QoS) and EPS bearers

In a real scenario, the UE runs multiple applications simultaneously, which may require different Quality
of Service parameters. For example, one can use the UE for engaging in a VoIP call while at the same time
browsing the Internet or downloading a file. The VoIP call requires lower latency and jitter, whereas the
file transfer needs much lower packet loss rate. To support the different requirements for QoS factors,
bearers are being established that can be associated with a particular QoS feature. Bearers can be classified
into two categories: Minimum Guaranteed Bit Rate (GBR) bearers and Non-GBR bearers. The former ones
are used for applications such as VoIP and have associated a GBR value for which dedicated transmission
resources are permanently allocated at bearer establishment. If there are resources available, then higher bit
rates than the defined GBR may be allowed for the particular bearer. The Non-GBR bearers do not guarantee
any particular bit rate. Accordingly, they can be used for FTP applications, web browsing and similar
appliances. For these bearers, no bandwidth resources are allocated permanently to the bearer (PALAT, S.
and Godin, P., 2011, pp.25-55).

In the Access Stratum (AS), the eNB sets the bearers up and ensures that the adequate QoS parameters
are assigned to each. A bearer has a Class Identifier (QCI) and an Allocation and Retention Priority (ARP)
associated. The QCI is characterized by priority, packet delay budget and acceptable packet loss rate. The
QCI label for a bearer determines the way it is handled in the eNB. The CQIs are standardized and thus the
vendors can all have the same understanding of the underlying service characteristics and thus provide the
corresponding treatment, including queue management, conditioning and policy strategy. This ensures that
the LTE operator can expect uniform traffic handling behavior throughout the network regardless of the
manufacturers of the eNB equipment (see Table 3) (PALAT, S. and Godin, P., 2011, pp.25-55).

Table 3. Standardized QoS Class Identifiers (QCI) for LTE (PALAT, S. and Godin, P., 2011, pp.25-55)

Resource Packet Packet

QC1 ¢ Priority delay error loss Example services

ype budget (ms) rate
GBR 2 100 10 Conversational voice

2 GBR 4 150 107 Conversational video (live
streaming)

3 GBR 5 300 10 Non-conversational video (buffered
streaming)

4 GBR 3 50 10° Real-time gaming

5 Non-GBR 1 100 10°¢ IMS signaling

6 Non-GBR 7 100 10° Voice, video (live streaming),
interactive gaming

7 Non-GBR 6 300 106 Video (buffered streaming)

8 Non-GBR 8 300 106 TCP based (e.g. WWW, e-mail)
chat, FTP, p2p file sharing,
progressive video call etc.

9 Non-GBR 9 300 10°¢

The priority and packet delay budget from the QCI label determine the RLC mode configuration, and
how the scheduler in the MAC handles packets sent over the bearer (e.g. in terms of scheduling policy,
queue management policy and rate shaping policy). The ARP of a bearer is used for call admission control
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(for example, to decide whether or not the requested bearer should be established in case of radio
congestion. It also governs the prioritization of the bearer for pre-emption with respect to a new bearer
establishment request. Once successfully established, a bearer’s ARP does not have any impact on the
bearer-level packet forwarding treatment. Such packet forwarding treatment should be explicitly
determined by the other bearer-level QoS parameters such as QCI, GBR and MBR (PALAT, S. and Godin,
P., 2011, pp.25-55).

As shown in Figure 5, an EPS bearer has to cross multiple interfaces (the S5/S8 interface from the P-
GW to the S-GW, the S1 interface from the S-GW to the eNB and the radio interface (LTE-Uu) from the
eNB to the UE. Across each interface, the EPS bearer is mapped onto a lower layer bearer, each with its
own bearer identity. Each node must keep track of the binding between the bearer IDs across its different
interfaces. An S5/S8 bearer transports the packets of an EPS bearer between a P-GW and an S-GW. The S-
GW stores a one-to-one mapping between a S1 bearer and a S5/S8 bearer. The bearer is identified by the
GTP tunnel ID across both interfaces. A S1 bearer transports the packets of an EPS bearer between the S-
GW and the eNB. A radio bearer transports the packets of an EPS bearer between a UE and an eNB. An E-
UTRAN Radio Access Bearer (E-RAB) refers to the concatenation of an S1 bearer and the corresponding
radio bearer. An eNB stores one-to-one mapping between a radio bearer ID and a S1 bearer to create the
mapping between the two (PALAT, S. and Godin, P., 2011, pp.25-55).
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Figure 5. Overall EPS bearer service architecture

IP packets mapped to the same EPS bearer receive the same bearer-level packet forwarding treatment
(scheduling policy, queue management policy, rate shaping policy, RLC configuration). Providing different
bearer-level QoS thus requires that a separate EPS bearer is established for each QoS flow, and use IP
packets must be filtered into the different EPS bearers. Packet filtering into different bearers is based on
Traffic Flow Templates (TFTs). The TFTs use IP header information such as source and destination IP
addresses and Transmission Control Protocol (TCP) port numbers to filter packets such as VoIP from web
browsing traffic, so that each can be sent down the respective bearer with appropriate QoS. An Uplink TFT
(UL TFT) associated with each bearer in the UE, filters IP packets to EPS bearers in the uplink direction.
A Downlink TFT (DL TFT) in the P-GW is a similar set of downlink packet filters. As part of the procedure
by which a UE attaches to the network, the IE is assigned an IP address by the PGW and at least one bearer
is established, called the default bearer, and it remains established through the lifetime of the PDN
connection, in order to provide the UE with always-on IP connectivity to that PDN. The initial bearer-level
QoS parameter values of the default bearer are assigned by the MME, based on subscription data retrieved
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from the HSS. The PCEF may change these values in interaction with the PCRF or according to local
configuration. Additional bearers called dedicated bearers can also be established at any time during or after
completion of the attach procedure. A dedicated bearer can be either GBR or Non-GBR (the default bearer
always has to be a non-GBR bearer since it is permanently established). The distinction between default
and dedicated bearers should be transparent to the access network (i.e. E-UTRA). Each bearer has an
associated QoS, and if more than one bearer is established for a given UE, Then each bearer must also be
associated with appropriate TFTs. These dedicated bearers could be established by the network, based for
example on a trigger from the IMS domain, or they could be requested by the UE. The dedicated bearers
for a UE may be provided by one or more P-GWs. The bearer-level QoS parameter values for dedicated
bearers are received by the P-GW from the PCRF and forwarded to the S-GW. The MME only transparently
forwards those values received from the S-GW over the S11 interface to the E-UTRAN (PALAT, S. and
Godin, P., 2011, pp.25-55).

2.1.2. The E-UTRAN radio network

The E-UTRAN system is depicted in Figure 6. It handles the radio communication between the mobile
device and the evolved packet core and just has one part, the evolved Node B (eNB). Each eNB is a base
station that controls the mobiles in one or more cells. A mobile communicates with just one base station
and one cell at a time, so there is no equivalent of the soft handover state from UMTS. The base station that
is communicating with a mobile is known as its serving eNB. The eNB has two main functions. Firstly, the
eNB sends radio transmissions to all its mobiles on the downlink and receives transmissions from them on
the uplink, using the analogue and digital signal processing functions of the LTE air interface. Secondly,
the eNB controls the low-level operation of all its mobiles, by sending them signaling messages such as
handover commands that relate to those radio transmissions. In carrying out these functions, the eNB
combines the earlier functions of the Node B and the radio network controller, to reduce the latency that
arises when the mobile exchanges information with the network. Each base station is connected to the EPC
with the S1 interface. It can also be connected to nearby base stations by the X2 interface, which is used
for signaling and packet forwarding during handover (COX, C., 2014).

T el S >N, T LTE traffic
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Figure 6. Architecture of the E-UTRAN radio access network
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The architecture of the Evolved UMTS terrestrial radio access network is same as the 3G UMTS radio
access network (Figure 6). The X2 interfaces serve for eNB to eNB communication and are optional.
Nearby base-stations only need to communicate to each other because of handovers, and distant base
stations do not need to interact at all. Another reason the X2 interface is optional is because one X2
communication can be carried via two S1 instances in a slower manner, due to the signaling through the
EPC. X2 interfaces can be configured automatically via self-optimization parameter functions (COX, C.,
2014).

A. Transport network
In a usual scenario, the S1 and X2 interfaces do not represent direct physical connections. As represented
in Figure 7, the information is routed across an underlying IP transport network (which is usually optical).
In reality, the base stations and the components have their [P addresses, which enables them to communicate
between each other, and therefore the X2 and S1 are best understood as logical connections through which
the devices exchange information (COX, C., 2014).

IP transport
network

Figure 7. Architecture of the E-UTRAN transport network

B. Physical, transport and logical channels

In order to understand the structure in later stages of the virtualized OpenAirInterface5G LTE network,
some elementary concepts of currently-employed LTE channels are described. Each channel has parameters
that need to be set up for the network to run properly. In case of misconfiguration of some parameters of a
channel, then the stability of the access stratum will suffer. The channels are divided in three categories,
and they represent a base from which a UE establishes connection to the network. To be able to transmit
data across the air interface, LTE defines various channels. These channels are employed to differentiate
the different types of data and transport it through the radio access network. Namely, the different channels
allow interfacing to the higher layers within the LTE protocol stack and logically define the segregation of
the data. To efficiently support various QoS classes of services, LTE adopts a hierarchical channel structure.
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There are three different channel types defined in LTE—logical channels, transport channels, and physical
channels, each associated with a service access point (SAP) between different layers. These channels are
used by the lower layers of the protocol stack to provide services to the higher layers (GHOSH, A. et al.,

2011):

Physical channels: Each physical channel corresponds to a set of resource elements in the time-
frequency grid that carry information from higher layers. The basic entities that make a physical
channel are resource elements and resource blocks. A resource element is a single subcarrier over
one OFDM symbol, and typically this could carry one (or two with spatial multiplexing) modulated
symbol(s). A resource block is a collection of resource elements and in the frequency domain this
represents the smallest quanta of resources that can be allocated (GHOSH, A. et al., 2011).

Transport channels: The transport channels are used by the PHY to offer services to the MAC.
A transport channel is basically characterized by how and with what characteristics data is
transferred over the radio interface, that is, the channel coding scheme, the modulation scheme,
and antenna mapping. Compared to UTRA/HSPA, the number of transport channels in LTE is
reduced since no dedicated channels are present (GHOSH, A. et al., 2011).

Logical channels: Logical channels are used by the MAC to provide services to the RLC. Each
logical channel is defined based on the type of information it carries. In LTE, there are two
categories of logical channels depending on the service they provide: logical control channels and
logical traffic channels (GHOSH, A. et al., 2011).

Each channel categories can be found separately on the uplink (UL) and the downlink (DL). On the
downlink, LTE has a variety of channels, each offering different functionality (see Figure 8).

PCCH BCCH CCCH DCCH DTCH MCCH MTCH

Downlink logical
channels

Downlink transport
channels

- e Downlink physical
channels

PBCH PDSCH PCFICH PMCH PDCCH  PHICH

Figure 8. LTE Downlink channels

Starting from the physical channels, the differences are pointed out with regard the different
requirements and operation:

Physical Broadcast Channel (PBCH): This physical channel carries system information for UEs
requiring accessing the network. It only carries what is termed Master Information Block, MIB,
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messages. The modulation scheme is always QPSK and the information bits are coded, and rate
matched. The bits are then scrambled using a scrambling sequence specific to the cell to prevent
confusion with data from other cells. The MIB message on the PBCH is mapped onto the central
72 subcarriers or six central resource blocks regardless of the overall system bandwidth. A PBCH
message is repeated every 40ms, i.e. one TTI of PBCH includes four radio frames. The PBCH
transmissions has 14 information bits, 10 spare bits, and 16 CRC bits (POOLE, 1., 2017).

Physical Downlink Shared Channel (PDSCH): As the name implies, The PDSCH channel is the
main data bearing channel which is allocated to users on a dynamic and opportunistic basis. The
PDCH is also used to transmit broadcast information not transmitted on the PBCH which include
System Information Blocks (SIB) and paging & RRC signaling messages. PDSCH is also used to
transfer application data. There are two types of messages being transmitted through the PDSCH
channel:

- Paging messages. These are broadcast using PDSCH channel. LTE UE in RRC IDLE mode
monitor PDCCH for paging indications. Based on trigger, it will decode the paging
message carried in PDSCH RBs.

- Downlink RRC Signaling messages. These are carried by PDSCH. Signaling Radio Bearers
(SRB) will use PDSCH. Every connection usually will have its own set of SRB (POOLE,
L., 2017).

Physical Control Format Indicator Channel (PCFICH): This channel is used at the starting of
each 1ms subframe. It provides information about number of symbols used for PDCCH
transmission. The signaling values for PCFICH depends upon channel bandwidth. The same is
mentioned in the following Table 4 for different LTE channel bandwidths.

Table 4. PCFICH values for different channel bandwidths (RF WIRELESS WORLD, 2012)

Channel Bandwidth
1.4 MHz 3MHz S5MHz 10 MHz 15MHz 20 MHz
PCFICH values 2,3,4 1,2,3

As denoted, 1.4MHz requires more time domain symbols compared to other channel bandwidths
due to less carriers in frequency domain. Signaling value depends on eNodeB RRM (Radio
Resource Management). It is directly connected to the number of active connections. Hence
PDCCH signaling increases parallelly with the number of active connections (RF WIRELESS
WORLD, 2012).
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Figure 9. PCFICH subframe (RF WIRELESS WORLD, 2012)

From the Figure 9 it can be perceived that LTE PCFICH channel occupies 16 REs (Resource
Elements) in first OFDMA symbol of each 1ms frame. PCFICH uses QPSK modulation and hence
16 REs will occupy 32 bits. This 16REs are divided into 4 quadruplets. The position of which in
first OFDMA symbol depends on Channel BW and Physical layer cell identity.

As mentioned, each quadruplet is mapped to REG (Resource Element Group) with subcarrier
index k = k' and is as per following equation:

RB
k' = (Nsc per T) * (Ncewypmod2 Npj,_gp)

The rest of three quadruplets are mapped to REGs spaces at intervals of (NpL.rs/2) * (Nsc per
RB /2) from the first quadruplet and each other. This way LTE PCFICH channel information is
spread across entire subframe as shown. The PCFICH carries CFI (Control Format Indicator) which
has a value ranging from 1 to 3. This CFI is coded to occupy complete PCFICH capacity of 32 bits
(RF WIRELESS WORLD, 2012).

Actual value = signaled value + 1 (for 1.4 MHz BW)
Actual value = signaled value (for all the channel BWs)

Physical Multicast Channel (PMCH): This channel defines the physical layer structure to carry
Multimedia Broadcast and Multicast Services (MBMS). This control channel occupies the first 1,
2, or 3 OFDM symbols in a subframe extending over the entire system bandwidth. For PMCH
channel QPSK, 16QAM, 64QAM modulations are used. It carries MCH. Multicast Channel (MCH)
characterized by:

o requirement to be broadcast in the entire coverage area of the cell

- support for MBSFN combining of MBMS transmission on multiple cells

- support for semi-static resource allocation e.g. with a time frame of a long cyclic prefix

In Downlink, MTCH logical channel can be mapped to DL-SCH and MCH transport channels
(RF WIRELESS WORLD, 2012).
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o  Physical Downlink Control Channel (PDCCH): The main purpose of this physical channel is to
carry mainly scheduling information of different types:
- Downlink resource scheduling
- Uplink power control instructions
- Uplink resource grant
- Indication for paging or system information

The PDCCH contains a message known as the Downlink Control Information, DCI which
carries the control information for a particular UE or group of UEs. The DCI format has several
different types which are defined with different sizes. The different format types include: Type 0,
1, 1A, 1B, 1C, 1D, 2, 2A, 2B, 2C, 3, 3A, and 4 (POOLE, 1., 2017).

e  Physical Hybrid ARQ Indicator Channel (PHICH): As the name indicates, this channel is used
to report the Hybrid ARQ status. It carries the HARQ ACK/NACK signal indicating whether a
transport block has been correctly received. The HARQ indicator is 1 bit long - "0" indicates ACK,
and "1" indicates NACK. The PHICH is transmitted within the control region of the subframe and
is typically only transmitted within the first symbol. If the radio link is poor, then the PHICH is
extended to a number symbols for robustness (POOLE, 1., 2017).

The transport channels are used by the PHY to offer services to the MAC layer. There are four LTE
downlink transport channels (POOLE, 1., 2017) (GHOSH, A. et al., 2011):

e Broadcast Channel (BCH): A downlink channel associated with the BCCH logical channel and is
used to broadcast system information over the entire coverage area of the cell. It has a fixed
transport format defined by the specifications (GHOSH, A. et al., 2011).

o  Downlink Shared Channel (DL-SCH): Used for transmitting the downlink data, including both
control and traffic data, and thus it is associated with both logical control and logical traffic
channels. It supports H-ARQ, dynamic link adaption, dynamic and semi-persistent resource
allocation, UE discontinuous reception, and multicast/broadcast transmission. The concept of
shared channel transmission originates from HSDPA, which uses the High-Speed Downlink Shared
Channel (HS-DSCH) to multiplex traffic and control information among different UEs. By sharing
the radio resource among different UEs the DL-SCH is able to maximize the throughput by
allocating the resources to the optimum UEs (GHOSH, A. et al., 2011).

e Paging Channel (PCH): Associated with the PCCH logical channel. It is mapped to dynamically
allocate physical resources and is needed for broadcast over the entire cell coverage area. It is
transmitted on the Physical Downlink Shared Channel (PDSCH) and supports UE discontinuous
reception (GHOSH, A. et al., 2011).

o  Multicast Channel (MCH): Associated with MCCH and MTCH logical channels for the
multicast/broadcast service. It supports Multicast/Broadcast Single Frequency Network (MBSFN)
transmission, which transmits the same information on the same radio resource from multiple
synchronized base stations to multiple UEs (GHOSH, A. et al., 2011).

LTE defines seven logical downlink channels:

e Broadcast Control Channel (BCCH): A downlink common channel used to broadcast system
control information to the mobile terminals in the cell, including downlink system bandwidth,
antenna configuration, and reference signal power. Due to the large amount of information carried
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on the BCCH, it is mapped to two different transport channels: The Broadcast Channel (BCH) and
the Downlink Shared Channel (DL-SCH) (GHOSH, A. et al., 2011).

e  Multicast Control Channel (MCCH): A point-to-multipoint downlink channel used for
transmitting control information to UEs in the cell. It is only used by UEs that receive
multicast/broadcast services (GHOSH, A. et al., 2011).

o Paging Control Channel (PCCH): A downlink channel that transfers paging information to
registered UEs in the cell, for example, in case of a mobile-terminated communication session
(GHOSH, A. et al., 2011).

e Common Control Channel (CCCH): A bi-directional channel for transmitting control information
between the network and UEs when no RRC connection is available, implying the UE is not
attached to the network such as in the idle state. Most commonly the CCCH is used during the
random-access procedure (GHOSH, A. et al., 2011).

o Dedicated Control Channel (DCCH): A point-to-point, bi-directional channel that transmits
dedicated control information between a UE and the network. This channel is used when the RRC
connection is available, that is, the UE is attached to the network (GHOSH, A. et al., 2011).

o Dedicated Traffic Channel (DTCH): A point-to-point channel, dedicated to one UE for the transfer
of user information. A DTCH can exist in both uplink and downlink channels (GHOSH, A. et al.,
2011).

e  Multicast Traffic Channel (MTCH): A point-to-multipoint downlink channel for transmitting
traffic data from the network to the UE. This channel is only used by UEs that receive MBMS. It
is associated with the multicast/broadcast service (GHOSH, A. et al., 2011).

The Figure 10 depicts the classification of the channels instituted at the uplink. The logical channels will
be omitted, because they are also found in the downlink.

Uplink Logical
channels

...................................

Uplink Transport
channels

NN Uplink Physical
channels
PRACH PUSCH PUCCH

Figure 10. LTE Uplink channels

As on Figure 10, LTE defines three physical channels:
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Physical Uplink Control Channel (PUCCH): 1t carries uplink control information including
Channel Quality Indicators (CQI), ACK/NAKSs for H-ARQ in response to downlink transmission,
and uplink scheduling requests. This LTE channel is used to carry UCI (Uplink Control
Information). UCI can also be transported using PUSCH channel. An LTE UE can never transmit
both PUCCH and PUSCH during the same subframe. If UE has application data OR RRC signaling,
then UCI is carried over PUSCH. If UE does not have any application data OR RRC signaling,
then UCI is carried over PUCCH (GHOSH, A. et al., 2011).

As a stand-alone uplink physical channel, the PUCCH control signaling channel consists the
following:

- HARQ ACK/NACK

- CQI-channel quality indicators

- MIMO feedback - RI (Rank Indicator), PMI (Precoding Matrix Indicator)
- scheduling requests for uplink transmission

- BPSK or QPSK used for PUCCH modulation

One Subframe (1 ms)

-« : -
T e e e 2 5%
! PUCCH (UE #2) =
i im e e D o i a8
| PUCCH(UEH#4) |  PUCCH (UE#3) i

= e o o e o e e

5 H

H |

=] 1

& |

[+ -] ]

T |

c 1

c 1

o 1

= 1

(= 1

3 1

= '

o |

— N N
S, S——— |
| _PUCCH(UEWS) |  PUCCH(UEH) |
- AR

One Slot (0.5 ms) ; Data [PUSCH)

Figure 11. PUCCH subframe structure (RF WIRELESS WORLD, 2012)

PUCCH consists of 1 RB/transmission at one end of the system bandwidth which is followed
by another RB in the following slot (at opposite end of the channel spectrum). This makes use of
frequency diversity with 2dB estimated gain. A PUCCH Control Region encompasses every two
such RBs (see Figure 11 and Table 5).

Table 5. Composition of the PUCCH control region (RF WIRELESS WORLD, 2012)

System BW in MHz 125 25 5§ 10 15 20
PUCCH control region 1 2 4 8 12 16
No. of resource blocks 2 4 8 16 24 32

The standard specifies 6 LTE PUCCH formats as mentioned in the Table 6 below. As stated,
PUCCH format 2a and 2b are not applicable for extended CP.

Table 6. LTE PUCCH formats (RF WIRELESS WORLD, 2012)
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LTEPUCCH  Modulation No. of bits per No. of Res No. of Res

. occupied occupied
Format index subframe (Normal CP) (Extended CP)
1 / / 48+48=96 OR 48+36=84
la BPSK 1 48+48=96 OR 48+36=84
1b QPSK 2 48+48=96 OR 48+36=84
2 QPSK 20 120
2a QPSK+BPSK 21 120 Not applicable
2b QPSK+BPSK 22 120 Not applicable

The LTE PUCCH channel is distributed 2 RBs at the edges of channel BW (Table 7). Each
PUCCH transmission occupy 1 RB on each side of the channel bandwidth. These two RBs are
distributed across two-time slots. RB numbering for PUCCH starts on outside edges and increases
inwards (RF WIRELESS WORLD, 2012).

PUCCH has RBs allocated at the edge of channel BW to avoid fragmenting.

Table 7. Information carried by PUCCH format (RF WIRELESS WORLD, 2012)

LTE No. of
PUCCH bits per Normal CP Extended CP
format subframe
1 / Scheduling request
la 1 1 x HARQ-ACK OR 1 x HARQ-ACK +SR
1b 2 2 x HARQ-ACK OR 2 x HARQ-ACK +SR
2 20 CQI CQI OR HARQ-ACK+CQI
2a 21 1 x HARQ-ACK + CQI /
2b 22 2 x HARQ-ACK + CQI /

Physical Uplink Shared Channel (PUSCH): Carries user data and higher layer signaling. It
corresponds to the UL-SCH transport channel (GHOSH, A. et al., 2011). Namely, the channel is
used to carry RRC signaling messages, UCI (uplink Control Information) and application data.
Uplink RRC messages are carried using PUSCH. SRB use PUSCH and each connection will have
its unique SRB. The LTE PUSCH channel contains user information data and carries both user data
as well as control signal data. Control information carried, can be MIMO related parameters and
transport format indicators. The control data information is multiplexed with the user information
before DFT spreading module in the uplink SC-FDMA physical layer. PUSCH supports QPSK,
16QAM and 64QAM (optional). The LTE eNodeB selects suitable modulation based on adaptation
algorithm. UCI is transmitted using PUSCH instead of PUCCH when there is RRC and application
data to be transferred at the same time instant (RF WIRELESS WORLD, 2012).
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Figure 12. PUSCH channel frame structure (RF WIRELESS WORLD, 2012)

As according to Figure 12, modulation type is conveyed to UE using PDCCH DCI format-0.
This CI also signals RB allocation and TB size. LTE PUSCH channel uses QPSK when TTI
bundling is enabled. If eNodeB directs UE to use 64QAM, but if UE does not support it, then
16QAM modulation type is selected (RF WIRELESS WORLD, 2012).

Physical Random-Access Channel (PRACH): This channel carries the random-access preamble
sent by UEs (GHOSH, A. et al., 2011). As shown a random-access preamble includes a CP, a
sequence and a guard time (RF WIRELESS WORLD, 2012). There are 4 different RA (random
access) preamble formats defined in LTE FDD specifications. The same have been mentioned in
the Table 8 below. It consists of different preamble and CP duration to accommodate different cell
sizes. The preamble format to be used in a specific cell is informed to the UE using PRACH
configuration index. This is broadcasted in SIB-2. PRACH configuration index also indicates SFN
and subframes. This gives the exact position of random access preamble.

Table 8. Random-access preamble formats (RF WIRELESS WORLD, 2012)

LTE PRACH CP Sequence Guard Total Cfuard Typical
. time max. cell

preamble format length length time length o .

equiv. dist. range
0 0.10ms 0.8ms 0.10ms 1Ims 30Km 15Km
1 0.68ms 0.8ms 0.52ms 2ms 156km 78km
2 0.2ms 1.6ms 0.2ms 2ms 60Km 30Km
3 0.68ms 1.6ms 0.72ms 3ms 216Km 108Km

The preamble uses subcarrier spacing of 1.25 KHz instead of 15 KHz. As represented in Figure
13 and Figure 14, the random-access preamble occupies 1, 2 or 3 subframes in the time domain (1,
2, 3 ms) and 839 subcarriers in frequency domain (1.05 MHz). There is a 15 KHz guard band on
both the sides and hence it uses total of 1.08MHz (equal to 6 RBs). The position of LTE random
access preamble is defined by PRACH frequency offset parameter carried in SIB-2 (RF
WIRELESS WORLD, 2012).
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Figure 13. Position of PRACH in uplink frame (RF WIRELESS WORLD, 2012)

There is a maximum of one random access preamble in a subframe but more than one UEs can
use it. Multiple UEs using same preamble resource allocations are differentiated by their unique
preamble sequences. Accordingly, maximum of 64 preamble sequences are divided into group-A
and group-B. LTE UE selects the sequence from these two groups based on size of uplink packet
and radio conditions. This helps eNodeB to calculate PUSCH resources needed for UE uplink
transfer. Sequences in Group-A are used for smaller size packets or larger size packets in poor radio
conditions. Sequences in Group-B are used for larger size packets in good radio conditions (RF
WIRELESS WORLD, 2012).
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Figure 14. Structure of random access preamble (RF WIRELESS WORLD, 2012)

At the transport uplink layer, LTE has two dedicated channels: RACH and UL-SCH.

Random Access Channel (RACH): This is the first message from UE to eNB when the device
powers on. Even though the name designations for the channel are different in all cellular
technology (CDMA, GSM, WCDMA, LTE) there is a specific signal that performs the same
function. In CDMA, it is appointed as 'Access Probe', while in GSM it is known as 'Channel
Request', and in WCDMA / LTE referred to as 'RACH'. From the aspect of eNB, seemingly the
signal is received from the UE in almost random character (i.e. in Random timing, Random
Frequency and in Random Identification) because it doesn’t have information when a user turns on
the UE (Therefore, it is not completely random, as there is a certain range of agreement between
UE and Network about the timing, frequency location and possible identification. However, in large
scale it appears randomly). In terms of Radio Access Network implementation, handling RACH is
one of the most challenging jobs. The RACH channel is shared, and therefore, there is a high
probability that two or more devices transmit simultaneously. This can lead to transmission
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collisions in the medium and the access to the network can be restricted accordingly. In GSM for
example, the upper limit of number of devices transmitting in one RACH timeslot is not specified.
If there are collisions, then the device waits for random period before re-transmitting a RACH
signal again (COX, C., 2014). The parameters for RACH access procedure include: access slots,
preamble scrambling code, preamble signatures, and spreading factor for data part, available
signatures and subchannels for each Access Service Class (ASC) and power control information.
The Physical channel information for PRACH is broadcasted in SIB5/6 and the fast-changing cell
parameters such as uplink interference levels used for open loop power control and dynamic
persistence value are broadcasted in SIB7. RACH access procedure follows slotted-ALOHA
approach with fast acquisition indication combined with power ramping in steps (KUMAR, S.,
2017).

Maximum of 16 different PRACHSs can be offered in a cell, in FDD, the various PRACHSs are
distinguished either by employing different preamble scrambling codes or by using common
scrambling code with different signatures and subchannels. Within a single PRACH, a partitioning
of the resources between the maximum 8 ASC is possible, thereby providing a means of access
prioritization between ASCs by allocating more resources to high priority classes than to low
priority classes. SC 0 is assigned highest priority and ASC 7 is assigned lowest priority. SC 0 shall
be used to make emergency calls which has more priority. The available 15 access slots are split
between 12 RACH subchannels. The RACH transmission consists of two parts, namely preamble
transmission and message part transmission. The preamble part is 4096 chips, transmitted with
spreading factor 256 and uses one of 16 access signatures and fits into one access slot. ASC is
defined by an identifier i that defines a certain partition of the PRACH resources and is associated
with persistence value P(i). The persistence value for P(0) is always set to one and is associated
with ASC 0. The persistence values for others are calculated from signaling. These persistence
values control the RACH transmissions. To start a RACH procedure, the UE selects a random
number r, between 0 and 1 and if r < P (i), the physical layer PRACH procedure is initiated else
it is deferred by 10 ms and then the procedure is started again. Once the UE PRACH procedure is
initiated, then the real transmission takes place (KUMAR, S., 2017).

As described above, the preamble part transmission starts first. The UE picks one access
signature of those available for the given ASC and an initial preamble power level based on the
received primary CPICH power level and transmits by picking randomly one slot out of the next
set of access slots belonging to one of the PRACH subchannels associated with the relevant ASC.
The UE then waits for the proper access indicator sent by the network on the downlink Acquisition
Indicator Channel (AICH) access slot which is paired with the uplink access slot on which the
preamble was sent. There are 3 scenarios possible (KUMAR, S., 2017):

a) If the Acquisition Indication (Al) received is a positive acknowledgement, then UE
sends the data after a predefined amount of with a power level which is calculated from
the level used to send the last preamble (KUMAR, S., 2017).

b) IF the Al received is a negative acknowledgement, the UE stops with the transmission
and hands back control to the MAC layer. After a back off period, the UE will regain
access according to the MAC procedure based on persistence probabilities (KUMAR,
S.,2017).

¢) Ifno acknowledgement is received, then it is considered that network did not receive the
preamble. If the maximum number of preambles that can be sent during a physical layer
PRACH procedure is not exceeded, the terminal sends another preamble by increasing
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the power in steps. The ability of the UE to increase its output power, in terms of steps
to a specific value is called as open loop power control. RACH follows open loop power
control (KUMAR, S., 2017)

o Uplink Shared Channel (UL-SCH): The UL-SCH is used to transmit RRC signaling and
application data. UCI can be added during physical layer processing before mapping on PUSCH
physical channel. TBs belong to UL-SCH has variable size. The physical-layer model for Uplink
Shared Channel transmission is described based on the corresponding physical layer processing
chain. It should be noted that, in case PUSCH, the scheduling decision is partly made at the network
side, if there is no blind decoding it is fully done at the network side. The uplink transmission
control in the UE then configures the uplink physical-layer processing, based on uplink transport-
format and resource-assignment information received on the downlink. As in Figure 15, the
processing steps that are relevant for the physical-layer model, e.g. in the sense that they are
configurable by higher layers, are highlighted in blue (3GPP, 2007-2012). After the UL-SCH
passes through the modules as shown in the figure, UL-SCH code word is formed. This code word
is modulated and later used to generate SC-FDMA signal. UL-SCH codeword is transmitted during
Ims subframe.
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Figure 15. Physical-layer model for UL-SCH transmission (3GPP, 2007-2012)

2.1.3. Diversity processing

The methods which improve the robustness and reliability of a message signal by implementing two or
more communication channels with various characteristics are denoted as a diversity scheme (AVIAT
NETWORKS, 2017). Specifically, diversity techniques are used for tackling fading and co-channel
interference and avoiding error bursts. In other words, a same signal can be transmitted in multiple versions,
and then received and combined at the receiver. A redundant forward error correction code can be
implemented, and different parts of the message can be transmitted over different channels. The diversity
techniques are utilizing the multipath propagation, which is a known problem in wireless systems and
discussed accordingly in the following chapters; which results in a diversity gain, measured in decibels
(dB). There are several diversity techniques (MOLISCH, A. F., 2011):
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o Time diversity — Multiple versions of a single signal are transmitted at different time intervals,
which adds a redundant forward error correction code (FEC) and the message is spread in terms of
bit-interleaving before it is sent. This aids avoidance of error bursts and simplifies the error
correction procedure.

o Frequency diversity — Refers to the application of various frequency manipulation techniques for
reaching improved spectral efficiency (an example for frequency diversity technique is OFDM —
Orthogonal Frequency Division Multiplexing).

o Space diversity — Also known as antenna diversity, refers to the spatial utilization and combining
of antennas in order to achieve better spectral efficiency. For example, such techniques involve the
MIMO (Multiple-Input-Multiple-Output), beamforming or space-time coding.

e Polarization diversity — When multiple versions of a same signal are transmitted and received
through antennas with different polarization.

o Multiuser diversity — In multiuser diversity techniques, there are methods such as opportunistic user
scheduling that selects the best user candidate as a receiver, according to the qualities of each
channel between the transmitter and each receiver. The channel quality information is then spread
by the receiving user to the transmitter using restrictive levels of resolution, after which the
transmitter (base station) can process the multiuser diversity.

o Cooperative diversity — Widely implemented in Distributed Antenna Systems (DAS) and attains
antenna diversity gain by means of the cooperation amongst antennas belonging to each node
(YEO, Y. etal., 2018).

2.1.4. Orthogonal Frequency Division Multiplexing (OFDM) and Orthogonal
Frequency Division Multiple Access (OFDMA) for the downlink channel in

LTE
The Orthogonal Frequency Division Multiple Access technique is based on the Orthogonal Frequency
Division Multiplexing (OFDM). Namely, OFDM (3GPP, 2017) [according to 3GPP Specification 25.892]
is one of the most prominent advances in access techniques. It enables bigger transmission rates with a
significant equalization and detection convolutions. High transmission is accomplished through modulating
a set of narrowband orthogonal subcarriers. An OFDM block is created as shown in Figure 16. The sequence
of L-modulated symbols, x0, x1, . . ., xL—1, are converted into L parallel streams before taking the N -point
Inverse Fast Fourier Transform (IFFT) (COCHRAN, W.T. et al., 1967) of each. The possible mismatch
between L and N is overcome by zero padding the remaining N — L inputs of the IFFT block. Next, the N
outputs, s0, s1, . . ., sN— 1 are converted back to a serial stream before adding the Cyclic Prefix (CP). Finally,
the resulting OFDM block is converted to its analog form prior to sending it over the channel (TAHA, A-

E. M. et al., 2012).
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Figure 16. OFDM modulation with IFFT

With this architecture, an OFDM block can resist the Inter-Carrier Interference (ICI) by empowering
orthogonal subcarriers, that is, as a result of using the IFFT (Inverse Fast Fourier Transform). It is also
efficient in extenuating the channel time dispersion by introducing the CP (Cyclic Prefix). Truthfully, the
insertion of the CP is a generally used method to produce a so-called guard period between consecutive
OFDM symbols. The CP is basically a reiteration of the vestige of the preceding OFDM symbol. The span
of this reiteration is made long enough to surpass the channel delay spread, hence extenuating the channel
delay spread instigates Inter-Symbol-Interference (ISI). Additionally, the detection process becomes a
circular convolution process which augments the signal detection capabilities and abridges the equalization
procedure. OFDM Demodulation overturns the above-mentioned procedures. After converting the received
signal back into the digital domain, the CP is detached. Following that, the signal is transformed into a
parallel N data streams before performing an N -point FFT (Fast Fourier Transform) (COCHRAN, W.T. et
al., 1967). Finally, the sequence is returned into a serial one. These steps are represented in Figure 17.
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Figure 17. OFDM demodulation

Despite the many advantages of OFDM, actual implementations incurred some challenges. The most
famous one is the high Peak-to-Average Power Ratio (PAPR) problem (GAMAGE, H. et al., 2016).
Principally, high PAPR, which results from the coherent addition of the modulated subcarriers, reduces the
efficiency of the power amplifier. The high PAPR also sophisticates the Analog to Digital (ADC) and
Digital to Analog (DAC) conversion processes. While these two disadvantages can be overcome at the base
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station side, they form a serious challenge to the battery-powered Mobile Station (MS). Consequently,
3GPP replaced OFDM at the uplink in their IMT-Advanced proposal by SC-FDMA (TAHA, A-E. M. et
al., 2012).

OFDM is employed in all modern wireless technologies, such as: IEEE 802.11 Wi-Fi, IEEE 802.16
WiMAX, 3G/UMTS, 4G/LTE, IEEE 802.15.3a Ultra-Wideband (UWB) Wireless PAN, IEEE 802.20
Mobile Broadband Access Technology (MBWA) as well as satellite systems as DVB-RCS Digital Video
Broadcast — Return Channel via Satellite, Flash-OFDM cellular systems etc. Also, some wireline
technologies are exploiting the benefits of OFDM, such as: ADSL and VDSL broadband access via POTS
copper wiring, MoCA (Multimedia over Coax Alliance) networking, PLC Power Line Communication etc.
For the purpose of more data services, a system has to provide high spectral efficiency or better spectrum
utilization. Another trait that should be pointed out is resiliency to interference, where a system needs to
enable excellent performance in unregulated and regulated frequency bands. The multi-path problem
(CISCO, 2008) degrades a signal in such way that when a radio frequency (RF) signal is transmitted towards
the receiver, the general behavior of the RF signal is to grow wider as it is transmitted further. As in Figure
18, on its way, the RF signal encounters objects that reflect, refract, diffract, absorb, scatter or interfere with
the signal (BIEHLE, G., 2016). When an RF signal is reflected off an object, multiple wavefronts are
created. As a result of these new duplicate wavefronts, there are multiple wavefronts that reach the receiver.
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Figure 18. Laws of Reflection, Refraction, Diffraction, Absorption and Scattering (BIEHLE, G., 2016)

Multipath propagation occurs when RF signals take different paths from a source to a destination. A part
of the signal arrives at the destination while another part bounces off an obstruction, then proceeds to the
destination. As a result of the reflection, parts of the signal encounter delay and travel a longer path to the
destination. Multipath can be defined as the combination of the original signal plus the duplicate wavefronts
that result from reflection of the waves off obstacles between the transmitter and the receiver. Multipath
distortion is a form of RF interference that occurs when a radio signal has more than one path between the
receiver and the transmitter. This occurs in cells with metallic or other RF-reflective surfaces, such as
furniture, walls, or coated glass (CISCO, 2008).

For example, as in Figure 19, the multi-path problem reflects on a Bluetooth transmitting and receiving
systems (KEITHLEY INSTRUMENTS, 2008). With a symbol rate of 1 MSymbols/s, it is noticeable that
Bluetooth uses a single carrier to transmit a single symbol at a time. This case is analogous to the 2G - GSM
and CDMA systems. For that purpose, to increase the data throughput, the symbol rate has to be increased.
With the cumulative symbol rate, parallelly the Multi-path distortion will intensify. For comparative
incidence, in contrast to Bluetooth, W-CDMA uses 3.16 MSymbols/sec. If the Multi-path effect is fervent,
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then a solution would be to reduce the symbol rate by a third, or namely to 300kSymbols/s. This will reduce
the data throughput as well, which is not a favored setting.
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Figure 19. The Multi-path problem (KEITHLEY INSTRUMENTS, 2008)

To tackle the problem of the directly-proportional relation between the symbol rate and Multi-path
effect, a solution is to increase the number of carriers from a single one to multiple. The modern
technologies such as Wi-Fi, WIMAX or LTE use multiple carriers to provide access to multiple users
simultaneously and deliver robust connection in dense environments or locations obstructed by numerous
physical objects (Figure 20).
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Figure 20. 802.11a-g Wi-Fi multiple carriers with 312.5 KHz sub-spacing

In order to calculate the data rate, it is required to multiply the symbol rate by the number of sub-carriers
and the coded bits divided by the subcarriers, all of which is multiplied by % the coding rate. Specifically:

b, 3 . . . b .
(rs-c) (f) neE where 75 is the symbol rate, ¢ is the number of subcarriers, ?C is the number of coded bits

per sub-carrier and 7, is the coding rate. For example, 802.11a-g Wi-Fi uses 250 kbps symbol rate, 48 data
sub-carriers, from which 6 coded bits per sub-carrier, which gives the actual data rate of 54 Mbps. A
standard Wi-Fi symbol is 4us (useful symbol duration), composed of 3.2us IFFT and 0.8us long guard
interval. If using a short guard interval of 0.4us then the total symbol time is 3.6us. The subcarrier spacing
is equal to the reciprocal of symbol time. Since the useful symbol duration is 3.2us IFFT then the reciprocal

L _ 312500 cycles/sec, which is 312.5 KHz spacing (ROHLING,

of symbol duration would be ———
0.0000032 sec

Hermann, 2011) .
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OFDM subcarrier spacing creates "nulls", canceling out inter-carrier interference (ICI) without the need
for guard bands or expensive bandpass filters. OFDM divides a given channel into many narrower
subcarriers. The spacing is such that the subcarriers are orthogonal (GOLDBLATT, Robert, 1987), so they
won’t interfere with one another despite the lack of guard bands between them. This comes about by having
the subcarrier spacing equal to the reciprocal of symbol time. All subcarriers have a complete number of
sine wave cycles that upon demodulation will sum to zero. This indicates that the spacing of the subcarriers
is directly associated to the useful symbol time, or specifically, the amount of time the transmitter spends
performing IFFT. Because of this relationship, the resulting synchronization frequency response curves
from each subcarrier create signal nulls in the adjacent subcarrier frequencies thus preventing inter-carrier
interference (ICI) (GARCIA, M. and Oberli, C., 2009). OFDM is a form of frequency division multiplexing
(FDD), which typically requires guard bands between carriers and specialized hardware with bandpass
filters to remove interference. OFDM eliminates the need for these which increases spectral efficiency and
reduces cost and complexity of the system since all functions can be completed with digital signal
processing (DSP) (ELKHODR, M. et al., 2017). As shown in Figure 21, Each 20 MHz channel, whether
it's 802.11a/g/n/ac, is composed of 64 subcarriers spaced 312.5 KHz apart. This spacing is chosen because
64-point FFT sampling is used. 802.11a/g for example, employs 48 subcarriers for data, 4 for pilot, and 12
as null subcarriers. 802.11n/ac use 52 subcarriers for data, 4 for pilot, and 8 as null (ROHLING, Hermann,
2011) (ANDREW, A, 2015).

64 subcarriers per 20 MHz channel
~~.._ (48 data subcarriers, 4 pilot subcarriers,
“>~.._ 12 null subcarriers) \

Figure 21. OFDM subcarriers in 802.11a-g Wi-Fi (ANDREW, A., 2015)

Another advantage of OFDM is that by using a reduced symbol rate of 250,000 symbols per second, the
negative effects of multipath distortion are reduced. Since each symbol occupies more time, there is more
resilience to delay spread which is caused by multipath when signal reflections cause multiple copies of the
same transmitted symbol to arrive at the receiver at slightly different times. In contrast to the OFDM symbol
rate, the 802.11b DSSS and Bluetooth both have over 1M symbols per second, where DSSS has 11M
symbols per second if the 'chipping' rate is considered (ROHLING, Hermann, 2011) (ANDREW, A., 2015).

However, multipath also has a negative effect on OFDM, especially when clients are mobile
(ANDREW, A., 2015). The orthogonality of the subcarriers can be lost when movement and multipath are
present because signal delays (the delay spread) affect the reciprocal relationship of the subcarriers and the
useful symbol time (IFFT). Without proper orthogonality between subcarriers, inter-carrier interference
(ICI) would result from this doppler shifting. The solution for this, is to include a cyclic prefix (CP) with
each symbol, which is part of the guard interval that allows channel estimation and equalization. Thus,
contrary to popular belief, the guard interval is actually not empty airtime but actively used for cyclic
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prefixing to allow proper OFDM operation in a multipath environment . One of the primary reasons for
using OFDM as a modulation format within LTE (and many other wireless systems for that matter) is its
resilience to multipath delays and spread. However, it is still necessary to implement methods of adding
resilience to the system. This helps overcome the inter-symbol interference (ISI) that results from this. In
areas where inter-symbol interference is expected, it can be avoided by inserting a guard period into the
timing at the beginning of each data symbol. It is then possible to copy a section from the end of the symbol
to the beginning. As previously mentioned, this is known as the cyclic prefix (CP). The receiver can then
sample the waveform at the optimum time and avoid any inter-symbol interference caused by reflections
that are delayed by times-up to the length of the cyclic prefix, CP. The length of the cyclic prefix is
important. If it is not long enough then it will not counteract the multipath reflection delay spread. If it is
too long, then it will reduce the data throughput capacity. For LTE, the standard length of the cyclic prefix
has been chosen to be 4.69 ps. This enables the system to accommodate path variations of up to 1.4 km.
With the symbol length in LTE set to 66.7 us. The symbol length is defined by the fact that for OFDM
systems the symbol length is equal to the reciprocal of the carrier spacing so that orthogonality is achieved.
With a carrier spacing of 15 kHz, this gives the symbol length of 66.7 us (ROHLING, Hermann, 2011)
(ANDREW, A., 2015).

Despite the slower symbol rate, there are much higher data rates due to the increase in carriers being
modulated by an order of magnitude, from 1 (DSSS) to 48 (OFDM in 802.11a/g) and 52 (OFDM in
802.11n/ac) per 20 MHz channel. Therefore, a serial data stream is taken, and parallel data transmission is
performed across the frequency domain. The sub-carriers are spaced at regular intervals called “sub-carrier
frequency spacing” or offset (AF). The sub-carrier frequency relative to the center frequency is kAF, where
k is the sub-carrier number (Figure 22).
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Figure 22. OFDM sub-carrier spacing (KEITHLEY INSTRUMENTS, 2008)

There are two types of frame structure in the LTE standard, Type 1 and Type 2. Type 1 uses Frequency
Division Duplexing (uplink and downlink separated by frequency), and TDD uses Time Division
Duplexing (uplink and downlink separated in time). FDD is the dominant frame structure used in most of
the LTE deployments (3GPP, 2017).
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Figure 23. An FDD frame for 1.4 MHz channel and normal CP (3GPP, 2017)

According to Figure 23, a resource block (RB) is the smallest unit of resources that can be allocated to
a user. The resource block is 180 kHz wide in frequency and 1 slot long in time. In frequency, resource
blocks are either 12 x 15 kHz subcarriers or 24 x 7.5 kHz subcarriers wide. The number of subcarriers used
per resource block for most channels and signals is 12 subcarriers. Frequency units can be expressed in
number of subcarriers or resource blocks. For instance, a 5 MHz downlink signal could be described as 25
resource blocks wide or 301 subcarriers wide (DC subcarrier is not included in a resource block). The
underlying data carrier for an LTE frame is the resource element (RE). The resource element, which is 1
subcarrier x 1 symbol, is the smallest discrete part of the frame and contains a single complex value
representing data from a physical channel or signal (3GPP, 2017).

In FDD mode, the UL and DL frames are both 10ms long and are divided by frequency (Figure 24) or
by time (Figure 25).
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Figure 24. LTE frame Type-1 (FDD)

Subframe

Figure 25. LTE frame Type-2 (TDD) (3GPP, 2017)

For full-duplex FDD, uplink and downlink frames are separated by frequency and are transmitted
continuously and synchronously. For half-duplex FDD, the only difference is that a UE cannot receive
while transmitting. The base station can specify a time offset (in PDCCH) to be applied to the uplink frame
relative to the downlink frame. In TDD mode, the uplink and downlink subframes are transmitted on the
same frequency and are multiplexed in the time domain. The locations of the uplink, downlink, and special
subframes are determined by the uplink-downlink configuration. There are seven possible configurations
given in the standard (3GPP, 2017).
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The OFDM signal used in LTE comprises maximum of 2048 different sub-carriers, having a spacing of
15 kHz. Although it is mandatory for the devices to have capability to be able to receive all 2048 sub-
carriers, not all need to be transmitted by the base station which only needs to be able to support the
transmission of 72 sub-carriers. In this way all mobiles will be able to talk to any base station. Since the
bandwidths defined by the LTE standard are 1.4, 3, 5, 10, 15, and 20 MHz, the Table 9 shows how many
subcarriers and resource blocks there are in each bandwidth for uplink and downlink (3GPP, 2017).

Table 9. Frequency measures (3GPP, 2017)

Resource Subcarriers Subcarriers

Bandwidth ks (downlink) (uplink)
1.4 MHz 6 73 72

3 MHz 15 181 180

5 MHz 25 301 300

10 MHz 50 601 600

15 MHz 75 901 900

20 MHz 100 1201 1200

As described before, uplink user transmissions consist of uplink user data (PUSCH), random-access
requests (PRACH), user control channels (PUCCH), and sounding reference signals (SRS). FDD and TDD
uplink transmissions have the same physical channels and signals. The only difference is that TDD frames
include a special subframe, part of which can be used for SRS and PRACH uplink transmissions (Figure
25). The following figure stands as an example for User 1 that has a PUSCH allocation of [RB 20, slots 4-
5], and User 2 that has a PUCCH allocation of [subframe 2, PUCCH index 0]. User 3 has been given an
SRS allocation of subcarrier 94 to 135 in subframe 2, and User 4 is transmitting in a PRACH allocation. A
user cannot transmit both PUCCH and PUSCH data in the same slot (3GPP, 2017).

44



Subcarrier 149, H

RB 24 = [] PUSCH allocation (User 1)
=[] PUCCH allocation (User 2)
= [0 PuscH or PUCCH DMRS
=[] PUSCH allocation (Other users)
=  [B s-Rs allocation (User 3)
= [I PRACH allocation (User 4)

RB 20 E

Subcarier -150,

RBO

Slot 4 Slot 5 Slot 6 Slot 7
Subframe 2 Subframe 3

Figure 26. LTE uplink subframes 2-3; Bandwidth: 5 MHz = 300 subcarriers = 25 RB; Normal CP, PUCCH Type 2, 15
KHz subcarrier spacing (3GPP, 2017)

Within the OFDM signal it is possible to choose between three types of modulation for the LTE signal:
a) QPSK (= 4QAM) 2 bits per symbol
b) 160AM 4 bits per symbol
c) 640AM 6 bits per symbol

The exact LTE modulation format is chosen depending upon the prevailing conditions. The lower forms
of modulation, (QPSK) do not require such a large signal to noise ratio but are not able to send the data as
fast. Only when there is a sufficient signal to noise ratio can the higher order modulation format be used
(ADRIO COMMUNICATIONS LTD., 2017).

A. Measurements based on constellations and Error Vector Magnitude (EVM) metrics

To measure the efficiency of the OFDM system, it is required to comprehend the concepts of parallel
symbol transmissions in OFDM, as described previously. In Figure 27, the symbol that undergoes an
inverse Fast Fourier Transform is coupled in / and Q components that form the waveforms, which is called
serial symbol transmission. However, OFDM utilizes the efficiency of parallel symbol transmission with
coupling multiple symbols using inverse Fast Fourier Transform, that results also in modulated / and Q
waveforms. In this case, multiple carriers will transmit multiple symbols in parallel and the carriers may
have modulations, such as: BPSK, QPSK, 16QAM, 64QAM etc.
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Figure 27. From symbol to waveform (serial and parallel symbol transmissions)

Quadrature Amplitude Modulation (QAM) is a form of modulation which is widely used for modulating
data signals onto a carrier used for radio communications. It is widely used because it offers advantages
over other forms of data modulation such as PSK, although many forms of data modulation operate
alongside each other (ADRIO COMMUNICATIONS LTD., 2017).

Quadrature Amplitude Modulation, QAM is a signal in which two carriers shifted in phase by 90 degrees
are modulated and the resultant output consists of both amplitude and phase variations. Since both
amplitude and phase variations are present, it may also be considered as a mixture of amplitude and phase
modulation. A motivation for the use of quadrature amplitude modulation comes from the fact that a straight
amplitude modulated signal, i.e. double sideband even with a suppressed carrier, and occupies twice the
bandwidth of the modulating signal. This is very wasteful of the available frequency spectrum. QAM
restores the balance by placing two independent double sideband suppressed carrier signals in the same
spectrum, as one ordinary double sideband suppressed carrier signal. Quadrature amplitude modulation,
QAM, when used for digital transmission for radio communications applications can carry higher data rates
than ordinary amplitude modulated schemes and phase modulated schemes. As with phase shift keying
(PSK), etc., the number of points at which the signal can rest, i.e. the number of points on the constellation
is indicated in the modulation format description, e.g. 16QAM uses a 16-point constellation. When using
QAM, the constellation points are normally arranged in a square grid with equal vertical and horizontal
spacing and as a result the most common forms of QAM use a constellation with the number of points equal
to a power of 2 i.e. 4, 16, 64 etc. By using higher order modulation formats, i.e. more points on the
constellation, it is possible to transmit more bits per symbol. However, the points are closer together and
they are therefore more susceptible to noise and data errors. Normally a QAM constellation is square and
therefore the most common forms of QAM 16QAM, 64QAM and 256QAM. The advantage of moving to
the higher order formats is that there are more points within the constellation and therefore it is possible to
transmit more bits per symbol. The downside is that the constellation points are closer together and therefore
the link is more susceptible to noise. As a result, higher order versions of QAM are only used when there
is a sufficiently high signal to noise ratio. To provide an example of how QAM operates, the constellation
diagram in Figure 28 shows the values associated with the different states for a 16QAM signal. From this
it can be seen that a continuous bit stream may be grouped into fours and represented as a sequence (ADRIO
COMMUNICATIONS LTD., 2017).
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Figure 28. 16QAM modulation constellation

Although QAM appears to increase the efficiency of transmission for radio communications systems by
utilizing both amplitude and phase variations, it has a number of drawbacks. The first is that it is more
susceptible to noise because the states are closer together so that a lower level of noise is needed to move
the signal to a different decision point. Receivers for use with phase or frequency modulation are both able
to use limiting amplifiers that are able to remove any amplitude noise and thereby improve the noise
reliance. This is not the case with QAM. The second limitation is also associated with the amplitude
component of the signal. When a phase or frequency modulated signal is amplified in a radio transmitter,
there is no need to use linear amplifiers, whereas when using QAM that contains an amplitude component,
linearity must be maintained. Unfortunately, linear amplifiers are less efficient and consume more power,
and this makes them less attractive for mobile applications (ADRIO COMMUNICATIONS LTD., 2017).

To measure the efficiency of the eNB base station, a constellation diagram is formed within a signal
analyzer which inspects the radio access network. A constellation diagram is a representation of a digital
modulation scheme in the complex plane, in the particular case a 16QAM modulation scheme. If the
constellation does not look linear, it is due to excess or shortage of gain at the / or O components of the
modulated signal. That indicates the necessity to adjust the gains of the particular channel properly. In such
case, the constellation offset can be observed at the signal analyzer (Figure 29).
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Figure 29. Origin offset example of 16-QAM constellation (KEITHLEY INSTRUMENTS, 2008)

The 7 and O components of the signal are forming a correlation angle of 90°, which when summed forms
the modulated signal (Figure 30).
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Figure 30. Digital modulation of a signal (KEITHLEY INSTRUMENTS, 2008)
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The amplitude of the signal is represented as the length of 4, that is 4/ I? + Q2 (Pythagorean Theorem).
And the phase (angle ¢) is tan_l(%). If the signal is represented on a complex plane, it would look as in
Figure 31, that is S(t) = Acos(2nf-(t) + ¢, where f is the signal frequency.
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Figure 31. Representation of signal on complex plane (KEITHLEY INSTRUMENTS, 2008)

The Error Vector Magnitude (EVM) is a metric of performance that derives the relationships among
signal-to-noise ratio (SNR) and the bit error rate (BER). Namely, “Error Vector Magnitude (EVM) is a
performance metric for assessing the quality of communication. EVM expresses the difference between the
expected complex voltage of a demodulated symbol and the value of the actual received symbol” (SHAFIK,
R. A. et al., 20006).

Bit Error Rate (BER) is a used performance metric which describes the probability of error in terms of
number of 28 mistaken bits per bit transmitted. BER is a direct effect of channel noise for Gaussian noise
channel models. For fading channels, BER performance of any communication system is worse and can be
directly related to that of the Gaussian noise channel performance. Considering M-ary modulation with
coherent detection in Gaussian noise channel and perfect recovery of the carrier frequency and phase, it can
be shown that (SHAFIK, R. A. et al., 2006):
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, where L is the number of levels in each dimension of the M-ary modulation system, E;, is the energy
per bit and ?0 is the noise power spectral density. Q is the Gaussian co-error function and is given by:
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Assuming raised cosine pulses with sampling at data rate, the error rate in terms of signal to noise ratio
would then be:
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, Where N—S is the signal-to-noise ratio for the M-ary modulation system and raised cosine, pulse shaping
0

at data rate. Therefore, the BER performance in terms of SNR is defined and used as a main tool for many
adaptive systems. Consequently, the EVM (Error Vector Magnitude) measurements are performed on the
vector signal analyzers, real-time analyzers or other instruments that capture a time record and internally
perform a FFT to enable frequency domain analysis. Signals are down-converted before EVM calculations
are made. Since different modulation systems such as: BPSK, 4-QAM, 16-QAM etc., have different
amplitude levels, to calculate and compare EVM measurements effectively some normalization is typically
carried out. The normalization is derived such that the mean square amplitude of all possible symbols in
the constellation of any modulation scheme equals one. Thus, EVM is defined as the root-mean-square
(RMS) value of the difference between a collection of measured symbols and ideal symbols. These
differences are averaged over a given, typically large number of symbols and are often shown as a percent
of the average power per symbols of the constellation. Therefore, EVM can be given as:

1

N 1s — S|
EVMRMS =N n—1| n 0,n|

LI (Soml’

, where S, is the normalized nth symbol in the stream of measured symbols, S , is the ideal normalized
constellation point of the nth symbol and N is the number of unique symbols in the constellation. The
expression cannot be replaced by their unnormalized value, since the normalization constant for the
measured constellation and the ideal constellation are not the same. The normalization scaling factor for

ideal symbol is represented by:
Al = 1 T
B R
T

, where P, is the total power of the measured constellation of 7 symbols. For RMS voltage levels of
inphase and quadrature components, V; and V;, and for 7>>N, it can be shown that B, is expressed as:
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The normalization factor for ideal case can be directly measured from N unique ideal constellation points
as:

|40l = 2
’ J Zn=1 [(Vz,t)z + (VQ,t)Z]

Accordingly, the EVM per root-mean-square can be extended by:

1
TZ{=1|115 - Io,tl2 + |Qt - Qo,t|2

1

EVMgpys = 2 2
T Zt=1lloe| + Qo]

, where [; = (Vlt) |A| is the normalized in-phase voltage for measured symbols and IO,t(VIO,t) |Ap| is the
normalized in-phase voltage for ideal symbols in the constellation, Q; = (VQ t) |A| is the normalized
quadrature voltage for measured symbols and QO,t(VQO,t) |A,| is the normalized quadrature voltage for ideal

symbols in the constellation. This definition is used as a standard definition for the EVM according to the
IEEE 802.11a— 1999 (SHAFIK, R. A. et al., 2006).

To represent the EVM into percentage or dB, it is converted accordingly:
PETT'OT
EVMy = |z— - 100%
P, reference

P
EVM (4p) = 10log;, <ﬂ>

P reference

And

, where P is the RMS power.

The measurements taken from a signal analyzer would represent the EVM as a ratio of measured
amplitude to intended amplitude in percentage (Figure 32), denoted by the red line. The blue line indicates
the measured signal and the black line is the intended signal. The angle ¢ the black and blue lines form is
the phase error, or IQ Error Phase. If the portion of this image is imagined to be one quadrant of the (x,y)
axis at a signal analyzer constellation, then the unit circle is depicted by the purple dashed line. At this
point, the distance that we obtain from the dashed line and the red dot is the actual magnitude error, or more
specifically 1Q Error Magnitude.
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Figure 32. EVM ratio of measured amplitude to intended amplitude

When error occurs, the signal analyzer would then simply indicate the constellation imbalance as in
Figure 33 and Figure 34.

9>0

Figure 33. Quadrature error examples - QPSK constellations (KEITHLEY INSTRUMENTS, 2008)
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Figure 34. Modular imbalances examples - QPSK constellations (KEITHLEY INSTRUMENTS, 2008)

If the signal is subdued to the effects of gain imbalances, then the constellation imperfections are clearly
indicated at the signal analyzer plot. For example, since Quadrature Amplitude Modulation is the widely
used modulation scheme in this work, the power amplifier nonlinearity can contribute to EVM as shown in
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Figure 35. EVM due to power amplifier nonlinearity

Another factor is the Inter Symbol Interference (ISI), which can contribute to have symbols received at
delayed intervals, and thus the constellation would appear as in Figure 36.
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Figure 36. Inter Symbol Interference in case of 16-QAM constellations

Finally, the constellation display at the signal analyzer is an actual composite of all OFDM sub-carrier
symbols, for particular frequency (Figure 37) and at a particular time (Figure 38), accordingly.

Constellation
display at T =t

BPSK

Figure 37. Constellation display - a composite of all OFDM sub-carrier symbols with a particular frequency f
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Figure 38. Constellation display - a composite of all OFDM sub-carrier symbols at a particular time ¢

OFDM as a modulation technique is not a multi-user, because all sub-carriers in a channel are used to
facilitate a single link. To expand the functionality to multiple users, OFDMA (Orthogonal Frequency
Division Multiple Access) assigns different number of sub-carriers to different users in a similar fashion as
in CDMA. The parallel multi-symbol transmission described in Figure 27 is assigned logical number per
sub-channel. The transmission on both DL and UL channels is performed in bursts, which defines a single
OFDMA symbol number. As shown in Figure 39 and Figure 40, the physical sub-channels are changed per
each symbol, using a PN sequence (3GPP, 2017).

OFDM symbol number t
K | k+1| k+3| k+5| k+7 | k+9 |k+11 k+13\k+15) |k+17)k+20\k+231k+26| |k+29k+30k+32
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Figure 39. Dynamic symbol mapping in OFDMA
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Figure 40. PN sequence for each physical sub-channel

2.1.5. Single-Carrier Frequency Division Multiple Access (SC-FDMA) for uplink
channel
Similar to OFDMA, SC-FDMA divides the transmission bandwidth into multiple parallel sub-carriers
maintaining the orthogonality of the subcarriers by the addition of the cyclic prefix (CP) as a guard interval.
However, in SC-FDMA the data symbols are not directly assigned to each subcarrier independently like in
OFDMA. Instead, the signal which is assigned to each subcarrier is a linear combination of all modulated
data symbols transmitted at the same time instantaneously. For the LTE uplink, a different concept is used
for the access technique. Although still using a form of OFDMA technology, the implementation is called
Single Carrier Frequency Division Multiple Access (SC-FDMA). One of the key parameters that affects all
mobiles is that of battery life. Even though battery performance is improving all the time, it is still necessary
to ensure that the mobiles use as little battery power as possible. With the RF power amplifier that transmits
the radio frequency signal via the antenna to the base station being the highest power item within the mobile,
it is necessary that it operates in as efficient mode as possible. This can be significantly affected by the form
of radio frequency modulation and signal format. Signals that have a high peak to average ratio and require
linear amplification do not lend themselves to the use of efficient RF power amplifiers. As a result it is
necessary to employ a mode of transmission that has as near a constant power level when operating.
Unfortunately, OFDM has a high peak-to-average ratio. While this is not a problem for the base station
where power is not a particular problem, it is unacceptable for the mobile. As a result, LTE uses a
modulation scheme known as SC-FDMA - Single Carrier Frequency Division Multiplex which is a hybrid
format. This combines the low peak to average ratio offered by single-carrier systems with the multipath
interference resilience and flexible subcarrier frequency allocation that OFDM provides (ADRIO
COMMUNICATIONS LTD., 2017). The difference between OFDMA and SC-FDMA is depicted in Figure
41.
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Figure 41. LTE uses SC-FDMA at the uplink (UL)

2.1.6. Multiple-antenna techniques

The wireless technologies, including LTE, utilize the cutting-edge radio antenna technologies in order
to achieve maximal throughput, better spectral efficiency and accommodate much higher number of users.
Besides the technology advances, there are various antenna techniques used for increasing the efficiency of
the radio system. Multiple antennas can be used to achieve a multiplexing gain, a diversity gain, or an
antenna gain, thus enhancing the bit rate, the error performance, or the signal-to-noise-plus-interference
ratio of wireless systems, correspondingly. The field of multiple-antenna systems, often called multiple-
input multiple-output (MIMO) systems, is a major subject of research and is evolving rapidly. For an
optimal level of quality of service, not only high bit rates are needed, but also a good error performance
(MOLISCH, A. F., 2011). However, the disruptive characteristics of wireless channels, mainly caused by
multipath signal propagation (due to reflections and diffraction) and fading effects, make it challenging to
accomplish both of these goals at the same time. Particularly, given a fixed bandwidth, there is always an
essential compromise between bandwidth efficiency (high bit rates) and power efficiency (small error
rates). Conventional single-antenna transmission techniques aiming at an optimal wireless system
performance, operate in the time domain and/or in the frequency domain. Specifically, channel coding and
modulation (i.e. OFDM) are ordinarily used to permeate the negative effects of multipath fading. However,
regarding the ever-growing demands of wireless services, the antenna technologies are advancing very fast.
In fact, when using multiple antennas, the previously vacant spatial domain can be exploited. The immense
potential of using multiple antennas for wireless communications has only become clear during the last
decade. At the end of the 1990s, multiple-antenna techniques were shown to provide an innovative method
for achieving both higher bit rates and smaller error rates. In addition to this, multiple antennas can also be
utilized in order to alleviate co-channel interference, which is additional major source of disruption in all
wireless communication systems. Altogether, multiple-antenna techniques form a key technology for
modern wireless communications (MIETZNER, J. et al., 2009).

To accommodate the exponentially-higher expected number of connected devices after 2020, the 5G
radio systems have massive advancements in antenna technologies, as well as techniques used to back their
operation. Since there is no particular definition about the structure of a 5G wireless communication system
at this point, it can be acknowledged that an evolution of the present radio technologies is taking place, of
which, Massive MIMO (ARAUJO, D. C. et al., 2016, pp.1938-1946) and Millimeter wave (TOKGOZ, K.
K. et al., 2018, pp.168-170) technologies are considered to be the key radio progressions for 5G wireless
communications. Traditionally, the antenna in mobile communication systems is a passive element and is
separated from the RF transceivers. For massive MIMO, at either lower microwave band or millimeter
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wave band, the active antenna will be seamlessly integrated with RF transceivers and even with RoF or
ADC (DAC) and E/O (O/E). Therefore, the antenna for 5G wireless communications will have distinct
characteristics compared to traditional antennas (WEI, H. et al., 2014).

A. Smart antennas

The initial usage of smart antennas dates back in the beginning of the 20™ century, which was mostly
directed towards military appliances and intelligence gathering. The first commercial applications of smart
antennas start with the rapid growth of cellular technologies in the 1980s. Since then, the remaining wireless
technologies are acting as an active driver for the development of the smart antennas in the 1990s, namely
satellite broadcasting systems, indoor wireless networks, fixed and mobile wireless systems etc. The
resulting efforts thus have produced techniques such as MIMO (Multiple-Input Multiple-Output) as well as
implementation of access techniques (as OFDMA or SDMA), where multiple antennas are used for
enhancing the spectrum and accommodating larger number of users. A smart antenna is comprised of an
antenna array, combined with signal processing in both space and time. Spatial processing enables multiple
degrees of freedom in the system design, which can increase the global performance of the system. The
concept of antenna arrays is not new and is widely implemented in radar and aerospace technology through
the last century (CHRYSSOMALLIS, M., 2000, pp.129-136).

The smart antenna works in the manner of propagation of each path differently for each different antenna
element. This allows collection of elements to distinguish individual paths to within a certain resolution.
Therefore, smart antenna transmitters can encode different streams of data onto different paths or linear
combination of paths, which increases the data rate and provides diversity gain. Also, this procedure
automates the placement of the antenna in that way that the smart antenna adapts electronically to the
environment (ANKIT, D. P., 2013). There are three antenna groups:

e Phased antenna array systems - A phased array antenna is comprised of numerous radiating
elements, each containing a phase shifter. Beams are formed by shifting the phase of the signal
emitted from each radiating element, in order to provide constructive/destructive interference, as
well as to steer the beams in the anticipated direction. This type of antenna array system is widely
used in radar technologies.

o Switched beam systems — Switched-beam antennas have several fixed beam patterns. This approach
is not very flexible, but its simplicity allows unsophisticated deployments. Switched-beam smart
antenna systems are shown to either increase the capacity or extend the radio coverage by
increasing the carrier-to-interference ratio (CIR), consisting of a multiple narrow-beam directional
antenna along with a beam-selection algorithm. Switched-beam smart antennas offer a potentially
more desirable solution than adaptive antenna arrays since they are based on well-known
technology, require no complicated beam-forming (combining) network, and require no significant
changes to the existing cellular infrastructure. Switched-beam antennas are based on the retro-
targeting concept (STUBER, G. L., 1996). The choice of the triggered receive beam is constructed
on the received signal-strength indicator (RSSI) [and also the supervisory audio tone (SAT) for the
advanced mobile phone systems (AMPS)]. Forward-channel transmissions (BS’s—MS’s) are over
the best received beam, i.e., the same beam is used for both reception and transmission. Beam
forming is accomplished by using physically directive antenna elements to create aperture and,
thus, gain (HO, M-J. et al., 1998, pp.10-19)

o Adaptive antenna array systems - These type of antenna systems allow the beam to be continually
steered (directed) to any direction, in order to allow for the maximum signal to be received and the
interference minimized. Adaptive antenna arrays have been successfully used in TDMA mobile
wireless systems to mitigate rapid dispersive fading, suppress cochannel interference, and,
therefore, improve communication capacity. For systems with flat fading, the direct matrix
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inversion (DMI), or the diagonal loading DMI (DMI/DL) algorithm for antenna diversity can be
used to enhance desired signal reception and suppress interference effectively. The DMI/DL
algorithm, can be also used for spatial-temporal equalization in TDMA systems to suppress both
inter-symbol and cochannel interference. The use of adaptive antenna arrays in the OFDM systems
suppresses cochannel interference. The difficulty of adaptive antenna arrays for OFDM systems
stems from the fast change of parameters for the MMSE-DC because OFDM systems have much
longer symbol duration than that of single carrier or TDMA systems. Hence, the parameter
estimation approaches for TDMA systems are not applicable to OFDM systems (LI, Y. and
Sollenberger, N. R., 1999, pp.217-229).

B. Adaptive Beamforming

Beamforming, also known as spatial filtering, is a signal processing technique used in sensor arrays for
directional signal transmission or reception (GOLBON-HAGHIGHI, M. H., 2016, pp.163-199). This is
realized by coalescing components in an antenna array in such a way that signals at specific angles
experience constructive interference while others experience destructive interference. Beamforming can be
used at both the transmitting and receiving sides in order to achieve spatial selectivity. The improvement
compared with omnidirectional reception/transmission is known as the directivity of the array (FORENZA,
A. et al., 2005, pp.3188-3192). In other words, using beamforming technique, it is possible to direct the
radiation towards the user device in order to achieve better connectivity and lower transmission error rate
(Figure 42).

Omnidirectional Beamforming

L (@ ©)

Figure 42. Omnidirectional radiation pattern and Beamforming

Smart antennas are widely used for wireless communications due to their ability to increase the coverage
and capacity of communication systems. Utilization of an adaptive algorithm is one of the core technologies
of smart antenna. Adaptive beamforming can receive signal from a certain direction by adjusting the array
weight vector to enhance the desired signal and suppress the interference and noise (YANG, Y. Z. a. X.,
2016, pp.522-525). Adaptive beamforming is a key technology of smart antenna; the core is to obtain the
optimum weights of the antenna array by some adaptive beamforming algorithms, and finally adjust the
main lobe to focus on the arriving direction of the desired signal, as well as suppress the interfering signal.
By these ways, the antenna can receive the interesting signal efficiently. In practical application, the speed
of convergence, complexity, and robustness are the main factors to be considered when choosing an
adaptive beamforming algorithm (YONG-JIANG, S. et al., 2012, pp.1-3).
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C. Antenna Diversity (Spatial Diversity)

The base station is the most complex element in any wireless system, because it is responsible for various
processing, including the diversity schemes, combining, modulation, coding, error correction etc. These
functions instigate high power consumption. In the subsequent chapters, it will be disclosed that the
virtualization of the base station function and the radio access network, entail high-power computing
devices to placate the immense demand for computing resources. In addition to diversity processing
algorithms, there are numerous antenna diversity techniques that can be applied for accomplishing
improvement and augmenting the consistency of a wireless link. Practically, in urban and indoor settings,
no clear line-of-sight (LOS) between the transmitter and the receiver exists (DOBKIN, D. M., 2011).
Instead, the signal is reflected by multiple paths before being received. Therefore, the multi-path effects
can induce phase shifts, time delays, attenuations, and distortions that can detrimentally interfere between
each other at the aperture of the receiving antenna. Correspondingly to the increased demand for processing
power, an antenna diversity technique needs additional hardware integration to accommodate the
peculiarity of such scenario.

Antenna diversity is particularly effective at extenuating multipath conditions. This is due to multiple
antennas offering a receiver several observations of a single signal. Each antenna will confront a diverse
interference scenery. Thus, if one antenna is facing a deep fade, it is probable that another antenna has an
adequate signal. Collectively, a system of such scopes can deliver a robust link. While this is principally
observed in receiving systems (diversity reception) (TATARINSKIY, S. N. et al., 2006, pp.1014-1014),
the equivalent is also demonstrated valuable for transmitting systems (transmit diversity) (LOZANO, A.
and Jindal, N., 2010, pp.186-197) as well.

For example, to alleviate the effects of multipath fading, multiple-antenna diversity systems engage
multiple antennas and a digital central receiver using diversity combiner. The multiple-antenna adherences
are handled at distinct receivers and sent to a central receiver. The central receiver combines all the
individual receiver information to form universal information on which symbol was transmitted. A
multiple-antenna diversity scheme can be represented by course-resolution information or high-resolution
information. The exact diversity scheme that functions by course-resolution information is designated for
the case of non-coherent frequency-shift keying in slow Rayleigh fading and additive Gaussian noise. This
technique is more cost effective and can be used instead of high-resolution scheme without noticeable loss
in performance which simplifies receiver design and construction (AZIZ, A. M., 2009, pp.1-10).

Antenna diversity can be achieved in multiple ways, in accordance to the situation and the environment;
also, the expected interference, which can direct designers to implement one method or combine several
for signal quality improvement:

Spatial diversity — Implementation with multiple physically-separated antennas with same properties. In
some situations, a space of separation on the order of a wavelength is sufficient, but sometimes the antennas
need to be distanced more from each other. Sectorization of a cell in the mobile network is an example of
a separation of antennas kilometers apart, that is a mechanism for combatting co-channel interference and
spectrum reuse (HANLEN, L. and Fu, M., 2006, pp.133-142).

Pattern diversity — Colocation of multiple antennas with different radiation patterns. This type of
diversity includes usually directional antennas that are separated by short distances. The benefit in this case
is that the directional antennas can achieve higher gain than omnidirectional antennas (YANG, S. L. S. et
al., 2008, pp.71-79).

Polarization diversity — Combining pairs of antennas with different polarization radiating patterns
(horizontal or vertical, left-hand or right-hand circular polarization) (KADIR, M. F. A. et al., 2008, pp.128-
131).
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Transmit/Receive diversity — Two separate collocated antennas for transmission and receiving. This
configuration omits the necessity for duplexer and protect sensitive receiver components from the high
power used to transmit (DIGHE, P. A. et al., 2003, pp.694-703).

Adaptive arrays — A situation where a single antenna with active elements can be used, which can change
the radiation pattern in accordance to the requirements of the environment conditions. Phase shifters and
attenuators are used within active electronically scanned arrays (AESAs), to provide an instantaneous scan
ability as well as radiation pattern and polarization control. An example is a radar antenna, which can switch
to different modes of operation (searching, tracking, mapping or jamming countermeasures) (SRAR, J. A.
etal., 2010).

D. Spatial multiplexing (SMX)

Spatial multiplexing, as the name indicates, is a transmission technique used in MIMO (Multiple-Input-
Multiple-Output) wireless systems for transmission of impartial and separately encoded data signals, so-
called streams, from each of the multiple transmit antennas. Therefore, the space dimension is reused
(multiplexed), multiple times. To take advantage of the additional throughput capability, MIMO utilizes
several sets of antennas. In many MIMO systems, just two are used, but there is no reason why further
antennas cannot be employed and this increases the throughput. In any case for MIMO spatial multiplexing,

the number of receive antennas must be equal to or greater than the number of transmit antennas (LOZANO,
A. and Jindal, N., 2010, pp.186-197).

E. Space-Division Multiple Access (SDMA)

SDMA is an access technique, similar to OFDM, with the difference that SDMA creates parallel spatial
pipes next to higher capacity pipes through spatial multiplexing and/or diversity. This can enable superior
performance in radio systems that require multiple-access. Combined with techniques such as
beamforming, the SDMA can allow the base station to save power and avoid wasting energy on
transmissions when there are no reachable mobile units, which can also minimize interference. Instead of
receiving signals coming from all directions including noise and interference signals, the receiving antenna
can collect adapted signal from the smart transmitting antennas at the base station; which using phased
array technologies, radiates an adapted pattern according to the requirements for the corresponding user
devices. The radiation pattern of the base station is adapted to each UE to obtain highest gain in the direction
of the given user with utilization of phased array techniques. In GSM cellular networks, the base station
can acquire the distance (but not direction) of a mobile phone by use of a technique called "timing advance"
(TA) (HUNT, A. et al., 2016, pp.643-647). The base transceiver station (BTS) can determine how far the
mobile station (MS) is by interpreting the reported TA. This information, along with other parameters, can
then be used to power down the BTS or MS, if a power control feature is implemented in the network. The
power control in either BTS or MS is implemented in most modern networks, especially on the MS, as this
ensures a better battery life for the MS. This is also why having a BTS close to the user results in less
exposure to electromagnetic radiation. This is why one may be safer to have a BTS close to them as their
MS will be powered down as much as possible. For example, there is more power being transmitted from
the MS than what one would receive from the BTS even if they were 6 meters away from a BTS mast.
However, this estimation might not consider all the Mobile stations that a particular BTS is supporting with
EM radiation at any given time (HARTMANN, C., 2017). In the same manner, 5th generation mobile
networks will be focused in utilizing the given position of the MS in relation to BTS in order to focus all
MS Radio frequency power to the BTS direction and vice versa, thus enabling power savings for the Mobile
Operator, reducing MS SAR index, reducing the EM field around base stations since beam forming will
concentrate RF power when it will be used rather than spread uniformly around the BTS, reducing health
and safety concerns, enhancing spectral efficiency, and decreased MS battery consumption
(TELECOMPAPER, 2013).
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F. MIMO (Multiple-Input Multiple-Output)

One of the best advantages of LTE systems is that they employ the power of multiple-antenna
transmission. As stated previously, the combining of antennas can not only increase the throughput of the
system but also minimize transmission error as well as cope with the multipath problem. There are two
different scenarios where MIMO is used, specifically: Single-User MIMO (SU-MIMO) or Multi-User
MIMO (MU-MIMO), although a common set of concepts captures the essential MIMO benefits in both
cases. Single-User MIMO was established in the first version of LTE, whereas the Multi-User MIMO starts
with the deployment of LTE Releases 9 and 10 (SALZER, T. et al., 2011, pp.249-277), and is the concept
of research focus in this thesis.
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Figure 43. A MIMO system with N-transmit and M-receive antennas, giving an MxN channel matrix with MN links

While traditional wireless communications such as Single-Input Single-Output (SISO) exploit time or
frequency domain pre-processing and decoding of the transmitted and received data respectively, the use
of additional antenna elements at either the base station (eNB) or UE side, opens an extra spatial dimension
to signal precoding and detection. Space-time processing methods exploit this dimension with the aim of
improving the link’s performance in terms of one or more possible metrics, such as the error rate,
communication data rate, coverage area and spectral efficiency. Depending on the availability of multiple
antennas at the transmitter and/or the receiver, such techniques are classified as Single-Input Multiple-
Output (SIMO), Multiple-Input Single-Output (MISO) or MIMO. Thus, in the scenario of multi-antenna-
enabled base station communicating with a single antenna UIE, the uplink and downlink are referred to as
SIMO and MISO respectively. When a multiple-antenna terminal is involved, a full MIMO link may be
obtained, although the term MIMO is sometimes also used in its widest sense, thus including SIMO and
MISO as special cases. While a point-to-point multiple-antenna link between a base station and a UE is
referred to as Single-User MIMO (SU-MIMO), Multi-User MIMO (MU-MIMO) features several UEs
communicating simultaneously with a common base station using the same frequency and time domain
resources. By extension, considering a multicellular context, neighboring base stations sharing their
antennas in virtual MIMO fashion to communicate with the same set of UEs in different cells comes under
the term Coordinated MultiPoint (CoMP) transmission/reception. This latter scenario is not supported in
the first versions of LTE but is included in LTE-Advanced (SALZER, T. et al., 2011, pp.249-277).

Massive-MIMO for 5G
Massive MIMO is the currently most compelling sub-6 GHz physical-layer technology for future
wireless access. The main concept is to use large antenna arrays at base stations to simultaneously serve
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many autonomous terminals. The rich and unique propagation signatures of the terminals are exploited with
smart processing at the array to achieve superior capacity. Massive MIMO splendidly offers two most
desirable benefits (LARSSON, E. G. and Van der Perre, L., 2017):

a)

b)

Excellent spectral efficiency, achieved by spatial multiplexing of many terminals in the same
time-frequency resource. Efficient multiplexing requires channels to different terminals to be
sufficiently different, which has been shown to hold, theoretically and experimentally, in diverse
propagation environments. Specifically, it is known that Massive MIMO works as well in line-of-
sight as in rich scattering (LARSSON, E. G. and Van der Perre, L., 2017).

Superior energy efficiency, by virtue of the array gain, that permits a reduction of radiated power.
Moreover, the ability to achieve excellent performance while operating with low-accuracy signals
and linear processing further enables considerable savings (LARSSON, E. G. and Van der Perre,
L., 2017).

The key technological characteristics of Massive MIMO are:

a)

b)

d)

g)

h)

Fully digital processing; each antenna has its own RF and digital baseband chain. Signals from all
antennas at each base station are processed coherently together. Core advantages of fully digital
processing include the avoidance of specific assumptions on propagation channel, the possibility
to measure the complete channel response on the uplink and respond fast to changes in the channel.
Interestingly, recent assessments show that the full digital processing may not only offer superior
performance but also better energy efficiency, a trend which may be reinforced by the ongoing
development of tailored low-power circuits (LARSSON, E. G. and Van der Perre, L., 2017).

The reliance on reciprocity of propagation and TDD operation, enabling downlink channels to
be estimated from uplink pilots, and obviating the need for prior or structural knowledge of the
propagation channel (LARSSON, E. G. and Van der Perre, L., 2017).

Computationally inexpensive precoding/decoding algorithms, taking the form of maximum-
ratio (known also as conjugate beamforming) or zero-forcing processing. Massive MIMO functions
equally well with single-carrier transmission and OFDM. Notably, conjugate beamforming with
OFDM is equivalent to time-reversal in a single-carrier system (LARSSON, E. G. and Van der
Perre, L., 2017).

Array gain, resulting, in principle, in a closed-loop link budget enhancement proportional to the
number of base station antennas (LARSSON, E. G. and Van der Perre, L., 2017).

Channel hardening, which effectively removes the effects of fast fading. Operationally, each
terminal-base station link becomes a scalar channel whose gain stabilizes to a deterministic and
frequency-independent constant. This greatly simplifies resource allocation problems (LARSSON,
E. G. and Van der Perre, L., 2017).

The provision of uniformly good quality of service to all terminals in a cell - facilitated by the
link budget improvement offered by the array gain, and the interference suppression capability
offered by the spatial resolution of the array. Typical baseline power control algorithms achieve
max-min fairness among the terminals (LARSSON, E. G. and Van der Perre, L., 2017).
Autonomous operation of the base stations, with no sharing of payload data or channel state
information with other cells, and no requirements of accurate time synchronization (LARSSON, E.
G. and Van der Perre, L., 2017).

The possibility to reduce accuracy and resolution of transceiver frontends, and the digital
processing and number representations in computations (LARSSON, E. G. and Van der Perre, L.,
2017).

The attractive properties of propagation -- penetration of solid objects and diffractive behavior -- and
the maturity of hardware renders Massive MIMO primarily a below-6 GHz technology for radio access.
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This is also the region where spectrum is most valuable. Arrays have attractive form factors even for large
numbers of antennas: in the 3.5 GHz TDD band, a half-wavelength-spaced rectangular array with 200 dual-
polarized elements is about 0.6 x 0.3 meters large; in practice, larger antenna spacing may be desired and
is easily afforded. However, systems operating at higher frequencies up to millimeter-waves may also
benefit from the application of Massive MIMO, especially when these systems would need to support multi-
user access in potentially non-Line-of-Sight scenarios (LARSSON, E. G. and Van der Perre, L., 2017).

G. Multi-beam antennas for 5G radio

Using the previously-mentioned traits, the 5G radio is expected to utilize the same techniques in order
to achieve better global efficiency. With the demanding system requirements for the fifth-generation (5G)
wireless communications and the severe spectrum shortage at conventional cellular frequencies, multi-
beam antenna systems operating in the millimeter-wave frequency bands have attracted a lot of research
interest and have been actively investigated. They represent the key antenna technology for supporting a
high data transmission rate, an improved signal-to-interference-plus-noise ratio, an increased spectral and
energy efficiency, and versatile beam shaping, thereby holding a great promise in serving as the critical
infrastructure for enabling beamforming and massive multiple-input multiple-output (MIMO) that boost
the 5G (HONG, W. et al., 2017, pp.6231-6249).

The idea behind 5G is to increase transmission bit rates by using frequency bands higher than those of
existing frequency bands and widening the signal bandwidth. However, as radio propagation loss increases
in high frequency bands, the application of massive-element antennas each consisting of more than 100
antenna elements has been studied as 5G multi-antenna technology (SUYAMA, S. et al., 2016, pp.29-39).
Application of a massive-element antenna makes it possible to compensate for the radio propagation loss
by adaptively controlling antenna directivity and increase bit rate by the spatial multiplexing of signals. A
basic 5G architecture proposed model, consisting of C/U separation by Phantom cell concept is comprised
of multiple instances of small cell (or quasi-macro cell) in an overlay configuration. In this particular
scheme, the macro cell uses the Ultra High Frequency band (UHF) (0.3-3 GHz) employed by the existing
system while overlaid small cells use higher frequency band, namely, the low Super High Frequency band
(SHF) from 3-6GHz, high SHF band (6-30 GHz), and Extremely High Frequency band (EHF) from 30-300
GHz. This model establishes a connection link for the Control Plane (C-plane) that handles control signals
via the macro cell and a connection link specifically for the User Plane (U-plane) that handles user data via
overlaid cells, i.e., C/U split connections. Another operation that is supported is the introduction of Massive-
element antennas in high-frequency band cells. To achieve higher bit rates than 10Gbps requires bandwidths
of several 100 MHz. Particularly, to resolve this issue, massive-elements antennas are introduced in high
frequency bands. When using a flat antenna array with a uniform antenna spacing as a massive-element
antenna in the 20 GHz band, and when setting the element spacing to half the wavelength (7.5 mm), it
becomes possible to mount 256 elements in an area approximately of 12 cm?. Generally, for the same area,
the number of elements that can be mounted can be significantly increased when using higher frequency
bands with shorter wavelengths. A massive-element antenna can be used to generate sharp beams by
controlling the amplitude and phase of transmitted and received signals from each element (beamforming)
(SUYAMA, S. et al., 2016, pp.29-39).

H. Evolution of the antenna systems
The development of new types of antennas can be granted mostly to the availability of 3D printing
technologies. The 3D printing enables usage of various meta-materials that have not been previously tested,
and currently, they can yield some unprecedented performance for the actual antennas that they are used
for. Metamaterials are made by arranging naturally occurring materials in a specific pattern that produces
an electromagnetic response that is not found in nature. The periodic structures created are at scales that are
smaller than the wavelengths of the phenomena they influence and can create materials with negative
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indexes that control electromagnetic energy in ways that cannot be done with natural materials. In
traditional active electronically scanned arrays (AESA), phase shifters embedded in control circuitry steer
the beam direction. Metamaterial-based AESAs can steer the beam without phase shifters, which reduces
system complexity, eliminates a source of power loss and simplifies waste-heat dissipation. There are a
couple of companies using unique metamaterial structures developed for this application. For example, as
represented in the October 2016 issue of Microwave Journal (ELSALLAL, M. W. etal., 2016), The MITRE
Corporation is investigating a new generation of 3D printing to realize the complex geometries of wideband
phased array and metamaterial designs using commercial, low-cost, compact, desktop printers. Samples of
the 3D printed plastic and conductive ink printed at room temperature were characterized over frequency.
The polylactic acid (PLA) dielectric constant and loss tangent are found to be stable up to 18 GHz. The
PLA internal architecture was varied to achieve lower effective dissipation factors, which extends
usefulness to high frequency applications. Micro-strip line samples were fabricated with simulated and
measured insertion loss data validating the high conductivity through mm-Wave frequencies. A 3D printed
monopole Wi-Fi antenna was built and tested, showing good performance and agreement with simulations
(HINDLE, P., 2018).

2.1.7. Security architecture of 4G LTE

The communication networks should provide adequate level of security in terms of services, and
therefore, a suitable cost-to-benefit ratio of deployment is taken into consideration. A complete security of
a system is impossible, and the focus of establishing a secure environment should be directed towards
minimizing the potential vulnerabilities of the network, since attackers tend to exploit those in order to
achieve a goal. Accordingly, a system is secure as its least reliable security asset. The least secure entities
in a mobile network are the access stratum (the radio network) and the mobile terminals (UE). The main
features of a secure network are as follows: Confidentiality, Integrity and Non-repudiation. To reach the
particular goals, a mobile network should fulfill some requirements for mechanisms such as:
Authentication, Access control and Network availability. The wireless/mobile networks also implement the
security features of the fixed networks, with particular modification of some protocols and methods that are
adjusted to correspond to the requirements of the nature of the networks (BOUDRIGA, N., 2010).

The security architecture in LTE can be categorized for both Non-Access Stratum (NAS) layer security
and Access Stratum (AS) layer security (see Figure 44). The NAS security is carried out for NAS messages
and belongs to the domain of UE and MME. Accordingly, the NAS message communication between the
UE and MME is protected and ciphered with additional NAS security header. Conversely, the AS security
is carried out for the RRC and user-plane data, and belongs in the sphere of the UE and eNB. The ciphering
and integrity protection are being carried out by the PDCP layer in the UE and eNB side. The RRC messages
have their integrity protected and ciphered, and the user-plane data is only being ciphered.

|

Figure 44. Security distribution in LTE

The Evolved Packet System (EPS) is designed to interwork with legacy systems, and has thus adopted
the security mechanisms from 3G UMTS for the sake of backward-compatibility; but however, many new
extensions and enhancements are introduced (FOSBERG, D. et al., 2013). In LTE, after the UE has been
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identified, the MME fetches authentication data from the home network. Then, the MME triggers the
authentication and key agreement protocol (AKA) with the UE, which is the actual DIAMETER service.
After this protocol is finalized, the MME and the UE share a secret key Kusurz (ASME refers to Access
Security Management Entity). The management entity in the EPS system is the actual MME. At this point,
the MME and UE can derive further keys from the K4suz. For confidentiality and integrity protection of the
signaling data between the MME and UE derived keys are being used. Additional key is being derived and
thus transported to the eNB. Furthermore, three more keys are subsequently being derived, both at the eNB
and in the UE. Two of these keys are then used for confidentiality and integrity protection of the signaling
data between the eNB and the UE (AS security in Figure 44). The third key is used for confidentiality
protection of the U-plane data between the UE and eNB, which is the NAS security part. Besides the
security of signaling and UP data originated or terminated by the UE, there is also confidentiality and
integrity protection for the signaling and user data being transported over the interface between the eNB
and the EPC, namely the S1-MME interface. The signaling data is transported over the S1-U interface,
between the UE and the S-GW. As a cryptographic measurement for protection applied to the S1 interfaces,
the IPsec mechanism (IETF, 2011) [Standard RFC6071] is employed. Additionally, the X2 interface is
being protected by [PSec with keys that are not specific to the UE where cryptographic protection is utilized
(FOSBERG, D. et al., 2013).

A. Authentication and key agreement protocol (AKA)

In LTE, the authentication is based on the AKA procedure. The key agreement and exchange is a crucial
process, which enables secure access of the users to the network core (EPC). The AKA procedure is a
crucial process of the Diameter service, which takes place via the S6a interface between the MME and the
HSS. The EPS AKA procedure is combination of a procedure for generation EPS authentication vectors
(AVs) in the HSS upon request from MME, a procedure to mutually authenticate and establish a new shared
key between the serving network (SN) and the UE and a procedure to distribute authentication data inside
and between serving networks. The MME invokes the procedure by requesting EPS AVs from the HSS.
The Authentication Information Request shall include the IMSI (International Mobile Subscriber Identity
— used to identify the user or acellular network and is a unique identification associated with all cellular
networks), the SN id (Serving Network ID — refers to the network accessed by the UE) of the requesting
MME, and an indication that the authentication information is requested for EPS. The SN id is required for
the computation of KASME in the HSS. Upon the receipt of the Authentication Information Request from
the MME, the HSS may have pre-computed AVs available and retrieve them from the HSS database, or it
may compute them on demand. The HSS sends an Authentication Information Answer back to the MME
that contains an ordered array of n EPS AVs (1...n). Ifn> 1, the EPS AVs are ordered based on sequence
number. The 3GPP specification TS 33.401 (3GPP, 2015) [specification TS 33.401] recommends n =1, so
that only one AV is sent at a time, because the need for frequently contacting the HSS for fresh AVs has
been reduced in EPS through the availability of the local master key KASME, which is not exposed in a
way similar to Ciphering Key in 3G (CK) and Integrity Key in 3G (IK) in UMTS and, hence, does not need
to be renewed very often. Based on the local master key, and keys derived from it, an MME can offer secure
services even when links to the HE are unavailable. Furthermore, pre-computed AVs are no longer usable
when the user moves to a different SN owing to the binding of the local master key KASME to the SN id.
However, pre-computation may still be useful when the next request for AVs is likely to be issued by an
MME in the same SN, which may be the case, for example, for a user in his home network. Each EPS AV
is good for one run of the AKA procedure between the MME and the USIM (FOSBERG, D. et al., 2013).

The purpose of this procedure is the authentication of the user and the establishment of a new local
master key KASME between the MME and the UE, and, furthermore, the verification of the freshness of
the AV and authentication of its origin (the user’s home network) by the USIM. KASME is used in
subsequent procedures for deriving further keys for the protection of the user plane (UP), RRC signaling
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and NAS signaling. The MME invokes the procedure by selecting the next unused EPS AV from the ordered
array of EPS AVs in the MME database (if there is more than one). If the MME has no EPS AV, it requests
one from the HSS. The MME then sends the random challenge RAND and the authentication token for
network authentication AUTN from the selected EPS AV to the ME, which forwards it to the USIM. The
MME also generates a key set identifier in EPS (eKSI) and includes it in the Authentication Request. When
a user moves around, the MME serving the UE may change. When the UE then sends an Attach Request,
or a Tracking Area Update Request [TS23.401], the UE will, in general, use its temporary identity, the
GUTI, in order to protect the confidentiality of its permanent identity, the IMSI. But the new MME is not
able to make sense of the GUTI, so it has only two choices: request the permanent identity from the UE and
break identity confidentiality in this way, or ask the old MME, which issued the GUTI, to translate the
GUTI to the user’s IMSI. The old MME will also send back authentication data to the new MME. Exactly
what kind of authentication data is allowed to be exchanged between old and new MME depends on whether
the two MMEs reside in the same or in different SNs (FOSBERG, D. et al., 2013).

When two parties engage in security-related communication, for example when running an
authentication protocol or exchanging encrypted data, they need an agreed set of security parameters, such
as cryptographic keys and algorithm identifiers, for the communication to be successful. Such a set of
security parameters is called a security context. There are different types of security context depending on
the type of communication, and the state the communicating parties are in. Additionally, entities may store
security context data locally even when not engaged in communication. The distinction between locally
stored security context data and security context shared between two communicating parties for the purpose
of running a security protocol is useful in principle, but it is a bit academic and not much adhered to in
practice. As the potential for confusion is low, the common practice is being followed and declared only in
terms of security contexts. Several different types of security context have been defined for EPS so as to
have shorthand notations available for the various sets of security parameters used in particular situations
(FOSBERG, D. et al., 2013).

There are several security contexts for LTE, among which few will be elucidated for clarification. One
example is the EPS security context that is comprised of EPS NAS security context and EPS AS security
context, or specifically contexts for the Non-Access Stratum and the Access Stratum. The EPS NAS
security context is used for protecting the NAS of EPS between the UE and the MME, and it may even
exist when the UE is in de-registered state. This context consists of KASME with the associated key set
identifier eKSI, the UE security capabilities and the NAS uplink and downlink COUNT values. These
counters are relevant also for security as they are used as input parameters to key derivations in certain state
and mobility transitions and, in conjunction with integrity protection, for preventing message replay.
Separate pairs of NAS COUNT-values are used for each EPS NAS security context. The EPS NAS security
context is called full if it additionally contains the keys KNASint and KNASenc (‘NAS keys’ for short) and
the identifiers of the selected NAS integrity and encryption algorithms, otherwise it is called partial. An
EPS security context containing a full or partial EPS NAS security context is also called full or partial,
respectively. However, both KNASint and KNASenc can be derived from the KASME when the NAS
integrity and encryption algorithms are known. Thus, they need not necessarily be stored in the memory
(FOSBERG, D. et al., 2013).

The EPS AS security context is used for the AS of EPS between the UE and the eNB, and it only exists
when cryptographically protected radio bearers are established and is otherwise void. For an EPS AS
security context to exist, the UE needs to be in connected state. This context consists of the cryptographic
keys at AS level (i.e. between the UE and the eNB) with their identifiers, the NH, the Next Hop Chaining
Counter parameter (NCC) used for NH access key derivation (see Section 9.4), the identifiers of the selected
AS level cryptographic algorithms for integrity protection of RRC and (in the context of relay nodes) UP,
and ciphering of RRC and UP, and the counters used for replay protection (FOSBERG, D. et al., 2013).
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When the USIM is enhanced for EPS, a part of the EPS native security context is stored on the USIM
under certain conditions. When the USIM is not enhanced for EPS, the nonvolatile part of the ME memory
takes on an equivalent role and stores that part of the EPS native security context. The idea is that, in both
cases, an EPS native security context shall be kept even when the UE de-registers or is switched off. When
the UE registers again and goes to connected state, the EPS native security context can be retrieved from
storage and used to protect the initial NAS message. By re-using the stored context, a new run of EPS AKA
can be avoided. A mapped context is never stored on the USIM. A mapped EPS security context is kept in
a transition to idle state, and, if available, is used to protect the initial NAS message when the UE transitions
back to connected state. A mapped EPS security context is deleted when the UE de-registers (FOSBERG,
D. etal., 2013).

B. DIAMETER protocol in LTE

In 1980, the signaling protocol SS7 was introduced by the International Telecommunications Union to
control telephone call sessions through point-to-point connectivity. Only after scalability and management
issues became apparent, the need for centralized management was clear and a new network entity called
the signal transfer point was introduced to manage, connect and route SS7 traffic. SIP, the communication
protocol to support voice calls over the Internet, has similar origins. Originally SIP was intended to connect
network entities point-to-point, which lasted a while until management, interoperability and routing
requirements evolved and the session border controller was introduced in 2003 to handle and solve SIP
management issues. Beginning in the 1970s, the data plane was also initially designed on point-to-point
connections. Few people imagined that there would be so many connections, and much data and signaling
traffic to render this architecture obsolete. But, as we know, data and signaling traffic increased, which
expedited the need for switches, routers and load balancers to support signaling traffic management and
scaling. When Diameter was first introduced by the Internet Engineering Task Force (IETF), it included
the concepts of Diameter agents that can proxy, route and balance Diameter traffic to provide scalability
and management requirements (IETF, 2003) [Diameter base protocol standard]. However, when the 3GPP
promoted Diameter as the foundation for signaling in IMS and EPC architectures, it left Diameter Agents
out, perhaps thinking that the introduction of a distributed architecture would avoid the need for Diameter
signaling management (RUSSELL, Travis, 2016).

Unlike legacy signaling protocols, which were predominately circuit-switch based, Diameter protocol
is always packet based and uses TCP or SCTP as a transport protocol to enhance reliability. However, TCP
creates twice as much network traffic due to the need to ACK all messages (meaning every message must
send a receipt message). Sending a receipt automatically doubles the number of signaling messages. As
clearly seen, the move to an all-IP network significantly increases the amount of signaling. Although the
move from circuit switch to packet switch will bring many other advantages, it generates tons more data
traffic, and data is one of the major forces behind growth in signaling. Operators need to confront the blitz
of signaling from a multitude of fronts never seen before and must be managed before damage is caused to
their networks. LTE introduced a major change to the overall 2G GSM architecture and thus, network
elements were consolidated to only support IP transport. Everything from the radio to the packet core runs
over IP transport. The protocols used in the network were changed as well, with SS7 being replaced by
Diameter (for authentication, authorization and accounting) and the Session Initiation Protocol (SIP). SIP
provides the signaling for voice and multimedia in the network, replacing SS7 ISUP call control. However,
3GPP decided against simple VoIP as the means of supporting voice and standardized on IP Multimedia
Subsystem (IMS) as the architecture for the SIP network. Voice over LTE (VoLTE) requires IMS to support
voice in 4G networks (RUSSELL, Travis, 2016).
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DIAMETER is an evolution from the older protocol named RADIUS (Remote Authentication Dial-In
User Service), originally developed to support PPP connections. RADIUS managed authentication,
authorization and accounting (AAA) over these dial-up connections. Networks have evolved majorly over
the years, and RADIUS became too limited for modern-day services, especially in the modern
mobile/wireless networks. Since the RADIUS protocol is acronym, Diameter is not. The name emerged
from an engineering joke, starting from the point that Diameter is twice the protocol RADIUS is,
analogously to the mathematical terms for calculation of radius and diameter of a circle. Disregarding that
fact, the real distinction between these two protocols is in their functionality. Namely, RADIUS was not
able to provide fail-over procedures. There is no means for servers to communicate that they are going out
of service, or for the orderly termination of sessions for any reason. When an error emerges in RADIUS,
there are no existing procedures for attempts of rectification of the error. The session simply fails, which is
unacceptable for many modern-day services. Also, RADIUS assumes that security is managed in the back
office building systems rather than in the network. This stems from the notion that network connections
between service provi<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>