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Abstract

Within the colorectal-tract the developed polyps are common originators to the colon cancer. With the early detection of these polyps, colorectal cancer will in most cases be avoided. As of now, colorectal examinations is both costly and time consuming which is a hurdle against mass polyp screenings. As an alternative examination process, researchers has done a lot of work on recent technologies, such as Computer-aided diagnosis (CAD) and Automated Computer Diagnosis (ACD) could in the near future become a more reliable option.

In this research, the focal point has been on real-time polyp detection on computers with low computational resources with the help of open source libraries such as LIRE Lucene, OpenCV. To achieve reliable detection scores, we have implemented our system with different algorithms alongside LIRE’s global image features. For further improvements, we have experimented with sophisticated deep learning approaches. Our system includes the complete pipeline from extraction of the feature values with the selected features and indexing the training-set, to the classification of frames the enabled camera captures and outputs the appropriate class to the GUI which the endoscopist is reviewing. Separately, this research has also experimented with unorthodox features to improve classification and evaluate if there are any benefits from doing so. Therefore, experimentation has been done with Google Tensorflow Inception v3 model and used the 1008 probabilities for classification as feature values to describe our data-set. These feature values in combination with eight different machine learning algorithms show propitious results. With further research, these methods have the potential to achieve better classification than JCD, CEDD and Tamura. The system combines machine learning, image recognition and extraction of global image features, and it is built in a modular way, so that it can easily be extended to other disease and further developed.

Real-Time polyp detection using global features on a Intel NUC 5i3RYH achieve reasonable high classification - and FPS scores, compared to systems used under previous - and related work in this field. For the future, these results are encouraging and might be possible to be made compatible for mobile devices and accomplish scalable polyp de-
tection using mobile smart phones that process data received from the wireless capsule. With proceeded work, the combination of implementation on low scale computers and taking advantages of evolving hardware in mobile devices, examination cost will drastically be reduced. This would decrease mortality rates as well as reduce the burden that is placed on the health care system by the endoscopy examination procedure.
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Introduction

1.1 Background and Motivation

Potentially, the human digestive system has a high risk of being affected by several types of diseases in certain age groups, although diet, family health-history, and other factor that will be discussed later on, also sets its mark in statistics. The human digestive system is prone to different types of diseases ranging from very serious and dangerous to less dangerous. One example of the former is gastric and colorectal cancer (CRC). CRC is the most common type of cancer and if detected in the later stages of evolution, it is lethal and not curable. According to Colon Cancer Survival Rates, it is stated that 5 years survival rate is 93% in stage one, and 8% in stage four [39]. Early detection is therefore crucial to prevent the unfortunate outcome. Following the research from the International Agency for Research on Cancer [38], it is stated that recent occurring cases have a probability of more than 65% of being in countries with high rate development standards.

These numbers seem to suggest that our newly adopted lifestyle has affected our health negatively. The suspicion is further stressed by the fact that there is an increasing tendency of mortality rate by CRC in countries that becomes more developed. Keeping in mind that these are countries located in central Europe and have access to high nutrition standards and established health-care system.
Within the colorectal tract the developed polyps are common originators to the much unwanted colon cancer. With the early detection of these polyps, CRC will in most cases be avoided [57]. Although, if a polyp is not removed before further evolution, the risk of having a polyp diagnosed cancerous is 2.5% after 5 years, and 8% after 10 years. After a time of 20 years, the risk increases to a noteworthy and alarming 24%. Therefore target at the detection of colorectal polyps, which are the forerunner to CRC. Awareness of the fact that early polyp detection prevents CRC has in recent years lead to an increase in screening rates using colonoscopy [6]. Around 20% of colon cancer are derived from adenomatous polyps, which contains dysplastic cells that might further evolve into being cancerous. CRC can be avoided up to 5 years after treatment, although this relies heavily on the endoscopist’s ability to detect polyps and remove them. Even so, according to the U.S Preventive Services Task Force (USPSTF), the standard for screening intervals of people between 50-75 years is every 10 years [16], which is similar to the Norwegian standard [18]. The overall procedure of polyp removal is also considered to be an uncomfortable and intrusive procedure for the patient, and thus, some people might not want to get examined at all.

Table 2.1 presents different systems using different methods, algorithms and partial systems as an approach to detecting polyps. These methods have been suggested to show encouraging results after being tested in a closed environment. While it still looks as if these numbers are acceptable, there are still some uncertainties on how well these approaches would perform in a real work environment, such as a hospital.

The general examination cost is also one of the main downsides. In Norway, the cost per examination is approximately 450$ and reflects how resource demanding the examination is. Scaling these procedures for the entire population also requires extensive budget. The way the colonoscopy is performed today in terms of the examination and the following analysis, is time inefficient, intrusive and uncomfortable for the patient. On a larger scale, a lot of hospital resources are used. The main focus of this project is to use previous standards and machine learning to design and implement a real-time polyp detection system that can be deployed using low computational resource computers. Overall, we believe this will help increase screening rates, reduce the cost and toll
screenings place on the health care system, encourage further research and reduce CRC mortality rate.

1.2 Problem Statement

As explained introduction-wise in the section above, there are many factors to take into account, but there is a great potential for improvements in an automated polyp detection system. The purpose of this research is to design and implement an automated real-time detection system that meets the requirement to capture polyps during an examination procedure and make the endoscopist aware of them. Within this domain, very little research has been done, and in this research, we will present a system that achieves state of the art performance. This system is based on the idea of EIR [49]. EIR is named after the goddess of healing in Norwegian mythology and is an interdisciplinary research of a multimedia system that can be used as a tool in the detection of polyps in the GI tract. The challenges we encounter are:

- **Is it possible to detect polyps live on computers with low computational resources?**
  **How will they perform?**

  The purpose of this research is to design and implement our new and innovative way of thinking by using the existing EIR system, to build a real-time detection system on a computer with low computational resources, that can contribute to answer unsolved research question. This will further have a noteworthy impact on helping people survive lethal diseases, improve their quality of life and at the same time reduce a total cost of the equipment. This is an important step since modern mobile devices are getting higher computational power and in future could also be used for polyp detection as well as other diseases.

- **Will features and image resolution in combination with different algorithms improve performance with regard to FPS and accuracy?**

  Image quality and size requires computational processing power, specially considering search-based classification. It would be interesting to see if feature selection
executed with specific algorithms would affect overall performance.

• **How will unorthodox features perform in terms of classification compared the global image features of LIRE?**

Recently, there has been much talk about artificial intelligence in the media. We are excited to experiment to discover what kind of performance we are able to achieve on a small form factor computer with low computational resources.

### 1.3 Limitation and Scope

Design and implementation of a real-time polyp detection system has several factors regarding limitation. There is a huge challenge classification-wise, which means there is still much work to be done in determining which features provides best detection results and how these features are combined to maximize accuracy. In our case, we look into which features are available, is low resource demanding and suited for real-time use and implement fast algorithms for classification that does not affect FPS to harshly. In this research, we will be using the ASU-Mayo data-set for our research purposes and is split into two main categories, test and train. These splits will also be used in our cross validation step. The features are extracted from the data-set we have available, which means that the achievable performance is also limited and dependant on our data-set and split. We also found a few misplaced images in given data-set, which will also affect the results.

There are several types of diseases of the GI tract, however our main focus is on polyps and how well the system detects these with regards do performance in real time.

This is particularly challenging since there are many different diseases that can occur in the colon, and it can also be leftovers that polyps can hide behind. There are also other challenges in term of lack of publicly available large scale data-sets for medical research purpose of the GI tract diseases. This leads to evaluation difficulties.

Hospitals use different equipment to collect data and it can be of different resolution, lighting conditions and other attributes. Our research partners in ASU Mayo, Vestre Viken Hospital Trust, Rikshospitalet and the Karolinska University of Hospital operate
with different endoscopes for obtaining and collection their medical data. This leads to
different quality of the images in term of attributes such as resolution and light conditions.
This is a challenge which has to be resolved by developing a system which can cope with
these constraints and differences. Although we strive for polyp detection with our system,
we want to create a modular system which later can be generalized in the future to include
the detection of other diseases.

We still need to emphasis on that our system should be generic, that means it should
be easily extendable for detecting different diseases if required data-set is available in the
future. This system should also be verified with regards to different use cases in order to
prove that the system actually is generic and is efficient in terms of processing time with
sizable amount of data.

### 1.4 Research and Method

This research has followed the design paradigm suggested and described by Association
for Computing Machinery (ACM) Task Force on the Core of Computer Science [15].
It encourages new ways of thinking about computational work as a discipline. This has
been done by exhibiting the disciplines content in a way that emphasizes the fundamental
concepts, principles, and distinctions.

When it comes to the design, implementation and prototyping of the real-time polyp
detection system, we have evaluated a system that still has room for improvement. To
achieve desired outcome, we began by first study the focused literature of machine learn-
ing, image processing and deep learning. This for the sake of acquiring the knowledge
and understanding of:

- How a machine experiences media, for instance audio or image. In our case we
  use videos, which is just a series of images that we extract and which makes up the
data-set.
- How image processing empowers us to highlight the regions of interest and which
  features that can accurately help us with that.
- How the architectural layout of deep learning is set up and how it can be used to
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Our advantage.

These tools which are further improvements to EIR are evaluated with physicians by discussing the prototypes and the development of the system for them as users. Furthermore, we have designed and implemented software for training a classifier by using machine learning algorithms. Both the system and the classifiers have been coded from the ground up. The acquired data-set has been prepared with implemented software for feature extraction and their combination. This was necessary in order to evaluate the results and see how we could further improve the system detection phase.

We have experimented with different methods and changed or varied several parameters for object detection and made a visualization of the resulting output. Eventually, evaluation of the methods is done with well-known machine learning metrics and measurements for the training-time, running the respective classifiers, FPS, and the overall performance of the real-time detection system.

1.5 Main Contribution

This research touches upon many aspects of design, implementation and system development of a real-time object detection system and if such a system can operate on a small form-factor computer with low computational power. Our medical scenario involves the detection of polyps in the colon, which if not detected early and removed, will grow cancerous and deadly. In this research we evaluate different approaches to detect polyps real-time and further experimentation with promising alternatives to improve classification results. This also include the evaluation of global features, different algorithms for classification and which of these give better result in terms of classification and FPS. This research also experiment with unorthodox features, such as using Google Tensorflow to classify images based on the inception v3 model and experiment with these categories as feature to see if they are to any benefit for our medical scenario. Due to low computational resources, we have implemented an idea for a specific pipeline that compensates for low FPS during image processing in order to reach real-time classification while the patient is undergoing endoscopy and is being examined.
1.6 Outline

Our thesis is structured as follows:

Chapter 2: Background and Related Work

Chapter 2 contains a brief description of the medical scenario, currently used GI examination methods and related work. This chapter also consists a short EIR definition.

Chapter 3: Real-Time Polyp Detection

We in this chapter have given a summary of LIRE and its global features, such as JCD, Tamura and CEDD. We further described our pipeline for feature extraction and the search through these features which is the backbone of our real-time polyp detection. In addition, this chapter also describes popular phenomena of machine learning and gives an educative explanation of different approaches implemented in our iterative system development.

Chapter 4: Iterative Development, Experiments and Results

This chapter contains the documentation of our development journey of the real-time system. We present the data-set used and also each build of our system as sectioned iterations for a more structured system description. We evaluate our experiments in each iteration and discuss the results shown in figures and tables and what they mean for the tested build as well as the next iteration. Each iteration will be concluded with a summary of the system build.

Chapter 5: Analysis and Conclusion

The final chapter of our thesis will consist of analysis of findings, our contributions and conclusion. We give a complete summary of the entire thesis, also revisit the problem statement and summarize over those, in order to give the reader a full overview over the build-process, experiments, evaluation and what remains as future work.
2.1 Medical Scenario

The colon or also called the large intestine is the last part of the GI tract and of the digestive system. It can be divided into four main parts which are also visualized in figure 2.1:

- The ascending colon travels up the right side of the abdomen.
- The descending colon travels down the left abdomen.
- The traverse colon runs across the abdomen.
- The sigmoid colon is a short curving of the colon and is located just before the rectum.

The job of the colon is to remove water, salt and some nutrients forming stool. Muscles line the Colon’s walls, squeezing its contents along.

2.1.1 Diseases in the GI tract

There are certain diseases which might occur in GI tract and affect the colon’s ability to work properly. Below are the list of few of them:

- Ulcerative colitis
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- Diverticulitis
- Irritable bowel syndrome
- Colonrectal Cancer

Treatment of these diseases differs in term of cost and time, and is mostly based on it’s severity and cure.

Figure 2.1: Gastrointestinal (GI) tract of a human. The GI tract (digestive tract, GI tract, GIT, gut, or alimentary canal) is an organ system which takes in food, digests it to extract and absorb energy and nutrients, and expels the remaining waste as feces and urine.\(^1\)

Polyp in Colon Tract

In this research, we focus on polyp detection. A polyp is a small clump of cells that occurs on the wall of the colon as shown in figure 2.3b and is usually found in the GI-tract.

\(^1\)https://upload.wikimedia.org/wikipedia/commons/thumb/c/c5/Digestive_system_diagram_en.svg/2000px-Digestive_system_diagram_en.svg.png
tract, stomach, urine bladder and nose [56]. The wall of the colon is made up of several layers and a polyp can grow on the innermost layer also called Mucosa, as illustrated in figure 2.2. Most polyps are harmless but over the time it can develop into cancer that could be fatal if detected in later stages. Polyps often stick out of the tissue-wall as a small hill like structure. Polyps can develop for any age-group, however people older than 50 are at greater risk to get colon polyps [56]. The risk increases if the person smokes, overweight or if it is genetically in terms of other family members who have history of colon polyp.

![Diagram of the GI tract](https://en.wikipedia.org/wiki/Gastrointestinal_tract#/media/File:Layers_of_the_GI_Tract_numbers.svg)

**Figure 2.2:** The mucosa is the innermost layer of the GI tract. that is surrounding the lumen, or open space within the tube.²

Colonoscopy or other regular screening method must be used to detect colon polyps because it often does not give signs of symptoms in early stages. If polyps are detected at early stages, they have not reached a cancerous state and can safely be completely removed from the mucosa.

There exist three main types of polyps i.e, Adenomatous, Serrated and Inflamma-

The most common type of polyp is adenomatous, meaning for patients who have developed polyps, the chances of having adenomatous is around 66% of all polyp cases. There is small chance of them developing into cancerous, but almost all types of malignant polyps are of type adenomatous [30].

Figure 2.3: a,b and c Images from [49] and they show different types of polyp, while image d shows growth and progress of a polyp

Inflammatory polyps shown in figure 2.3c are not as a significant threat like large serrated polyps and the may be caused by other diseases Crohn’s disease or ulcerative colitis. These diseases may also increase the overall risk of colon cancer [63].

Adenomatous is an early stage of cell change. An image of adenomatous can be seen in figure 2.3b. Irregular margins are characterization of serrated polyps. Depending on size and location of the serrated polyp in the colon, it might develop into cancerous. Smaller serrated polyps also called hyper-plastic grows in the lower part of colon and they are most often not malignant, presented in figure 2.3a. Larger serrated polyps are
flat and difficult to detect. It might also develop into precancerous [30] [22].

In our research, we make no distinction between polyp types because the doctor will remove any polyps that would be found under examination, because they can evolve into cancerous polyps.

CRC has up to five stages [45]. Stage A of the CRC is when polyp has not grown out of the innermost layer (mucosa) of the colon. In CRC Stage B, polyp grows out of the mucosa, but it has still not reached lymph nodes or other areas of the colon. Stage C can be described as growth of the polyp through the colon wall reaching neighbouring lymph nodes and organs. Polyp grows into thicker layer of muscle which contracts to force the contents of the intestine along. In CRC Stage D, the polyp has grown through or into the tissues surrounding the colon or rectum. The growth of polyp can be fatal in CRC stage 4. Polyp has grown into the surface of the visceral peritoneum and has grown through all the layers of the colon and starts attacking or already spread to nearby and distant organs such as lungs and liver or other inner structure [45]. The survival rate varies from stage CRC is detected as shown in figure 2.4. As pointed out in the figure, we observe the importance of early detection of polyps. Following the figure, we note that in stages A and B, also referred to as stage 0 and 1, the patient’s 5 years relative survival rate is 93.2% and 77.0%. These numbers show how important early detection is, especially in relation to the last stage, where the survival rate has fallen to an alarming 6.6%.

The figure also indicates how many cases were reported for all individual stages, and we clearly see that the number of cases from stage A to stage B and C has increased by 170%. This may be due to symptoms that have potentially developed and the patient feels the urge to get a physical examination, even though the survival rate at that time drastically reduces to 47.7% in stage C. These figures clearly indicate that it is an advantage to routinely check for polyps routinely. According to [22], it has been shown that early polyp screening of large scale populations will improve prognosis and reduce events regarding CRC, which eliminates the possibility of polyps developing into cancer stages.

Chapter 2. Background and Related Work

Figure 2.4: Over 90% of patients diagnosed with the earliest stage of disease survived five years from diagnosis compared to only 6.6% of those diagnosed with advanced disease which has spread to other parts of the body.

2.1.2 GI Examination Procedures and Methods of Screening

According to the Mayo-clinic there are many people that will not experience any symptoms in the early stages of CRC, although when they first are experienced they will probably differ with relation to the size of cancer and the location in the large intestine.

Due to the relative absence of symptoms associated with CRC, the only sure way to detect it is to be examined. There are several methods to detect diseases in the GI tract. The most common include endoscopy, computed tomography and wireless capsule endoscopy. Each method is associated their respectively advantages and disadvantages. These concern the sensitivity and specificity of the method, costs and time efficiency/in-efficiency, access to medical personnel, level of discomfort the patient will experience from one particular method of examination and if it is ethically justifiable.

Endoscopy

Today, endoscopy is the standard method of detection of CRC or other disease. Basically, an endoscope is a flexible lengthy tube with a camera and light attached to its tip. This device is inserted into the patients body cavity via the oral cavity or the anal cavity. The examination is called gastroscopy (entering orally) or colonoscopy (entering the anus), respectively. In addition, the endoscope has a built-in mechanism for transferring the
recorded video to a computer for the doctor or surgeon to analyze.

The particular challenge with the endoscopy examination, apart from the general ones already listed in the previous section, is that the patient is not eager to undergo the examination because of the massive surgical invasion and discomfort.

The biggest advantage of using endoscopy as the screening method is that the physician can examine the cavity of the patient, the food tract and the duodenum if the endoscope is introduced through the oral cavity or if it is introduced through the anal cavity, the rectum and colon. Endoscopy is used for multiple purposes, that is to detect, diagnose and treat cancer. It is the best examination method and diagnostic tool we have to date for detection of cancer.

Although this method presents itself as a method of diversity it also has some limitations. Cost-wise this method makes a big financial impact as it is a very expensive process, but beside cost, one of the most considerable limitations is the fact that it’s not possible to traverse through the small intestines of the patient and examine potential diseases or polyps. In addition, the experts are required to prepare for the procedure and in most cases sedate the patient. As for the patient, this process is usually uncomfortable and awkward and therefore undesired. Gastroscopy and colonoscopy are the most common and best examination approach so far to detect polyps and remove them, compared to the other methods like CT-scan. Detailed inspection of the entire colon is made possible as well as removal of any precancerous polyps. When it comes to the latter, the process of removing polyps is handled on the withdrawal of the endoscopy procedure. Preventive effect in colonoscopy is directly connected to the elimination of polyps and cancerous lesions. Since removal of polyps are dependent on the detection, the first essential action that needs to occur during the process of polyps detection on mucosa and get rid of any debris and other remaining waist, like digestive juices from the small bowel.

However, it has downsides and limitations. One of the most considerable limitations is to not be able to traverse through the small intestines with the endoscope and detect potential disease in that area. The downsides are the expenses, in some cases, the patient has to be sedated to perform the examination and is generally very uncomfortable and intrusive.
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(a) Colonoscopy [49]  
(b) CT-scan

**Figure 2.5:** Screening methods

The main issue with colonoscopy is the relative CRC protective effect against the recurrence of colon cancer. This is especially the case if the colon is not carefully examined, where some factors involve the patients positioning, orientation and preparation before the procedure. On the other hand, recent studies have shown a more distinctive protective effect for CRC of the left colon (last part of the colon connected to the anus) [69] [37]. The difficulties of acquiring a proper protective effect in the right colon have raised some noteworthy explanations. One of the explanations regarding the patient is related to the patients biologically limitations such as genetics and how genes determine the possibly abnormalities in anatomy (colon anatomy), morphology of flat polyps or even a cancerous family history. Continuing on the factors, the patient might have done a poor preparation or does not make a sufficient effort to collaborate during the examination. In addition to these factors, the right colon has another set of limitations and difficulties that makes the process even more challenging for the surgeons; such as the right colon characteristics of deep folds and covering done by the substances from the small bowel and can make inspection not as straightforward.

**Computed Tomography**

Another screening method is Computer Tomography (CT). For a CT examination, the patient has to lie in a chamber. While in the chamber x-rays are sent through the patients
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body for the purpose of taking picture of certain tissue. The patient needs to fast 1-3 days as part of their preparation for the CT scan. On one hand, it is not as surgically invasive as endoscopy. The patient does not need to be sedated for example as he or she only need to more or less lie still without too much movement in the chamber. On the other hand, the x-ray radiation is harmful to the patient. Therefore, this method should only be used as a last resort. This method compared to other traditional colonoscopy methods is less invasive due to it’s heavy reliance on the use of x-ray equipment like one shown on figure 2.5b, which patients usually favor. Compared to the endoscopy patients would not need to be sedated and the process is less time consuming. Since this screening method probably is not covered by insurance carriers, the procedure gravitates towards the individuals financial expense. The procedure itself also requires the patient to restrict themselves from any dietary for 1-3 days before the procedure and full bowel preparation is required prior to the tomography.

![Table 1. Typical Organ Radiation Doses from Various Radiologic Studies.](image)

<table>
<thead>
<tr>
<th>Study Type</th>
<th>Relevant Organ</th>
<th>Relevant Organ Dose* (mGy or mSv)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dental radiography</td>
<td>Brain</td>
<td>0.005</td>
</tr>
<tr>
<td>Posterior–anterior chest radiography</td>
<td>Lung</td>
<td>0.01</td>
</tr>
<tr>
<td>Lateral chest radiography</td>
<td>Lung</td>
<td>0.15</td>
</tr>
<tr>
<td>Screening mammography</td>
<td>Breast</td>
<td>3</td>
</tr>
<tr>
<td>Adult abdominal CT</td>
<td>Stomach</td>
<td>10</td>
</tr>
<tr>
<td>Barium enema</td>
<td>Colon</td>
<td>15</td>
</tr>
<tr>
<td>Neonatal abdominal CT</td>
<td>Stomach</td>
<td>20</td>
</tr>
</tbody>
</table>

* The radiation dose, a measure of ionizing energy absorbed per unit of mass, is expressed in grays (Gy) or milligrays (mGy); 1 Gy = 1 joule per kilogram. The radiation dose is often expressed as an equivalent dose in sieverts (Sv) or millisieverts (mSv). For x-ray radiation, which is the type used in CT scanners, 1 mSv = 1 mGy.

![Figure 2.6: Organ Radiation [5]](image)

However, CT screening method is presented with some disadvantages, one being that it is hard to identify abnormal tissue or polyps with a limited diameter smaller than
one centimeter and with this method physician does not have the ability to collect tissue samples undergoing the examination. The images presented are tomographic images, meaning the image is not a live representation of what we physically see, but rather slices of specific areas of the body obtained from a large series of two-dimensional x-ray images taken in different directions. Although the presence of discomfort is somewhat diminished, the patient is exposed to harmful radiation [24] under the examination.

**Wireless Capsule Endoscopy**

The recommended regular screening is not scalable for a large scale population and that is why we need a applicable way to reduce time consumption of endoscopy screening for physicians. In modern gastroenterology, Wireless Capsule Endoscopy (WCE) has gained great popularity among the available tools used for polyp detection [52, 27, 11]. In short, in WCE the patient swallows a pill that is about the size of a large vitamin pill. The pill is basically a camera with an image sensor, bleeding sensor, pH-sensor, battery, light source, antenna and wireless transceiver. This method can be compared to just swallowing a pill, which people already are familiar with. The level of discomfort for the patient is practically less compared to the other methods discussed. Thus, the WCE method overcomes issues that are associated with the other methods. It is more widely approved and accepted by patients who favour the less traumatic experience over traditional endoscopy. The challenge though will be reusing the capsules. Patients could hesitate to reuse the same capsules after one cycle through the body, even though the pill can also be thoroughly cleaned and sterilized after each use.

Apart from the level of comfort, this method introduces for the patients, there are many more benefits associated with the WCE method worth mentioning. These include effective use of the physicians time, that is the physician invests less time analyzing each frame of the video to detect polyp. The system will automatically tag/mark the frames in the video containing polyps. These tags will also lead to physician missing less polyps and better scalability of the system overall. Furthermore, it allows the physician to find the cause of bleeding or sources of gastroesophageal back-flow and abdominal pain [58, 66, 7, 42, 35].
2.1 Medical Scenario

The capsule continuously takes images as it travels through the GI tract (see figure 2.1), and at the same time transmitting data. The capsule also enables for medical personnel to analyze and examine the small intestines which doctors could not do with the current method of endoscopy. Capsule endoscopy produces a huge amount data and one of the challenges is to meet the necessary requirements of processing of the data received. For the capsule to completely finish it’s route through the digestive system, the whole process might take up to 5 to 8 hours. As a result, the video has the following issues:

- Large file-size
- Time consuming examination
- Expensive in terms of a specialist examination

For the lowest frame-rate with considerably low resolution, the uncompressed hours long video ends up as roughly 30GB in size. Therefore, comparing to a manual examination, the time it takes to analyze the video far exceeds the time of regular endoscopy. This also often leads to increased unwanted expenses. In addition to this the whole process takes

---
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its toll on medical personnel, as a result of ineffective use of human resources. This sug-
gests that we have to developing autonomic applications system that can automatically
detect polyps, disease, and abnormality in tissue by implementing Artificial Intelligence
(AI). Although the Wireless Capsule Endoscopy has some challenges, the benefits of the
finished product are as followed:

- Less burden upon the specialist and medical staff
- Mass screening of the population is made possible
- Early diagnosis
- Early and effective treatment
- Reduction in death rate
- Reduce human-error factor

Current research faces following challenges as well to reach these goals:

- Lack of test data set
- Motivation among people
- Lack of suitable tools

**Automated Computer Diagnosis**

Computer Aided Diagnosis (CAD) is based on the concept that when computers have
reached a level of trustworthy certainty through countless hours of training and precision
tuning, they can assist medical professionals with a second opinion. The goal is to make
machines diagnosis reach the level of the medical experts. By taking advantage of com-
puters, the expert can increase their performance, which also leads to more efficient use
of time and medical resources. Although the last and final decision lies with the medical
professionals.
On the other hand, Automated Computer Diagnosis (ACD) further improves the idea of CAD. The purpose of using machines is automation, and by taking advantages of what machines do best we have the ability to contribute and improve the current medical standards. The process which involves of having the expert verify is now out of the question, although not entirely. This enables the health care system to evolve from the current methods of detecting polyps. The present solution is based on patients take initiative and have their colon examined, which requires the endoscopist to delegate time and effort just to see if there are any polyps present. With the ACD approach, we have the potential to use the wireless capsule which traverses through the entire GI tract and marks the video with what time a polyp was detected. In this point of time, the medical professionals has to make a decision on whether the patient needs further examination and removal of polyps or not. The performance level needed for the ACD system has to ideally be at least at the level of medical professionals. If the ACD system on the other hand would perform worse that the medical standard, it would be hard to justify its use and would not make sense to deploy.

2.2 Related work

This section will cover the related work, mainly covering polyp detection and real-time object detection. The state-of-the-art systems, also shown on table 2.1, have applied different approaches in colons-copies and polyp detection. The first approach from Wang et al.[64] is one of the most recent and prominent research in the field of polyp detection. As also shown on the table 2.1, different approaches uses different data-sets for testing and training their model, and measure polyp detection performance with different metrics. The last row shows EIR system, which is further described under section 2.8, is groundwork for our research. However, we will give a brief description of few of them below. These algorithms, methods and partial systems present at first glance promising results in their closed testing environment. However it is unclear how they will perform at hospitals, because many of the researches were conducted with small data-sets. Over-fitting can be a problem when tests are run on small data-sets.

Wang et al. [64] presents a fast polyps detection system “Polyp-Alert”, taking advan-
tage of previous edge-cross section visual features and a rule-based classifier [65]. The
polyp-alert system calculates polyps in entire video instead of per frame. Their system
was able to reach 97.7 % of detection rate and could detect 42 of 43 polyps in total 53
videos. The system used object tracking to track the polyps in preceding and subsequent
frames and was able to reach 95.70 % accuracy and 97.70 % recall. The system could
reach up to 10 FPS.

Mamonov et al. [34] introduces an algorithms for two-class classifier to detect
polyps in the colon. This algorithm is based on image geometric information extrac-
tion and creates a basis for a binary classifier to categorized into two classes; positive and
negative, so less frames will be needed to manually inspected. The algorithm processes
on one frame at a time and classify them as positive or negative based on a polyp has
been detected or not. On a data-set of 18.738 frames, Mamonov et al. system could only
reach 47% recall rate, however the sensitivity was around 81.25% with a specificity level
of 90%. The data-set was gathered from five different patient videos and the findings was
evaluated. The data-set contained 16 polyps and the input sequence varied between 2 -
32 frames, and a total of 16 sequences were tested. Similarly to the Wang et al. system,
Mamonov et al. system was also based on detection per polyp and had 9.8% false positive
rate.

Table 2.1: We see that some performance measurements are not available for all methods.
Nevertheless, including every available information gives an idea about each methods
performance [50].

<table>
<thead>
<tr>
<th>Publ. System</th>
<th>Detection Type</th>
<th>Recall/ Sensitivity</th>
<th>Precision</th>
<th>Specificity</th>
<th>Accuracy</th>
<th>FPS</th>
<th>Data-set Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang et al. [64]</td>
<td>polyp / edge, texture</td>
<td>97.70 %</td>
<td>N/A</td>
<td>N/A</td>
<td>95.70 %</td>
<td>10</td>
<td>1.8m frames</td>
</tr>
<tr>
<td>Wang et al. [65]</td>
<td>polyp / shape, color, texture</td>
<td>81.40 %</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.14</td>
<td>1.513 images</td>
</tr>
<tr>
<td>Mamonov et al. [34]</td>
<td>polyp / shape</td>
<td>47 %</td>
<td>N/A</td>
<td>90 %</td>
<td>N/A</td>
<td>18.738 frames</td>
<td></td>
</tr>
<tr>
<td>Hwang et al. [23]</td>
<td>polyp / shape</td>
<td>96 %</td>
<td>83 %</td>
<td>N/A</td>
<td>N/A</td>
<td>15</td>
<td>8.621 frames</td>
</tr>
<tr>
<td>Li and Meng [28]</td>
<td>tumor / textural pattern</td>
<td>88.6 %</td>
<td>N/A</td>
<td>96.20 %</td>
<td>92.4</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Zhou et al. [70]</td>
<td>polyp / intensity</td>
<td>75 %</td>
<td>N/A</td>
<td>95.92 %</td>
<td>90.77</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Alexandre et al. [3]</td>
<td>polyp / color pattern</td>
<td>93.69 %</td>
<td>N/A</td>
<td>76.89 %</td>
<td>N/A</td>
<td>N/A</td>
<td>35 images</td>
</tr>
<tr>
<td>Kang et al. [25]</td>
<td>polyp / shape, color</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>Cheng et al. [9]</td>
<td>polyp / texture, color</td>
<td>86.2 %</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.074</td>
<td>74 images</td>
</tr>
<tr>
<td>Ameling et al. [4]</td>
<td>polyp / texture</td>
<td>AUC=95%</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>1.736 images</td>
<td></td>
</tr>
<tr>
<td>EIR [[49][48]]</td>
<td>abnormalities/30 features</td>
<td>98.30 %</td>
<td>93.98 %</td>
<td>72.49 %</td>
<td>87.70 %</td>
<td>300</td>
<td>18.781 frames</td>
</tr>
</tbody>
</table>
2.3 Classification

Amit P and Dr. R.C. Jain prescribe classification as “The task of classification occurs in a wide range of human activity. At its broadest, the term could cover any context in which some decision or forecast is made on the basis of currently available information, and a classification procedure is then some formal method for repeatedly making such judgments in new situations” [54]. They further divide classification into two different types, unsupervised learning and supervised learning also known as guided learning. The first is a set of observations to detect or distribute data in different classes. The second, guided learning can be described as creating new rules based on existing and well-known classes for new observations of them. Nave Bayes classifiers, SVMs, Neural network approaches and binary classifiers are few of many classifiers used in supervised leaning. In our project we classify supervised leaning with machine learning methods such as Decision tree, Artificial network, K-nearest neighbour to predict improvised results. These and other methods we use have been listed and explained in detail in chapter 2.

2.4 EIR - Efficient computer aided diagnosis

As previously noted, early detection of polyps reduces the risk of death considerably. It has also been mentioned that the time it would take for mass scale examination is one of the main challenges in colonoscopy. In order to support mass scale examinations so we need to develop a system that help doctors in polyp-detection. A system which makes it possible to live-stream colonoscopy and also automatically do first line screening for GI tract, with the use of wireless video capsule endoscope. To further aid and scale such examinations we will work on EIR System. An effective system which is also capable of retrieving scalable information for medical data like videos and images [49, 43, 48, 44, 47, 50]. The EIR system consists of the following three subsystems.

- Annotation and knowledge transfer subsystem
- Detection and automatic analysis subsystem
  - Detection
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- Localization

- Visualization and computer aided diagnosis subsystem

The annotation subsystem gathers and transmit training data from the medical experts into the subsystem. The training data are important for good classification in medical field [49]. It is possible to add different global features for classification in EIR at once but not all features provide us with required information in detection. The more features we add, the more computational power is required for classification. It is therefore important at the beginning to decide what features would benefit us and are required. The modular designed subsystem, detection and automatic analysis of the diseases is divided into two subsystems, detection and automatic analysis. It is possible to extent this subsystem further into different diseases or their subcategories. The detection part detects irregularities in the frames. The job of this subsystem is to check whether there are some irregularities in the current frame or not. The output from the detection-part is input for the location-part subsystem. The localization part locates the accurate spot of the disease in the frames [49]. The output from the detection and analysis subsystem is viewed in visualization subsystem to medical expert for additional analysis. Figure 2.8 shows the entire EIR system architecture, and its data stream.
2.5 Summary

In this chapter, we have reviewed different diseases in GI tract, although focusing mainly on polyps. We have also discussed GI examination procedures such as gastroscopy, colonoscopy, computed tomography and other currently used screening methods at the hospitals. In future, computer will play a major role in screening and for medical purposes, so we also reviewed CAD, WCE and ACD. These new procedures need to perform at least at the same medical set standards to be able to fully replace the existing polyp detection procedures. EIR, a modern research in this field has shown promising results, and contains a complete pipeline for annotation, detection and visualization of the diseases in the GI tract. Object detection and classification by EIR is done with global image features. In our research, we will use the idea of EIR to implement a real-time polyp detection system on computers without GPU and generally low computational resources.
In the next chapter, we will discuss global and local features and how they potentially bring advantages to our system.
Real-Time Polyp Detection

A polyp often appears in very different shapes and forms compared to the previous frame, although we are dealing with the same polyp. This phenomenon occurs due to the viewing angle and the polyps distance to the traversing camera, the amount of colon movement and insufflation and contraction from colon muscular systems. Therefore, we are experiencing that existing detection techniques on images containing polyps, require lengthy processing time due to the appearance of polyps and their complex characteristics. The explanation we have of why colonoscopy in some cases still fails to prevent most CRC related death, is that lesions sometimes goes under the radar and are not detected or effectively removed.

During the procedure of colonoscopy, having real-time feedback has the potential to not only alert the endoscopist, but also more efficiently assist the experts in the overall procedure to have them completely removed [13]. According to the research on Near real-time feedback during colonoscopy done by Iowa State University of North Texas [64], a detection rate of 90% comes with a false alarm rate of 1 false region per image. During a colonoscopy it is inadequate for a real-time feedback system to have high false alarm rate. This will in turn increase the total analysis time as part of the automated system, which is the opposite of what is intended. Having a system where analysis time is close to real-time will have a huge benefit for the endoscopist. The fast analysis time also implies that the system has low latency and movements feels smooth. As the endoscopist
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is examining the colon, the doctor gets additional assistance by the detection mechanism of the system to predict the present of the polyps. With extensions and further development in our system, the doctor will also be notified where the polyp is located in the frame. This is extremely beneficial when the doctor is fatigue or simply just overlooked a polyp. This even enables the doctors to verify their findings with the documentation that the system produces after the procedure, and can be utilized by universities in educating students to become future endoscopists.

In this chapter, we will describe the building blocks of our system and dive deeper into how they work and which part is useful for our purposes. The chapter is divided into four main sections, features used to describe the data-set for our system to execute classification, feature selection, Machine learning algorithms and the LIRE open source platform [33] [32]. LIRE is one of many essential parts of our system and stands both for feature extraction and ranking, which will be further described in section 3.5.

3.1 Global- and Local Features

A global feature is a kind of transitioning tool used to capture and describe the overall content of a medium and convey to the machine. In general, features are the extracted information from images in terms of numerical values, which for us humans are challenging to understand. In our case, we have tried and experimented with several features and even used a more unorthodox approach to find the right feature to increase classification results with our classification improvements described under section 4.8. If we were to ask the machine to look for similarity between two identical images with a feature looking for color, except for one of the images being in the black and white color spectrum, the machine would find some or none similarity at all. So, the feature selection is essential to try and make the machine to differentiate between smooth or rough surface, kind of texture, color or better yet, a polyp within a frame.

We also have local features, which mainly serves as the role of referring to distinct structures and patterns recognized in images. These can be edges, small image patches or even a point in the image. These noticeable patterns which are correlated with the image patch, more often than not, differs from the color, intensity and texture around the
image patch. The local feature’s purpose is to locate the image patch and try to highlight this area. The benefits and applications of local features are that they let us find image correspondences despite occlusion, presence of cluttering or changes in view conditions. When it comes to the area of application we fundamentally see it applied in image stitching, 3-D reconstruction and to compactly express image contents for classification and detection without any image segmentation [31, 48].

### 3.1.1 Feature selection

To find out which features to choose, Riegler et al. [49] ran different experiments where they tried various features with the help of EIR supported system. They also experimented different possible combinations of features to find promising results. These experiments were performed on one video to refrain from over-fitting on the data-set. This happens especially in scenarios where very rare and specific random features in the data-set is unique and different from the rest of the data samples or learning is performed too extensive [20]. We have used these features to extract information from images in our `indexer.java` program, and ranking with implemented search method in `searcher.java` to execute classification.

Riegler et al. further mentions that in these feature combinations, there are only insignificant variation in term of accuracy and detection. Although most of them give promising results as shown in table 3.1, which mean these can be used. Generally, CEDD achieved best results with 95.48% Recall, 76.86% Precision and 85.17% F1-score. The table also reveals that other features like JCD, Tamura etc. achieve similar positive results. Based on these results, we have chosen to use these features in our research.

**Tamura**

This feature is based on the psychological view of the human eye and how humans assume specific characteristics of an image texture. Tamura compare the perception of six core image characteristics such as coarseness, contrast, direction of texture, the likeliness of lines, roughness and regularity. These features have been researched with psychological measures taken from experiments done on human participants [61]. The three features...
Table 3.1: Leave-one-out cross validation with different features

<table>
<thead>
<tr>
<th>Feature</th>
<th>True Positive</th>
<th>True Negative</th>
<th>False Positive</th>
<th>False negative</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joint Histogram</td>
<td>3.369</td>
<td>13.826</td>
<td>1.085</td>
<td>511</td>
<td>0.7563</td>
<td>0.8682</td>
<td>0.8084</td>
</tr>
<tr>
<td>JpegCoeffHist.</td>
<td>3.224</td>
<td>13.772</td>
<td>1.139</td>
<td>656</td>
<td>0.7389</td>
<td>0.8309</td>
<td>0.7822</td>
</tr>
<tr>
<td>Tamura</td>
<td>3.392</td>
<td>13.861</td>
<td>1.050</td>
<td>488</td>
<td>0.7636</td>
<td>0.8742</td>
<td>0.8151</td>
</tr>
<tr>
<td>FuzzyOppHist.</td>
<td>3.341</td>
<td>13.552</td>
<td>1.359</td>
<td>539</td>
<td>0.7108</td>
<td>0.8610</td>
<td>0.7787</td>
</tr>
<tr>
<td>SimpleColorHist.</td>
<td>2.736</td>
<td>13.563</td>
<td>1.348</td>
<td>1.144</td>
<td>0.6699</td>
<td>0.7051</td>
<td>0.6870</td>
</tr>
<tr>
<td>JCD</td>
<td>3.356</td>
<td>13.777</td>
<td>1.134</td>
<td>324</td>
<td>0.7582</td>
<td>0.9164</td>
<td>0.8298</td>
</tr>
<tr>
<td>FuzzyColorHist.</td>
<td>2.708</td>
<td>13.243</td>
<td>1.668</td>
<td>1.172</td>
<td>0.6188</td>
<td>0.6979</td>
<td>0.6560</td>
</tr>
<tr>
<td>RotInvLIBP</td>
<td>3.479</td>
<td>13.829</td>
<td>1.082</td>
<td>401</td>
<td>0.7627</td>
<td>0.8966</td>
<td>0.8243</td>
</tr>
<tr>
<td>FCTH</td>
<td>2.846</td>
<td>13.671</td>
<td>1.240</td>
<td>1.034</td>
<td>0.6965</td>
<td>0.7335</td>
<td>0.7145</td>
</tr>
<tr>
<td>LocBinPattAOpp</td>
<td>2.412</td>
<td>13.349</td>
<td>1.562</td>
<td>1.468</td>
<td>0.6069</td>
<td>0.6216</td>
<td>0.6142</td>
</tr>
<tr>
<td>PHOG</td>
<td>2.879</td>
<td>13.806</td>
<td>1.105</td>
<td>1.001</td>
<td>0.7226</td>
<td>0.7420</td>
<td>0.7321</td>
</tr>
<tr>
<td>RankAndOpp</td>
<td>2.527</td>
<td>13.553</td>
<td>1.358</td>
<td>1.353</td>
<td>0.6504</td>
<td>0.6512</td>
<td>0.6508</td>
</tr>
<tr>
<td>ColorLayout</td>
<td>2.702</td>
<td>14.018</td>
<td>893</td>
<td>1.178</td>
<td>0.7515</td>
<td>0.6963</td>
<td>0.7229</td>
</tr>
<tr>
<td>CEDD</td>
<td>3.705</td>
<td>13.796</td>
<td>1.115</td>
<td>175</td>
<td>0.7686</td>
<td>0.9548</td>
<td>0.8517</td>
</tr>
<tr>
<td>Gabor</td>
<td>1.849</td>
<td>10.643</td>
<td>4.268</td>
<td>2.031</td>
<td>0.3022</td>
<td>0.4765</td>
<td>0.3699</td>
</tr>
<tr>
<td>OpponentHist.</td>
<td>2.246</td>
<td>14.157</td>
<td>754</td>
<td>1.634</td>
<td>0.7486</td>
<td>0.5788</td>
<td>0.6529</td>
</tr>
<tr>
<td>EdgeHistogram</td>
<td>3.548</td>
<td>13.737</td>
<td>1.174</td>
<td>332</td>
<td>0.7513</td>
<td>0.9144</td>
<td>0.8249</td>
</tr>
<tr>
<td>ScalableColor</td>
<td>3.231</td>
<td>13.684</td>
<td>1.227</td>
<td>649</td>
<td>0.7247</td>
<td>0.8327</td>
<td>0.7750</td>
</tr>
<tr>
<td>Late Fusion</td>
<td>3.710</td>
<td>13.894</td>
<td>1.017</td>
<td>170</td>
<td>0.7848</td>
<td>0.9561</td>
<td>0.8620</td>
</tr>
</tbody>
</table>

coarseness, contrast and direction, have been evaluated to achieve best results.

The most fundamental texture feature was observed to be the coarseness, which had an explicit correlation with scaling and repetition rates. The image can contain several scales where each scale has its own texture formation. Coarseness has the intention to identifying the occurrence of the largest formation of a texture and even the smallest texture at micro level.

The gray levels and their dynamic range in an image is captured by the contrast, alongside the polarization of the distribution of white and black. The dynamic range is found by measuring the standard deviation of the gray levels, and the black and white polarization is found using the kurtosis.

In an image, the texture direction found in a small area is the global property over the span of the texture region. This description of direction does not intend to discriminate between patterns or orientations, but rather measure the degree of the direction of the image’s entirety. This is done by calculating the magnitude and angle of each pixel. By counting all pixels where the magnitude is greater than a given threshold and quantizing by the edge angle, it is possible to visualize the edge probability and reflect the degree of
direction in addition to the sharpness.

**CEDD**

Color and Edge Directivity Descriptor (CEDD) is an image feature that extracts and combines the edge information with the color information to create one histogram containing all the values. Since the feature size is restricted to 54 bytes, which makes this a suitable feature to use for large scale use cases [8]. One of the noteworthy attributes of this feature is that, this features requires low computational resources for the feature extraction.

**JCD**

The Joint Composite Descriptor (JCD) fuses two compact composite descriptors (CCD) into one. It is possible to fuse multiple different features in one descriptor by taking advantage of CCD. JCD fuses CEDD and the fuzzy color and texture histogram (FCTH). FCTH uses the high frequency to band the haar wavelet transform in a fuzzy system, to form 8 texture areas. JCD is made of 7 texture areas, with each area made up of 24 sub regions that correspond to color areas.[68]

### 3.2 Feature Combination

EIR supports different global and local features and their combination. These combinations give different result based on included vectors, features and dimensions and this has been a hot topic for feature combination researchers. The refined combination of different vectors, features and dimensions helps finding the optimal classification and search outcomes. When to apply these feature combinations can also be tricky and affect desirable outcomes [12, 19, 67]. There are two ways of combining features, early fusion and late fusion. Early fusion is primarily combining different features outcome within a single representation. This representation has passed down to decision making step. Features are fused after decision making step in late fusion.
3.2.1 Early Fusion

The basic concept in early fusion is to first extract uni-modal features and analyze various uni-modal streams. The extracted features are fused within a single representation. A detail sketch of early fusion is shown in figure 3.1. The representation is one large vector combination of feature values, and this can be used to classify or searching tasks. Too much noise in the representation is included by useless features values and this is the negative aspect of early fusion [12]. In early fusion it is also difficult to combine features into a common representation.

3.2.2 Late Fusion

Just like in early fusion, the basic concept of late fusion also starts with extracting uni-modal features first. Instead of fusing all these uni-modal features together, they are forwarded to unique pre-classifier each. These pre-classifiers outcome are afterward fused together to yield a final detection score. A more detail sketch is shown in figure 3.2. An advanced and well selected combination strategy can give an improvement in the classi-
3.3 Machine Learning Overview

In computer science, we have the subcategory Machine Learning, which gives the computers the power to learn and execute/make decisions based on what was learned without explicitly being programmed to carry out certain actions. This research focuses on the four most prominent machine learning classifiers, being Instance-based algorithms, Deep Learning, Support Vector Machines (SVM) and Clustering. These methods have been researched quite a bit and are considered traditional approaches in machine learning. Supervised and unsupervised algorithms are two categories in machine learning. Supervised algorithms are based upon the fact that each input is associated with an output, which is also referred to as the desired output. Meaning we as programmers give the machine the right answer and based upon that the machine can estimate an output not far from the desired output by minimize the error. This approach also consists of labelling classes. In contrast we also have the unsupervised algorithms which are unlabeled. This

Figure 3.2: Late fusion sketch

cification outcome. Since each features are passed through unique pre-classifier and then to fuse output, it is passed through a new classifier. Because of these extra classifier step, this expensiveness in terms of the learning effort is the biggest disadvantage of late fusion. There also exists risk of losing correlation in mixed feature space if different features are fused together.
results in the in-availability of calculating the accuracy of the model. This is one way of distinguishing between unsupervised learning from supervised learning. Since unsupervised algorithms do not need training data it is often hard to explain the algorithms outcome because the class is unknown or has not been labeled. This is the reason why unsupervised algorithms are used to understand the unlabeled data end explore it.

3.3.1 K Nearest Neighbour

The K-Nearest Neighbour (K-NN) is an instance based algorithms, meaning it learns from previously labeled training data and makes a prediction. As new data gets passed, the algorithm compares these new data points with training data points that has been recorded. By using similarity functions, such as euclidean distance, the algorithm can determine which class this new data point has more similarity with. These similarities are denoted and seen by the machine in terms of the data’s features. The number of features used can be viewed as the domain which the computer understands each data. Therefore it is crucial to use features that can fully describe the data to the computer in the same way we humans experience it.

The K-NN algorithm specifically operates by using the training data to map data points and associating a central point to those data points that are close to each-other, making up one class. As shown on the figure 3.3, this central point is the mean of those data points. As new data gets input the algorithm predicts which class it belongs to based on distance to each central point [41, 26]. After assigning the new data to a class the algorithm then calculates a new central point, taking the new data point in consideration. This ultimately expands the class environment based on the data points and how much different one data point is to other data points from the same class.
3.3 Machine Learning Overview

Figure 3.3: The test sample (green circle) should be classified either to the first class of blue squares or to the second class of red triangles. If $k = 3$ (solid line circle) it is assigned to the second class because there are 2 triangles and only 1 square inside the inner circle. If $k = 5$ (dashed line circle) it is assigned to the first class (3 squares vs. 2 triangles inside the outer circle) \(^\text{1}\).

3.3.2 Artificial Neural Networks

In Neural Networks \cite{53}, the existence of different types of network are numerous. The networks are usually characterized by their components, which are a set of nodes and the connection between them. In one specific type of network, the nodes are seen as artificial neurons (see figure 3.4). These network are called artificial neural networks (ANNs) and are comparable to the observed behavior of our brain. The artificial neuron itself is a computational model which is inspired by the brain-cell neurons. In reality, these neurons receive a signal through the synapses which are located on the dendrites of the neuron. The requirement for the the neuron to activate lies within the strength of the signal received. If the signal strength suffice in terms of surpassing a certain threshold, the neuron activates and emits a signal further down the line through the axon. The signal sent by the neuron may influence other neurons and determine theirs activation. The connection between nodes are assigned a weight which is one of the components in the calibration of the network through the back-propagation.

\(^\text{1}\)https://upload.wikimedia.org/wikipedia/commons/e/e7/KnnClassification.svg
Figure 3.4: Each input point is a high-dimensional vector. The neural network is organized in a series of layers, where the input vector enters at the left side of the network, which is then projected to a hidden layer. Each unit in the hidden layer is a weighted sum of the values in the first layer. This layer then projects to an output layer, which is where the desired answer appears.  

The concept of back-propagation is similar to the calibration of any given equipment. The goal is to minimize the error so we get as accurate readings as possible. This approach is within the domain of supervised learning, given the fact that we have to provide the machine with desired output values which is also seen as the validation set.

3.3.3 Random Forests

Random forests or random decision forests [29, 21] are an ensemble learning method for classification, regression and other tasks, that operate by constructing a multitude of decision trees at training time and outputting the class that is the mode of the classes (classification) or mean prediction (regression) of the individual trees.

We start with a suitable collection of data including variables we would like to predict or understand and relevant predictors. We then can draw a random sample from our main data-set and build a decision tree on this random sample. This ”sample” can be half of the total data although it could be a different data portion of the master data-set. This process can be repeated by creating a second random sample and grow a decision tree over it. This prediction, which was made by this second tree, will usually be different
(at least slightly) than the first tree. This process can be repeated and more trees can be created. After each tree is built, all of the data are run down the tree and predictions are compared for each pair\(^3\). If two cases predict the same terminal node, their prediction is increased by one. At the end, the predictions are normalized by dividing by total number of trees. Predictions are used to replace missing data and locate outliers.

Over-fitting is a common problem with different algorithms such as decision trees, and random decision forests correct this habit to their training set [17] (page 587-588).

### 3.3.4 Decision Tree

To make a conclusion about an item’s target value, the decision tree learning applies a decision tree as its predictive mode [46]. These values are represented in the leaves, while observation of the items, which is made progress from towards the conclusion, are represented in the branches. This approach is used as data mining, machine learning and statistics where the target variable can form a discrete set of values called classifications trees; in these tree structures, branches illustrates conjunctions of different features that lead to class labels, leafs.

### 3.3.5 Ada Boost

Adaptive boosting "Ada boost" [51], is a fast algorithm which focuses on classification problems and is intended for boosting weak classifiers into stronger one. Ada boost is simple and flexible algorithm.

### 3.3.6 Naive Bayes

Naive Bayes methods [36] are a set of supervised learning algorithms based on applying Bayes theorem with the naive assumption of independence between every pair of features. Naive Bayes classifiers are highly scalable, requiring a number of parameters linear in the number of variables (features/predictors) in a learning problem. Maximum-likelihood training can be done by evaluating a closed-form expression, which takes lin-
ear time, rather than by expensive iterative approximation as used for many other types of classifiers.

### 3.3.7 Support vector machines -SVM

Another supervised learning method which is used for classification, outliers detection and regression is Support vector machines (SVMs) [10].

In SVM, a data points are viewed as a p-dimensional vectors, and to separate such points from each other and classify them (linear classify), there are many hyperplanes that help classifying data. Hyperplane with the maximum distance between classes are the best one to choose. As shown in figure 3.5, we can see that how a support vector machine would choose a separating hyperplane for two classes of points in 2D. H1 does not separate the classes. H2 does, but only with a small margin. H3 separates them with the maximum margin and would be desirable. The advantages with the SVMs are that, it is effective in high dimensional spaces and uses a subset of training points in the decision function, so it is also memory efficient. Disadvantages with the SVMs could be that, the number of features must be lower than the number of samples, the method will otherwise perform poorly.

![Figure 3.5](https://commons.wikimedia.org/wiki/File:Support_vector_machine.svg)

**Figure 3.5:** Graphic showing how a support vector machine would choose a separating hyperplane for two classes of points in 2D. H1 does not separate the classes. H2 does, but only with a small margin. H3 separates them with the maximum margin.

---

*SVM* ([10](https://commons.wikimedia.org/wiki/File:Support_vector_machine.svg))
3.4 Deep Learning

The improved classification improvements version introduced under iteration IV.4.8 is based on deep learning and focuses on to take advantage of the deep learning classification and use it for our medical scenario. In particular, we trained a model based on the Inception v3 architecture [59], which is a deep learning architecture designed for image classification, using the ImageNet dataset [14]. We use Google Tensorflow classification model, [2] which has the property to classify images and assign confidence percentages to each 1008 object categories also known as classes in Inception v3. This means that an image that contains an afghan-hound would likely have higher confidence percentage in class 1 and a lower confidence percentage in class 2, since class 1 represent Afghan hound and class 2 represent African chameleon, also shown in table 3.2.

**Table 3.2:** This table shows how the meta-data for the 1008 class probabilities are structured and prepared for training. N equal the number of images.

<table>
<thead>
<tr>
<th>Filename</th>
<th>Class 1</th>
<th>Class 2</th>
<th>...</th>
<th>Class 1008</th>
<th>Pos/Neg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Filename 1</td>
<td>Afghan-hound</td>
<td>African-chameleon</td>
<td>...</td>
<td>zucchini-courgette</td>
<td>1 / 0</td>
</tr>
<tr>
<td>Filename 2</td>
<td>0.0002</td>
<td>0.0004</td>
<td>...</td>
<td>0.0004</td>
<td>0</td>
</tr>
<tr>
<td>...</td>
<td>:</td>
<td>:</td>
<td>:</td>
<td>:</td>
<td>:</td>
</tr>
<tr>
<td>Filename N</td>
<td>0.0003</td>
<td>0.0004</td>
<td>...</td>
<td>0.0045</td>
<td>1</td>
</tr>
</tbody>
</table>

What we obtain later from the Inception v3 architecture is feature vectors with 1008 feature components for each image. This feature vector is then given to machine learning algorithms to train a model that can distinguish between the classes based on observed patterns in the feature vectors. It is therefore interesting to see if the inception v3 model that has previously been trained on edge detection and faces, among many others, to classify objects and look for any significant results.

3.5 The LIRE platform

LIRE [33, 32] is a Java library that provides a simple way to retrieve images and photos based on color and texture characteristics. LIRE creates a Lucene index of image features for Content Based Image Retrieval (CBIR) using local and global state-of-the-art
methods.

### 3.5.1 Indexing

Indexes can be generated from each format of a global feature, regardless of if we want to create one index per feature or one index containing several features, where the latter is the used approach in this research. The structure of the index is based on fields and rows, meaning the first field in a row is the image path and the next is where the representation (meta-data) is generated, whether it be hash representation of the feature values or binary values. A feature vector can have many feature values, in fact one of our feature vectors we tested has over a thousand values. The number of rows are dependent on the number of images indexed, but the number of values in each row is decided by the amount of feature values the chosen feature has [48].

![Indexer Diagram](image)

**Figure 3.6:** The figure shows the pipeline for feature extraction of the images in the training-set.

The approach using hashed values is based on Locality Sensitivity Hashing (LSH). The goal is to use several arbitrary hash functions and hash feature values. This results in similar images getting the same hash values and therefore be hashed into the same
fashion. In the image’s feature space, Linear projection in random directions of hash functions makes this structure possible. In the sense of effectiveness, the created hash codes are not the optimal solution due to the need of many large hash tables to achieve reasonable quality, with regards to search. Due to the algorithm’s increased speed these minor disadvantages are, for the sake of research, ignored [55].

Making the colonoscopy live-stream in the Java programming language grants us the advantage of utilizing the LIRE open source library, which is index and search based. As shown on figure 3.6, this method’s premise is that we have our training data indexed, meaning we use features of our choice to extract information from each image in the training data. This will create a folder which contains the information of all the training data, although, at a significantly lower space cost, and only contains relevant information for our classification. Searching through the meta-data associated with each image makes this approach much more time - and resource efficient than the RAW image itself.

3.5.2 Search

Our search-based algorithm, searches through the indexed training-set and compares feature values to the feature values extracted from the received frame and is performed on each retrieved frame done in real-time. As a result, our developed search method returns a ranked list for each image given as input when the searcher method is called. This means that for each query image has created a term-based query from the hashed feature values of the query image at run-time. As illustrated in figure 3.7, we further obtain a list which is ranked based on the similarity between the query image and the created index of the training-set. This means that best ranked picture, first element in the list, has the best similarity rate to the query image the camera retrieved. Based on feature selection, the ranked list may be distorted or give a realistic representation, where the latter is the desired outcome. The list is created by calculating the dissimilarity or distance associated with the low level features. The distance function that computes the similarity for the ranking is called the Tanimoto distance [62].

As mentioned earlier, the images in the index folder with good match to the frame passed by the camera generates a lower value, and thus is ranked better in the list. In our
Figure 3.7: Pipeline for the image ranking

case, the lower number means better rank in the list. Further, the list is then sorted by
rank and used for by the classification algorithm later down the pipeline. For us to be
able to make decision and actually classify the frame as positive or negative, depends on
two important aspects. Firstly, we have to consider which features would suit best our
case with respect to the task at hand, and secondly, if combining features will improve
classification in general.

3.6 Model Creation

In figure 3.8, we illustrate how the our real-time detection pipeline is structured. The
pipeline for frame flow is initialized where the camera is enabled and captures frames.
This video-feed is then split, one is shown to the endoscopist without any processing, like
normal. The other video-feed sends the frame one at a time through our classification
pipeline. Our system converts the frame into the data-type of Buffered-Image, making
the frame easier to work with. Our searcher method then uses the frame to create a ranked
3.6 Model Creation

list by searching through the indexed training-set and comparing the indexed images to the classifying frame and base the ranked scores on similarity. Our developed algorithm uses the scores in this ranked list to calculate which of the categories this ranked list was in favor to, and then predicts the class label.

![Diagram of Main Model of classification and real-time detection system]

**Figure 3.8:** Main-Model of classification and our real-time detection system

One of the barrier we encountered as expected were low FPS, and these were caught up by skipping frames forwarded to the classifier from the video-feed. A polyp is visible in several frames and will in most cases be detected in the majority of these frames, due to the slow moving camera which enabling us to actually skip frames and not affect the "Polyp-Alert" rate. By skipping frames, the endoscopist can see the live video, and at the same time get a live feedback on the screen from the classifier. The pace at which we skip frames depends on the FPS we achieve without any frames skipped, the slower the
classifier, the more frames are skipped. The overall real-time classification pipeline ends with the classification feedback (positive or negative) is merged with the live video and visualizes to the endoscopist as shown on the figure 3.9.

The GUI which the endoscopist reviews provide a real-time feedback from the classifier.

**Figure 3.9:** Real-time Classification GUI
3.7 Summary

In this chapter, we discussed the LIRE platform with the use of global and local features such as JCD, CEDD and Tamura. These three features exhibit interesting results according to Table 3.1 in Rieglers research [48]. We have decided to proceed with these features in our classification due to their overall score and possibility of their combination later on. We present the pipeline and architecture of our model and the parts which are the backbone of this real-time system. We give a graphic and description of how these feature values are extracted and indexed for further use, how the search method is used in order to create the ranked list, which is further used by the algorithms for classification purposes and the main system as a whole.

We have also discussed deep learning models such as Inception v3. Inception-v3 is trained for the ImageNet Large Visual Recognition Challenge using the data from 2012. This is a standard task in computer vision, where models try to classify entire images into 1000 classes. It will be interesting to see if we can use inception v3 model to improve our classification on computers with not so high computational power.

Open source java library LIRE provides a simple way to retrieve images and their characteristics. It creates image indexes based on selected global or local features. Since EIR is built on LIRE and achieves a state-of-the-art performance, we will also build our real-time classification system around this open source library. Further we discussed our search-based algorithms, our system pipeline and model creation. In computer science, machine learning has recently become a popular topic, and we will see if we can utilize some of its algorithms such as kNN, ada boost or neural networks for improving classification of polyps.
Chapter 4

Iterative Development, Experiments and Results

4.1 Medical data

Classification and searching in large scale data-set requires a lot of resources and time. To achieve a system optimized to different approaches, including neural networks, it is important to have data set of a larger scale. Although, our approach does not require the same huge amount of images as a neural network classifier would. One of the challenges researchers faces are the lack of quantity in data-set to train and test the system, which we in our case did not. There are various reasons for this, it may be due to different hospitals use different type of technology to collect data, and it may be in different formats, sizes and resolutions. There are also privacy laws protecting collected patient data and its use for medical research purposes to also have in mind.

A large scale data-set for medical purposes is defined as if the amount of storage the complete data-set exceeds normal computer memory storage. A normal computer is of 128 GB of memory, and if we were to continue our 4K resolution experiment of the first system iteration, we would definitely require more space than we are currently in possession of; considering we are using a 500GB external hard-drive and a 1TB internal one. If we consider images on large image hosting sites like Flicker as a reference so the
images can be of size of 3-33 MB and they are of up to 2048p. A data-set on large scale will then be between 4,000 to 110,000 photos to extract reasonable results.

We used ASU Mayo Clinic polyp data-set [60] to both for training and testing our system. This is the only available large scale annotated data-set for our GI tract use case. The data-set includes 38 videos with 36476 Images in total. The images are also of different pixels resolution 712 x 480, 856 x 480 and 1920 x 1080. Images are between 46 KB -1002 KB of size. The data is sorted into two main folders T1 and T2 [table 4.8.]. Both folders have two sub-folders each Pos and Neg. The images have been sorted to positive and negative sub-folders respectively, this means we can be sure about a specific image containing a polyp or not. The tables 4.1 and 4.2 shows more details about the content of the ASU Mayo Clinic data-set. During iteration III, which is described in section 4.7, we use only with-polyps (wp) videos from table 4.1. We further divided these wp videos into small chunks for cross-validation. These chunks are visualized in figure 4.1. During our classification improvement described under section 4.8, for detection improvement, we used entire ASU Mayo data-set with 36476 images.

**Table 4.1:** Data-set T1 folder in details

<table>
<thead>
<tr>
<th>Videoname</th>
<th>Neg</th>
<th>Pos</th>
<th>Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>NP_5</td>
<td>682</td>
<td>0</td>
<td>712 x 480</td>
</tr>
<tr>
<td>NP_6</td>
<td>838</td>
<td>0</td>
<td>712 x 480</td>
</tr>
<tr>
<td>NP_7</td>
<td>709</td>
<td>0</td>
<td>712 x 480</td>
</tr>
<tr>
<td>NP_8</td>
<td>712</td>
<td>0</td>
<td>712 x 480</td>
</tr>
<tr>
<td>NP_9</td>
<td>1843</td>
<td>0</td>
<td>712 x 480</td>
</tr>
<tr>
<td>NP_10</td>
<td>1925</td>
<td>0</td>
<td>712 x 480</td>
</tr>
<tr>
<td>NP_11</td>
<td>1550</td>
<td>0</td>
<td>712 x 480</td>
</tr>
<tr>
<td>NP_12</td>
<td>1740</td>
<td>0</td>
<td>712 x 480</td>
</tr>
<tr>
<td>NP_13</td>
<td>1802</td>
<td>0</td>
<td>712 x 480</td>
</tr>
<tr>
<td>NP_14</td>
<td>1639</td>
<td>0</td>
<td>712 x 480</td>
</tr>
<tr>
<td>WP_2</td>
<td>79</td>
<td>245</td>
<td>1920 x 1080</td>
</tr>
<tr>
<td>WP_4</td>
<td>0</td>
<td>910</td>
<td>1920 x 1080</td>
</tr>
<tr>
<td>WP_24</td>
<td>145</td>
<td>374</td>
<td>1920 x 1080</td>
</tr>
<tr>
<td>WP_49</td>
<td>110</td>
<td>391</td>
<td>856 x 480</td>
</tr>
<tr>
<td>WP_52</td>
<td>422</td>
<td>684</td>
<td>856 x 480</td>
</tr>
<tr>
<td>WP_61</td>
<td>130</td>
<td>209</td>
<td>1920 x 1080</td>
</tr>
<tr>
<td>WP_66</td>
<td>184</td>
<td>234</td>
<td>856 x 480</td>
</tr>
<tr>
<td>WP_68</td>
<td>70</td>
<td>189</td>
<td>1920 x 1080</td>
</tr>
<tr>
<td>WP_69</td>
<td>381</td>
<td>235</td>
<td>1920 x 1080</td>
</tr>
<tr>
<td>WP_70</td>
<td>25</td>
<td>385</td>
<td>856 x 480</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>15046</strong></td>
<td><strong>3856</strong></td>
<td></td>
</tr>
</tbody>
</table>
Table 4.2: Data-set T2 folder in details

<table>
<thead>
<tr>
<th>Videoname</th>
<th>Neg</th>
<th>Pos</th>
<th>Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>VD1</td>
<td>599</td>
<td>0</td>
<td>712 x 480</td>
</tr>
<tr>
<td>VD2</td>
<td>625</td>
<td>0</td>
<td>712 x 480</td>
</tr>
<tr>
<td>VD3</td>
<td>628</td>
<td>0</td>
<td>712 x 480</td>
</tr>
<tr>
<td>VD4</td>
<td>607</td>
<td>0</td>
<td>856 x 480</td>
</tr>
<tr>
<td>VD5</td>
<td>225</td>
<td>693</td>
<td>856 x 480</td>
</tr>
<tr>
<td>VD6</td>
<td>0</td>
<td>1218</td>
<td>856 x 480</td>
</tr>
<tr>
<td>VD7</td>
<td>110</td>
<td>445</td>
<td>712 x 480</td>
</tr>
<tr>
<td>VD8</td>
<td>111</td>
<td>335</td>
<td>856 x 480</td>
</tr>
<tr>
<td>VD9</td>
<td>106</td>
<td>290</td>
<td>1920 x 1080</td>
</tr>
<tr>
<td>VD10</td>
<td>1257</td>
<td>548</td>
<td>856 x 480</td>
</tr>
<tr>
<td>VD11</td>
<td>114</td>
<td>338</td>
<td>1920 x 1080</td>
</tr>
<tr>
<td>VD12</td>
<td>0</td>
<td>134</td>
<td>1920 x 1080</td>
</tr>
<tr>
<td>VD13</td>
<td>0</td>
<td>312</td>
<td>1920 x 1080</td>
</tr>
<tr>
<td>VD14</td>
<td>1815</td>
<td>0</td>
<td>712 x 480</td>
</tr>
<tr>
<td>VD15</td>
<td>1795</td>
<td>0</td>
<td>712 x 480</td>
</tr>
<tr>
<td>VD16</td>
<td>1627</td>
<td>0</td>
<td>712 x 480</td>
</tr>
<tr>
<td>VD17</td>
<td>1807</td>
<td>0</td>
<td>712 x 480</td>
</tr>
<tr>
<td>VD18</td>
<td>1835</td>
<td>0</td>
<td>712 x 480</td>
</tr>
<tr>
<td>Total</td>
<td>13261</td>
<td>4313</td>
<td></td>
</tr>
</tbody>
</table>

4.1.1 Data-set

As shown on figure 4.1, we decided to use leave-one-out cross-validation to evaluate detection accuracy. The advantage of the leave-one-out cross validation is that we can check the robustness and generalization potential of the model in term of productivity. We left out one non-overlapping video for testing and rest of the data-set for training our model. These test and training videos were rotated and until all videos has been used for testing exactly once. Different features were used to extract information from images.

4.2 Machine Setup

During this thesis, we used two different machines while making progress through our iterations. Table 4.3 shows a more detailed list of hardware and software specifications used under this project. One of the main purpose of this project was to be able to run a real-time polyp detection, which consists of the entire pipeline illustrated in 3.8 on hardware with less computational resources, although with easier and much more mobile
Each box in this figure represents one split for Leave one-out-Cross-validation. Test video name is written above the line in the box which is then cross validated with videos below the line.

**Figure 4.1:** Leave one-out-cross-validation splits

deployment in hospitals than machine setups with GPU. We used computer 2 for iteration I and our classification improvement under section 4.8, however iteration II and III was completely executed on computer 1.
4.3 Evaluation Method and Metrics

In this research, we use leave-one-out cross validation for iteration III to determine and produce our results and also see how the system perform on an independent data-set. This results in having the system use 90% of the data-set on training and 10% on validation, where 10% in this case is one video. However, we will not guarantee that there will not be different results with different partitioning of the data-set, with regards to cross validation.

Because of the unbalanced data-set that was available for us, we had some difficulties with implementing a routine for evaluating classification, performance in therms of FPS, algorithm - and total frame time for the real time detection system. The 3 metrics we used were Precision, recall/sensitivity and F1 score. These are globally accepted and used metrics. Unbalanced data-set and some blurry images impacts the performance of the polyp classifier. Precision, F1-score and recall are the classifier characteristics that is used to determine our classifier and algorithm performance.

In pattern recognition, high positive precision means more favourable results were returned compared to any unfavourable ones by an algorithm. Positive precision calculation gives us an idea of how many true positives that was returned by the algorithm, with regards to the total number of positive recalls. This means that positive precision per-

---

**Table 4.3:** List of HW and SW utilized during this research

Hardware and software used in this thesis. We utilized Open source projects like OpenCV and LIRE.

<table>
<thead>
<tr>
<th></th>
<th>Computer 1</th>
<th>Computer 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>Intel nuc5i3ryh</td>
<td>macbook pro 155 mid 2012</td>
</tr>
<tr>
<td>Processor</td>
<td>Intel core i3-5010u (3M Cache, 2.10 Ghz)</td>
<td>Core i7 (I7-3615QM) 2.3 - 3.3 GHz</td>
</tr>
<tr>
<td>Harddisk</td>
<td>200 GB</td>
<td>256GB</td>
</tr>
<tr>
<td>Installed Memory (RAM)</td>
<td>8 GB</td>
<td>8GB</td>
</tr>
<tr>
<td>Gpu</td>
<td>None</td>
<td>Nvidia gt 650m 512mb</td>
</tr>
<tr>
<td>Operating system</td>
<td>Windows 10 Pro</td>
<td>macOS Sierra 10.10.5</td>
</tr>
<tr>
<td>OpenCV</td>
<td>2.4.11</td>
<td>2.4.11</td>
</tr>
<tr>
<td>Lire Lucene</td>
<td>1.0b2</td>
<td></td>
</tr>
<tr>
<td>Java</td>
<td>Version 8 Update 101</td>
<td>1.8.0.121</td>
</tr>
<tr>
<td>Python</td>
<td>3.5.2</td>
<td>2.7.10</td>
</tr>
<tr>
<td>Cuda</td>
<td>None</td>
<td>8.0.83</td>
</tr>
<tr>
<td>Tensorflow</td>
<td>None</td>
<td>1.0.1</td>
</tr>
</tbody>
</table>
percentage represents the confidence level of the positive recalls and will for each positive recall represent the probability of the recall to be a true positive. The same calculation goes for the negative precision:

\[
Positive \; precision = \frac{TP}{TP + FP} \\
Negative \; precision = \frac{TN}{TN + FN}
\]

Recall is also called sensitivity and shows the fragmentation of all true positive instances that also are classified as positive. High positive recall, low FN, means that mostly all of the positive samples was classified as positive samples and thus captures by the algorithm. The same calculation goes for the negative recall:

\[
Positive \; recall = \frac{TP}{TP + FN} \\
Negative \; recall = \frac{TN}{TN + FP}
\]

In the best case, both a high recall and a high precision are desirable, although mostly high precision often cause low recall rate and vice verse. The F1 score is the harmonic mean between precision and recall and is to measure the quality of the classification system which consider both recall and precision:

\[
F1 = 2 \frac{Precision \times Recall}{Precision + Recall}
\]
4.4 System Development Iterations

In this section, we will focus on presenting our development journey divided into four main parts, describing the phases for each iteration of our detection system. This will give the reader a deeper dive into our way of tackling this challenge, the model creation and a more detailed look at both architecture and pipeline. Each iteration section concludes with a brief explanation of the complete system iteration. Developing our system required plenty of careful planning on how we intend to make this a deploy-able system in hospitals. Not only with respect to the medical professionals use of the system, but also for the sake of optimizing and improving the initial advantages that comes with such a system. Preparing the data from its RAW video format to something more convenient is also something we had to take into consideration. By extracting each frame from the a single video and then separate each of the frames into different categories, depending on what the frame contains, we are (table of videos reference) able to obtain the data set. These frames could include polyp (positives), only colon tract (negatives) and other visual occurrences such as bleeding or inflammatory tissue. How we plan to create the system architecture is going to impact how the live stream performs, since when the procedure is live each frame that the system is receiving has to be processed immediately. In short, that means that the feature used to extract information from the training data also has to be used to extract values from the incoming frame on the fly. In our case, this is mandatory because the images that are indexed are in the domain of those features used. Therefore, to calculate the distance and get a realistic representation for similarity, the incoming frame also has to be in the same feature space.

4.5 Iteration I: Real-Time Color Detection

The system development process began by experimenting with the power of OpenCV and the LIRE platform to get a feel of how we could utilize these libraries to build our system. Initially, we implemented a system that detected different colors on the fly with OpenCV. The color detection was specifically based on the RGB color spectrum, where HUE values was used to specify saturation and brightness of the chosen color.
4.5.1 Model Creation

The detection of colors is not object based detection since color is not distinct to any object and can therefore change based on the exposure of brightness and the angle viewed from. This changes the HUE of the chosen color and will not be detected with such a detection system. In figure 4.2a, we illustrate that in some minor cases we are able to detect polyps with correct specified lower and upper Hue Saturation Value (HSV) parameters. On the other hand, we see a clear demonstration in figure 4.2b of what happens in cases where the camera has gotten too close to the polyp and have brighten up the area around the polyp as well. This phenomena in this iteration of the system is what makes polyp detection, or object detection in general not possible.

(a) Illustration of correctly detected polyp. Original to the left, HSV in the middle and masking to the right.

(b) Color detection did not separate between the polyp and the Mocusa. Illustration is in the same manner as in figure above 4.2a.

Comparison between an instance where the polyp was detected correctly using color detection 4.2a, and another where the surrounding areas of the polyps also was part of the polyp detection 4.2b.

Figure 4.2: Instance comparison of color detection
4.5 Iteration I: Real-Time Color Detection

With machine learning, the computer learns what to look for, by being provided with negative - and positive images. The idea is like subtracting a negative image from a positive image to get the difference between the images. This way the computer learns what the object in the positive image looks like, although this is based on hundreds of images, and especially which features are selected to describe the images and the objects in them.

The process of implementing a our real-time system on a smaller scale was what got us to realize the complexity and level of difficulty of developing a real-time system. Especially, with regards to which factors that affect the performance of the system when it comes down to delay, how fast each frame is processed and how many FPS contributes to a smooth experience. Combining these elements from a real time detection system to classification and the difficulties form this field, elevates this task to a higher caliber.

4.5.2 Architecture and Pipeline

During this iteration, we created a python program where we initialize lower and upper boundary in HSV values for which color we are trying to detect. For this, we utilized OpenCV’s image processing libraries, and in the first step, start by converting the image from RGB to HSV color-space. Secondly, we erode the image so we get a separation between the object edges that appear in the image. This is done by using a structuring element that scans over the image and compute a maximal pixel value for areas that overlap with the structuring element, and replaces that pixel with that maximal pixel value. High values are conveyed as bright areas and the opposite for dark areas. Therefore, we will have eroded around objects in the image.

Dilation, which is closely related to erosion, but is basically the opposite operation of erosion, is done on the eroded image where the dilation process feeds border to an object. This is done to reconstruct parts of the image. We then get a more noticeable and distinct separation between objects that initially was hardly separated. Lastly, we perform a masking of the image to view the selected parts of the image based on the HSV values given as parameters.
4.5.3 System Experiments and Evaluation

In table 4.4, we have measured the average time it takes to perform the image processing on the received frame from the camera in the second column. In the third column we measured the elapsed time for just grabbing the frame. This experiment reveals how much time it actually for the OpenCV method to grab the frame from the camera and process it, which compared to processing time for the frame itself alone is significantly higher. Figure 4.3 illustrates the differences between the two.

<table>
<thead>
<tr>
<th>Frame nr:</th>
<th>Time/frame (ms)</th>
<th>Time/frame + framecapture (ms)</th>
<th>Elapsed time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.012844086</td>
<td>32.48596191</td>
<td>0.703795</td>
</tr>
<tr>
<td>2</td>
<td>6.696939468</td>
<td>44.70705986</td>
<td>0.768378</td>
</tr>
<tr>
<td>3</td>
<td>7.49206543</td>
<td>48.9218235</td>
<td>0.834997</td>
</tr>
<tr>
<td>AVG</td>
<td>6.984565709</td>
<td>48.88433379</td>
<td>5.590582</td>
</tr>
</tbody>
</table>

4.6 Iteration II: Prototype of Real-Time Object Detection

In the next system iteration, we had to completely change our approach to accomplish real-time object detection, by first and foremost implement a system that actually does classification. Not only where we faced with a real-time classification problem, but also with the fact that we have to make do with what little resources is available at a hospital in terms of GPU, CPU and RAM (as described in section 4.3). This is where we used the open source LIRE library which focuses on providing a easy way to retrieve images and photos based on color and texture characteristics. In our case, we designed and implemented a complete system for image classification to begin with. We implemented the system with segments of code for evaluation purposes, which can be seen in section 4.6.1.
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Graph showcasing processing time per frame and also the time it takes to capture frame from camera

**Figure 4.3:** Frame capture and processing time

### 4.6.1 Model Creation

To create this model, we decided to use LIRE open source project for our classification purposes. This means that we used LIRE’s built-in method for searching through images with GenericFastImageSearcher() along with LIRE’s different features for extraction.

```java
ImageSearcher imgSearcher = new GenericFastImageSearcher(2, JCD.class);
```

The features we choose to use for feature extraction are Tamura, JCD and CEDD, which are the best performing features according to [49], which is also shown in table 3.1. Since the system is meant to achieve real-time classification, we also continued using the OpenCV library for the image retrieval from a camera. The model that we have created consist of four main phases:
Phase I: Indexing and Feature Extraction

The initial phase handles the extraction of features of the data we use for training. The indexing program we developed, reads images from a folder and extract features based on which feature that has been selected beforehand. This folder is comprised of 15 images, where 6 images are positive and 9 images are negative. For our prototype purposes this is sufficient to determine if our classifier does indeed classify images. The data-set is viewable in table 4.5. Our indexing program creates an index folder that consist of the meta-data for each image, with respect to the feature. Since the index folder is much smaller in size compared to all the images, we also get faster performance when our system searches through the meta-data. When all images has been indexed, the preparation process of the data-set is done and is ready to be searched.

Table 4.5: Red Folder data-set

<table>
<thead>
<tr>
<th></th>
<th>Pos</th>
<th>Neg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test</td>
<td>11</td>
<td>7</td>
</tr>
<tr>
<td>Train</td>
<td>6</td>
<td>9</td>
</tr>
</tbody>
</table>

Phase II: Frame Capture and Ranked List

The second phase of the program was creating the module that enables a camera and grabs whatever frame the camera is currently viewing and converting this to a type of BufferedImage, which is essentially an image with an accessible data buffer. It is therefore more efficient to work directly with BufferedImage. This was essential due to the fact that we needed to have a incoming frame which we could compare to the images in the index folder. Based on the selected feature, our Searcher.java creates a ranked list in a hash-map which is then used in our classification algorithm. The ranked list is score based, which further is defined as the distance to the incoming frame. This means that a image in the index folder that has high similarity with the incoming frame will have a higher ranking in the list, and thus better score.
Phase III : Classification Algorithm

The third phase, also called the classification phase, is where we have made our algorithm that handles the calculations and is the basis for the classification process. We have written the code shown in listing 4.1, that reads the ranked list made by the searcher and splits the elements of the list into two groups, one for negative images and one for positive images (this is done by reading the file-name). The indexed image with lowest score is the image with the best match to the incoming frame, and will have a high ranking. The algorithm sums the score of negative indexed images and positive indexed images and calculates the average. If the average for negative images are lower than the average for positive images, the classifier will classify the frame as a negative frame. In some cases, the ranked list will, for instance, contain of only positive indexed images. Then, we know for certain that the frame is positive, since the frame had best match with only positive indexed images. Although, the average for negative images will equal zero, and thus be lower than the average for positive indexed images. In this case, we have to be aware and implement a workaround for this scenario and still classifies correctly.

In the second algorithm as shown in listing 4.2, we created a similar algorithm to the averaging technique, but included a linearly increasing bias factor which has the purpose of spreading the scores from each other, like zooming in on a data point graph, as illustrated in figure 4.4. The idea is based on the fact that the classifier in theory would easier separate one class form another by having the data samples from their respectively class closer to each other and achieve better classification results. The classification performance is discussed under the evaluation section below.

Listing 4.1: AvgMethod

```java
String p = "p";
for (Object o : hmap.entrySet()) {
    Map.Entry pair = (Map.Entry) o;
    String polarity = String.valueOf(pair.getKey());
    polarity = polarity.substring(polarity.lastIndexOf("\") + 1, polarity.lastIndexOf(" "));
    if (polarity.contains(p)) {
        i++;
        tempP = (Double) pair.getValue();
        posImg += tempP;
    } else {
        j++;
        tempN = (Double) pair.getValue();
        negImg += tempN;
    }
}
```
Illustration of how it would be easier to separate data points. On the plot to the left, we see how the data points are harder to separate due to the distance between them. However, on the plot to the right we have used a bias factor to separate them for easier classification. X axis being feature x1 and y axis being feature x2.

Figure 4.4: Separating data points
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**Listing 4.2: LinearSpreadMethod**

```java
String p = "p";
double i = 0.1;

for (Object o : hmap.entrySet()) {
    Map.Entry pair = (Map.Entry) o;
    String polarity = String.valueOf(pair.getKey());
    polarity = polarity.substring(polarity.lastIndexOf("\\") + 1, polarity.lastIndexOf(" "));
    if (polarity.contains(p)) {
        tellerP++;
        tempP = ((Double) pair.getValue()) * i;
        posImg += tempP;
        i = i + 0.1;
    } else {
        tellerN++;
        tempN = ((Double) pair.getValue()) * i;
        negImg += tempN;
        i = i + 0.1;
    }
    posAvg = Math.abs(posImg / tellerP);
    negAvg = Math.abs(negImg / tellerN);
    if (posAvg == 0) {
        hmap.clear();
        return false;
    } else if (posAvg <= negAvg || negAvg == 0) {
        hmap.clear();
        return true;
    } else {
        hmap.clear();
        return false;
    }
}
```

**Phase IV : Output and Alert**

As the system has completed classification of a frame, there is produced a output which alerts the endoscopist that our system has detected a polyp in the frame. As of this iteration, the output is in the form of text on the screen that the endoscopist is viewing as well as in the terminal, although for development purposes. What we assume would be a better alternative, might include sound or vibration, however, the alert is somewhat preference based and should be discussed with doctors to find a common ground. However, this alternative is left as future work in this thesis.

**4.6.2 Architecture and Pipeline**

In this section, we will describe architecture and the pipeline of Iteration II. The index folder gets created by our Indexer.java as shown in figure 4.5. The meta-data for each
image in the train data-set gets created with GlobalDocumentbuilder(), and stored inside indexfolder. This is described in depth in section 4.6.1.

This newly created index-folder containing meta-data files are used in our classification to classify camera frames. In our classification segments as described in the section 4.6.1, the camera grabs a frame, and we convert them one by one into decoded buffered-frames. This decoded frame is then sent to the searcher where it is compared with indexed images and creates a ranked list with GenericFastImageSearcher(). This ranked list is then used in our classification methods, linearSpreadMethod and AvgMethod, to classify incoming frame. This flow through the pipeline occurs for each frame that the camera grabs. The output from these method are used to generate our diagrams.

The figure illustrates the architecture and pipeline of the red-folder.

**Figure 4.5:** Red-folder architecture and pipeline

### 4.6.3 System Experiments and Evaluation

In this section, we will run experiments on FPS, classification score and time consumption and discuss the figures presented along with their characteristics.
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**FPS Performance**

During this prototype iteration, this experiment determines the effects of resolution, features and applied algorithm on the FPS. The FPS experiment in figure 4.6 reveals how much of an impact resolution has on the system. We can clearly observe that the 4K images (2976x3968) achieves a performance of 2 FPS with no difference among the features and algorithms. We suspect this is due to the low initial FPS. However, looking at the downscaled images (744x992), we achieve an increased performance of minimum 200% for Tamura, and even higher with CEDD and JCD in combination with the averaging algorithm, confirming what we suspected about the 4K images. The index folder has not undergone any changes and the images there still remain in their native resolution. Although, under this experiment we therefore also down-scaled the training images and made a new index folder, down-scaledIndex. This was done to see if we get any performance increases by comparing down-scaled images to down-scaled indexed images. We got lower performance with down-scaled index and down-scaled images because of the lower quality in the images.

As of the results presented, the system does not reach the requirements of real-time and, as we already knew, we have to implement the skipping of frames in order to make the viewing experience stay live and achieve somewhat real-time polyp detection. It is crucial to mention that these are single threaded FPS performance, implying that optimized code with respect to threads available would score much better.
Classification Score

In the figure 4.7, we have plotted the classification performance of our two algorithms, Averaging and LinearSpread. The three first column bars for each feature shows the weighted F1 score, the weighted precision score and the weighted recall score for the averaging algorithm. The next three columns shows the same characteristics for the other algorithm, LinearSpread. The last three features, are scores obtained while running the system with the down-scaled test images.

By examining the averaging algorithm in this figure, we notice that both CEDD and Tamura are outperformed by JCD, where their score hover around 30%-45%, JCD achieved a relatively higher score of around 60%. What we notice stands out for JCD, is the comparable higher weighted precision score, showing how much of what the classifier actually selected was relevant, which in this case was much higher.
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Performance of red folder classification with different methods. Graphs also shows native folder compared to down-scaled images.

**Figure 4.7:** Red-folder weighted score

**Time Consumption**

Figure 4.8 shows the elapsed time with the JCD, CEDD and Tamura features for both algorithms. In sub-figure 4.8b, we show the average elapsed time per frame, including processing of the frame itself. On the other hand, we in sub-figure 4.8a, show only how fast the algorithm executes. As seen in the legend, the three last histogram-bars are test-runs with down-scaled test images. From sub-figure 4.8a, we notice that the classification algorithm LinearSpread, is slightly slower than the Averaging algorithm. We suspect that this is due to the large amount of calculation required for each frame; This accounts for both down-scaled images and original. Comparing the time consumption of both the algorithms and the features respectively, we notice huge decreases in processing time between original images vs down-scaled ones, where down-scaled images is processed 200% faster. This applies to both sub-figures. The JCD feature, which is described in
section 3.1.1 is more time-consuming compared to Tamura. However, this comes with a trade-off between time and detection.
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(a) Forste graph.

(b) Comparison of elapsed processing - and algorithm time between resolutions in seconds (s)

Figure (a) shows average time in millisecond (ms) per frame for linaespread and averaged algorithms. Figure (b) shows total avg processing time per frame in seconds (s) for both linaespread and averaged algorithms.

Figure 4.8: Algorithm avg time
4.6.4 Iteration II: Summary

During this iteration, we developed a fully working system that indexes the training-set with different features which is then used for classification of the read frame in the validation-set. The classifier is also using our implemented algorithms. The pipeline, as seen in figure 4.5, has been constructed in such a way that the user can either choose to classify an already recorded video or use the camera to classify the received frames. This is valuable in cases where the wireless capsule has been used to record 5-8 hours video and having the opportunity to choose to classify a video would take a lot of weight of the health care system by not examining this video manually. The evaluation extension for our system has been tailored in order to measure the performance and further development. System also provided output on the terminal with evaluation of the frames and at the same time visualize the currently processed frame in the GUI.

Therefore, we conclude this system iteration with the remarks that several aspects that needs improvement, such as classification, processing time in terms of FPS and GUI-development, which was revealed through our experimentation. This prototype’s original goal was to design and implement a system that does classification from images retrieved from a enabled camera.

4.7 Iteration III: Real-Time Polyp Detection

During this iteration, we will improve our classification algorithms along with FPS and fast indexing with threading. We will also implement our initial idea of making the system real-time for the endocopist where the system performance output is expected to be lower than 25-30 FPS.

4.7.1 Model Creation

The model presented under this section, is an extension of our previous implementation and will also include our real-time work-around idea concerning frame skipping. As shown in figure 3.8, this system will now split the video feed; one which the doctor can view and the other which will go through our classification pipeline. After classifica-
tion, the output will be displayed on the video feed that the doctor reviews. What this workaround results in, is that we no longer repaint the processed frame after classification. In actuality, the endoscopist will view the video at the same speed the camera capture frames and the classifier will output the calculated result on the display the expert examines, although with slight delay. The delay will with certainty be measurable, but not as noticeable. For the doctors perception, the performance will feel real-time since the delay mentioned is around 200ms and is a fraction of a second. This is what we can achieve with the frame skipping implementation and fully utilize our low computational resources. The ratio at which we skip frames depends on which classifier algorithm we use and how fast this algorithm performs, the resolution of the frames captured by the camera and the computational power of the machine used, in this case, computer 1 shown in 4.3.

4.7.2 Architecture and Pipeline

As seen in figure 3.6, we have in this iteration implemented a threaded indexer based on how many cores and threads the computer has available. As a result, the indexing process of roughly 5402 images takes much lesser time and performs that much faster than the single threaded build from previous iteration. In this case, the total indexing time went down from several hours to approximately 45 minutes. Keeping in mind that with leave-one-out cross validation, the total amount of images indexed vary with respect to which video we leave out to validate with.

Considering the system in its entirety, the system has undergone some changes under the hood:

- Replacement of the classification algorithms and implementation of another, discussed in section 4.7.3.
- The indexer, as mentioned introductory, is now multi-threaded and performs exponentially faster.
- The data-set will be the one introduced in section 4.1.1.
• Added a GUI which presents the frames received from the camera and the detection results from our classifier.
• The implementation of the frame skipper.

4.7.3 Algorithm

During this iteration we implemented a new classification algorithm to improve detection rate. In previous iteration, our algorithms could accomplish a detection-rate of around 50% F1 score. The main purpose of this new implementation is to improve classification and elevate the polyp detection reliability.

In listing 4.3, we show the implemented algorithm which in mathematical representation is:

$$\frac{\partial}{\partial x} \ln(x) = \frac{1}{x}$$

For simplification this algorithm does not calculate the derivative, it rather calculates $\frac{1}{x}$, where x is the score associated to each indexed image respectively. An example of the calculation is shown in table 4.6 below:

Pay close attention to the rank and the score, since both are essential to why this algorithm operates as it does. As the rank decreases and score increases, the value of the function also increases since 1 divided over a higher number is less. Therefore, lower score, meaning higher relevancy, produces a higher function value. The summation of the positive function values is then compared to the summation of the negative function values and class with the highest value gets classified. In table 4.7, the function values for the two classes has been calculated and the frame is classified as negative, which in this case is right and desirable.

The classifications results are discussed under the section 4.7.4. As shown on figure 4.9, 4.11 and 4.12, we can see improvement in our new DivisionOverScore-algorithm by 20-25% compared to iteration II.
Table 4.6: Algorithm calculation for classification of a single frame

<table>
<thead>
<tr>
<th>Rank</th>
<th>Score</th>
<th>Img_Name</th>
<th>Polarity</th>
<th>Formula (1/x)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>55.37771911</td>
<td>IMG_20170710_124244_x (6).jpg</td>
<td>N</td>
<td>0.01805780404</td>
</tr>
<tr>
<td>2</td>
<td>59.02390787</td>
<td>IMG_20170710_124154_q (6).jpg</td>
<td>P</td>
<td>0.01694228722</td>
</tr>
<tr>
<td>3</td>
<td>67.78100912</td>
<td>IMG_20170710_124244_x (7).jpg</td>
<td>N</td>
<td>0.01475339499</td>
</tr>
<tr>
<td>4</td>
<td>67.96103291</td>
<td>IMG_20170710_124244_x (3).jpg</td>
<td>N</td>
<td>0.01471431432</td>
</tr>
<tr>
<td>5</td>
<td>68.72123749</td>
<td>IMG_20170710_124154_q (5).jpg</td>
<td>P</td>
<td>0.01455154238</td>
</tr>
<tr>
<td>6</td>
<td>70.59878936</td>
<td>IMG_20170710_124244_x (2).jpg</td>
<td>N</td>
<td>0.01416454884</td>
</tr>
<tr>
<td>7</td>
<td>71.7394095</td>
<td>IMG_20170710_124154_q (4).jpg</td>
<td>P</td>
<td>0.01393933972</td>
</tr>
<tr>
<td>8</td>
<td>73.75523455</td>
<td>IMG_20170710_124154_q (3).jpg</td>
<td>P</td>
<td>0.0135583597</td>
</tr>
<tr>
<td>9</td>
<td>73.77115124</td>
<td>IMG_20170710_124244_x (1).jpg</td>
<td>N</td>
<td>0.0135543438</td>
</tr>
<tr>
<td>10</td>
<td>75.08381263</td>
<td>IMG_20170710_124244_x (9).jpg</td>
<td>N</td>
<td>0.01331844994</td>
</tr>
<tr>
<td>11</td>
<td>76.42919824</td>
<td>IMG_20170710_124154_q (2).jpg</td>
<td>P</td>
<td>0.01308400484</td>
</tr>
<tr>
<td>12</td>
<td>80.46688367</td>
<td>IMG_20170710_124244_x (4).jpg</td>
<td>N</td>
<td>0.01242750359</td>
</tr>
<tr>
<td>13</td>
<td>80.6315741</td>
<td>IMG_20170710_124244_x (8).jpg</td>
<td>N</td>
<td>0.01240208952</td>
</tr>
<tr>
<td>14</td>
<td>81.67972498</td>
<td>IMG_20170710_124154_q (1).jpg</td>
<td>P</td>
<td>0.01224294034</td>
</tr>
<tr>
<td>15</td>
<td>85.36579738</td>
<td>IMG_20170710_124244_x (5).jpg</td>
<td>N</td>
<td>0.01171429344</td>
</tr>
</tbody>
</table>

Table 4.7: Image function summation

<table>
<thead>
<tr>
<th></th>
<th>Pos</th>
<th>Neg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sum</td>
<td>0.0843184742</td>
<td>0.1251078331</td>
</tr>
</tbody>
</table>

Listing 4.3: Division Over Score Method

```java
String p = "p";
double i = 1.00;
for (Object o : hmap.entrySet()) {
    Map.Entry pair = (Map.Entry) o;
    String polarity = String.valueOf(pair.getKey());
    polarity = polarity.substring(polarity.lastIndexOf(\"\") + 1, polarity.lastIndexOf(\" "));
    if (polarity.contains(p)) {
        double tempP = 1/((Double)pair.getValue());
        posImg += tempP;
    } else {
        double tempN = 1 / ((Double) pair.getValue());
        negImg += tempN;
    }
}
if (negImg == 0.0 && posImg != 0.0) {
    hmap.clear();
    return true;
} else if (posImg == 0.0 && negImg != 0.0) {
    hmap.clear();
    return false;
```
4.7.4 System Experiments and Evaluation

As in the previous system evaluation section of iteration II, under this section we evaluate the system in the same manner, and analyze to see if there are any improvements in FPS, classification performance characteristics or time consumption.

FPS Performance

This time around we are using a different data-set than in the previous iteration, consisting of videos with varying resolutions. In figure 4.9 we present the FPS performance, where the classification pipeline uses Division-Over-Score as the classification algorithm. As we also noticed in the previous iteration, resolution plays a major part and affects the performance the most. Wp70 is the first video in the figure, with a resolution of 856 x 400 and a total of 410 frames. For this video, we see that in comparison the faster CEDD feature acquires a maximum of 7 FPS, JCD at 6 FPS and 5 FPS for Tamura. This trend was something we observed from evaluating the previous build of the system, and is also present in this evaluation. CEDD is the feature that scores the fastest in terms of time consumption and has a direct impact on the FPS.

Despite that we see some variety across all videos, the figure clearly displays, not only how much resolution affects performance, but also the effects of the bigger data-set. In our previous build, searching through the training data to find similarities was much quicker, and was the result of the considerably smaller data-set. Comparing the FPS results from both iterations, we notice that this recent build does not reach a peak of 11 FPS, which is caused by the data-set.
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Figure shows frame per second (FPS) for different videos with different resolution from the data-set. FPS are different according to features selection.

**Figure 4.9:** FPS with different features

### Classification Score

The classification characteristics have much improved since the previous build. Due to several videos and large data, we have split the presentation of scores into three histograms, where each graph show one of the three characteristics with three different features.
In figure 4.10, we notice a good amount of variety and on some videos JCD and CEDD scores much better than Tamura. However, there are cases where Tamura outperforms the two and it therefore remains to see which one achieves best classification result with regards to weighted precision and weighted recall. Although, as we observed in the FPS score 4.9, Tamura does not perform as fast as JCD and CEDD so it suggest that it might not be suitable for our real-time polyp detection. We also measure the algorithm time consumption and will conclude a clearer conclusion on that in the sections to come.

The figure 4.11 visualizes the weighted precision score of all videos. In the previous figure, F1 score 4.10, we notice that it is especially hard to classify polyps in video wp66, which is also present in the weighted precision figure. Precision represent the performance of the classifier in terms of the relevancy of the selected data samples. We suspect that the low precision score for wp66 in both figures, are due to the training-set not having images similar to the frames in this video, and thus classifies wrongly as a direct limitation of the training-set. On the other hand, wp4 has a precision score of 99.87% and the classifier performs near perfect. Although the high precision score for
this video, wp4 only contain positive frames, meaning all frames has a polyp in them. Therefore, we have turned our attention how many positive and negative images are in the training-set. Which in our case means that increasing the number of negative images and balancing out the quantity between the two categories would potentially give improved classification. The differences between the features are not as visible is some cases. In this figure, CEDD and JCD usually pulls ahead and scores higher in almost all cases except a few, such as wp49 and wp66. This means that the weighted precision for these two features are more suitable for this scenario than Tamura. Although, we already addressed the limitation that comes with the training-set, and weighted precision might change for the better with a more balanced training-set.

![Figure 4.11: Precision for iteration III](image)

The percentage in recall represents how many of the relevant items where selected. This characterizes how well the classifiers finds what is actually relevant, selects the data-point and classifies it into the right category. Figure 4.12 show the weighted recall of all the videos with the three different features. We can already see improvements from the previous iteration with a general increase around 50% in some videos and features. With
this algorithm, we achieve better weighted recall scores than the two previous algorithms and is much more suitable for classifying polyps. In terms of classification, the resolution of the video itself does not seem to play a major role, since we notice some videos achieve higher score than some 1080p videos. The performance of each feature vary and it would be hard to point out one that we would continue to use exclusively. Since this is meant to perform real-time, which feature we declare the best and most use-full depends on both the classification and last but not least the time consumption. In the next subsection we run experiments to characterize how each feature perform with regard to speed.

![Recall for division-over-score with different features](image)

**Figure 4.12:** Recall for iteration III

**Time Consumption**

Aside from the polyp classification scores, we have measured the algorithm times with the different features and the gathered data is plotted in figure 4.13a. The reason for why the algorithm calculation time varies between the features, is due to the range of scores for each feature. Both JCD and CEDD have a lowest score of 100.0, where Tamura has a much wider score spectrum. From our experiments the lowest score that a data-sample
got was around 500 000. The high score made a considerable impact on how fast the algorithm calculates to the final score for comparison. From this plot, we inspect that the blue line, CEDD, is generally faster than JCD although with the exception of two cases, wp70 and wp66. Due the large time consumption produced by Tamura we could not fit the elapsed time for Tamura in the same plot. For illustration purposes we included the timings for Tamura in figure 4.13b. Paying attention to the Y axis-es, we notice that Tamura is significantly slower in comparison. Therefore, we tried to simplify the calculation by minimizing the values by having the score divided by 100 000. However, the division itself has to deal with the large score, which was what we intended to avoid in the first place, and as a result did not reduce the algorithm time. Making a method that cast the number as a string and moving the comma a few spaces to the left and reversely casts the string back to a number, might skip the division, however, this was not something we got time to investigate further on.
Figures show total time consumption of both per frame and algorithm of different videos.

**Figure 4.13:** Frame and algorithm time consumption
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Continuing the experiments, we have plotted the total processing time per frame in figure 4.14 and as we can see the large difference in algorithm time from the previous plots (see figure 4.13a and 4.13b) is not as drastically different. Nonetheless, it is clear that CEDD, the blue line, is the feature that is more suitable for real-time polyp detection, with a maximum difference of roughly 150ms at worst compared to Tamura, and 30ms compared to JCD.

![Figure 4.14: Total processing time per frame](image)

4.7.5 Iteration III: Summary

Following iteration II into III, we have designed and implemented a fully working system with a more reliable polyp classifier than what was provided in the previous build. The classifier now scores 25% better weighted F1 score and generally higher in all classification characteristics. However, there is still room for optimized improvements. The training-set is indexed using multi-threading for a much faster performing indexer.

Iteration II did not have any alert protocol, meaning there was no direct feedback to the endoscopist about whether or not there was a polyp in the frame. This has now
been implemented into the GUI which the endoscopist is examining the colon. Finding the best solution for alerting the doctor has not been out of this research’s scope and in reality boils down to performing surveys of what endoscopist find more comfortable and from there analyze the findings to determine a common ground that can be implemented.

During iteration III, a workaround for the low FPS which we also encountered during iteration II was implemented. This solution is based on the idea of skipping frames mainly because the detection of polyps is not frame based. This means that even though our system detects, for descriptive purposes, 80 positive frames out of 100, it does not mean that the endoscopist will miss this one polyp. If one polyp is only visible in 4 frames and our system reads one frame and skips six, where 4 of those skipped frames is the polyp, then this solution would not be a reliable way of solving the low FPS problem. Since the endoscopist slowly traverse the equipment through the colon, the frame skipping idea is made possible. That said, our system evaluation is frame based and not polyp based. The pace at which the system skips frames is based on the achieved FPS rate in order to not skip unnecessary frames. In the future, these skipped frames could be stored and further classified for after-procedure feedback to the endoscopist.

The experiments and evaluation revealed promising results along with the limitations of the system and what potentially might be possible to achieve further down the line of development. Using only 1 thread, our system is able to achieve an average FPS of 6. The processing time per frame averages at around 220ms. Compared to [48],[figure 3.22 90/281] this faster than what EIR achieves with 1 thread, which is over 350ms for the java implementation and 240ms in C. By utilizing more cores and threads we would be able to achieve faster frame processing, although based on the premise that we also implement a buffer - or Que-model where frames got processed simultaneously or cued depending on how many threads are available.

### 4.8 Classification improvements

During previous iterations, we were able to reach 75% classification rate and to these classification characteristics of our classifier, we turn our focus towards classification which could in the future replace our java classifier algorithm implemented in iteration
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III (described in section 4.7.3) into the pipeline for the entire real-time system. This section will rather focus solely on classification of polyps with goal of getting at least above 85% classification score, not the system in its entirety. We will take advantage of Google tensorflow [2] for feature extraction based on Inception v3, and various machine learning algorithms such as neural network [53], KNN, and randomforest, discussed under section 3.3, for classification purposes through the Sci-Kit Learn library [40].

Regarding the data-set, we also rotate our ASU-mayo data-set (4.1, 4.2) in order to artificially increase our data and see if this affects our classification characteristics not any shape or form. During this section, we use a mac-book pro machine (computer two in 4.3) along with ski-learn to take full advantage of different machine-learning algorithms.

4.8.1 Model Creation

During this iteration our main focus will be improving our polyp classification and reach better detection scores. To do so, we took advantage of different machine learning algorithms and this time with python programming language. The reason for our programming language choice this time was due to the many possibilities and machine learning tools available in the python. The most important algorithms we used are described under 3.3 in details.

4.8.2 Classifier Structure

In order to take advantage of the machine learning algorithms in the sklearn library, training the classifier required preparation of the entire data-set we have at disposal. Before the features were extracted, the data-set was sectioned into two categories, training and validation (t1 and t2), as seen in table 4.8. Both partitions have a positive folder called 1 and a negative folder called 0. As our implemented program reads the images inside both partitions, we write the image’s file-name, ImageNet’s Inception v3 1008 class categories as feature values and, at last, the folder-name to a file, which is either 1 (one) or 0 (zero) depending on which folder the image is inside. Table 3.2 illustrates how this text file is structured. When preparation of the data-set is done, we have one text file for images in the train folder and one text file for the validation images. Both text files will have a set
of positive - and negative images.

The classifier has been implemented in a separate python file, where these files are loaded and split in such a fashion that the machine learns and by examples creates patterns for how the feature values for positive - and negative images looks like. This pattern is stored in a model, which can be saved and later loaded to avoid training the model over again. We implemented the model training in a clever fashion, where we have the opportunity to train several machine algorithms in a single run and compare the results. Since the features for the entire data-set takes a long time to load, this was extremely efficient in terms of experimenting with different algorithms and, last but not least, time.

4.8.3 Classifier Experiments and Evaluation

As in the previous system evaluation, under this section we evaluate the classifier in the same manner, and analyze the graphs in order to see if there are any improvements in classification performance characteristics, what might have impacted these results and what these numbers mean on in a greater context.

Classification Score

As we could see from the classification experiments in Iteration III, the differences between JCD and CEDD were minimal, although CEDD was somewhat faster. On the other hand, Tamura seems to perform well in some rare cases, which has something to do with how Tamura interpret the coarseness, contrast and direction of texture in an image. Therefore, we decided to experiment with early fusion of JCD with Tamura, which can be seen in figure 4.16. These figures show the classification characteristics of the chosen features with 8 different machine learning algorithms in order to evaluate which of the algorithms are better suited for polyp detection. For the sake of evaluation, we compare and analyze our JCD score using division-over-score algorithm from iteration III against these 8 algorithms using both JCD alone and fused with Tamura.

The histogram in figure 4.15 shows the score for each of the algorithms with JCD. These scores are randomly distributed since the algorithms are so different in how they function. However, six of eight algorithms score above 75% in weighted F1 score and
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weighted recall and all score are above 80% weighted precision. The top three performing algorithms are from high to low, neural networks, adaboost which is based on decision trees algorithm and, lastly, random forest. Neural networks achieve a score of around 88% in all characteristics and is our best performing algorithm and uses two hidden layers. The input layer has nodes equal to the number of features, which is 166 for JCD. The first hidden layer has 100 nodes and reduces to 50 in the second hidden layer due to decreasing number of nodes are activated during training. The last layer will have the same number of nodes as the number of classes, which in this case is negative and positive. Looking at the statistical measures of performance (TP, TN, FP, FN) in table 5.1, the high TN value indicates that negative images are easier to classify in their proper class compared to positive images. We therefore analyzed the entire data-set and noticed the high number of total negative images, which plays a role in why negative images are correctly classified.

![JCD classification characteristics with different algorithms](image)

**Figure 4.15**: Classification characteristics results for different machine learning algorithms with the JCD feature. These characteristics are weighted F1 score, weighted precision and weighted recall, where neural networks is the best performing algorithm.
For the next experiment, we combined JCD and Tamura by using early fusion expecting to get slightly better scores in the classification characteristics. To our surprise, the result got slightly reduced. Looking at figure 4.16, we notice almost no difference at all, however analyzing the measurements in table 5.3, the calculation equals to an approximately 0.10% in reduction. The reason for the decrease in the scores is due to the fact that Tamura is not a high performing feature for the data as JCD and CEDD. This was also something that stood out in the experiments in iteration III. Nonetheless, these results are quite good and by including Tamura in training of the classifier, it might in the future perform better on another polyp data-set and show proof that it was beneficial. On the other hand, this experiment combined the two features with early fusion and does not guarantee that the result would not be better with late fusion, which they usually are. Support Vector Machine (SVM) algorithm performs, in this case, pretty high since SVM is an algorithm that is suitable for classifying multidimensional features with binary classes.

![Figure 4.16](image)

**Figure 4.16:** Classification characteristics results for different machine learning algorithms with early fusion of JCD and Tamura features. These characteristics are weighted F1 score, weighted precision and weighted recall, where neural networks is the best performing algorithm.
For this experiment, we used Inception v3 model [2][1] for classifying images in the ImageNet data-set into the 1008 class categories to classify our entire data-set. Polyps are not one of the 1008 classes, however by utilizing this model we will have 1008 features describing our every image in our data-set. This way the machine might have a better chance of classifying our data and achieve higher classification performance. In figure 4.17, we have displayed results using this many features and notice higher scores in the three characteristics in more algorithms that for JCD in fusion with Tamura. The results was not drastically different, and our expectation of achieving better polyp classification by using inception v3 categories as features, was not attained.

**Figure 4.17**: Classification characteristics results for different machine learning algorithms with 1008 features which in actuality is probabilities for the image to be on of the 1008 categories. These characteristics are weighted F1 score, weighted precision and weighted recall, where adaboosting decision trees is the best performing algorithm.
4.8.4 Rotation

The results from previous experiments under section 4.8.3 are huge improvements over the polyp classifier in iteration III. However, to increase the quantity of our data-set 4.8, we also created three different duplicates based on rotation. First duplicate is the original images rotated 90 degrees, second duplicate is rotated 180 degree and the last duplicate is 270 degrees. We ran tests with all features on original images, original + 180 degrees rotation and original + 90 + 180 + 270 degrees rotation. The experiment that tested all rotations was only tested with JCD and Tamura in early fusion. Examining the scores in the result tables under section 5.4, we do not notice benefits form rotating our data for classification. The achieved results are either around the same or worse compared to the unrotated approach during early experiments in iteration 4 4.8. These experiments were partly out of our research’s scope and we did not emphasize further. Although, we ran some experiments and more in-depth research has to be done on this particular subject.

Table 4.8: The entire ASU Mayo clinic data-set contains the total of 36476 frames divided into two main folder. The first folder contain 17574 frames and second contains 18902 frames.

<table>
<thead>
<tr>
<th></th>
<th>Pos</th>
<th>Neg</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test</td>
<td>4313</td>
<td>13261</td>
<td>17574</td>
</tr>
<tr>
<td>Train</td>
<td>3856</td>
<td>15046</td>
<td>18902</td>
</tr>
</tbody>
</table>

4.8.5 Iteration IV: Summary

In this iteration IV section, we have presented our attempts to use supervised learning and improve polyp classification by using different machine learning algorithms in python as well as combining JCD with Tamura. Tamura was chosen due to the fact that the experiments in iteration III revealed that Tamura would be suitable for some polyps images where JCD and CEDD performed poorly. This iteration used the entire data-set we had available and was split into train and test. We cross-validated our experiments by training the model with the train data-set and validated with the test data-set and vice versa. We implemented code that extracts feature values of the entire data-set and creates two files.
One file that include the feature values for the train data-set and respectively for the test data-set. By comparing the polyp classification characteristics for JCD vs JCD in early fusion with Tamura, the experiments reveal that the results was highly similar. Therefore, we conclude that the data-set does not reflect how high the combination of feature might score.

This iteration also experiments with Google Tensorflow to use the Inception v3 model and classifies our entire data-set into the 1008 class-categories as features. Having 1008 features describing the data-set showed improved classification in most of the eight algorithms. Adaboost decision tree based algorithm performed the best, achieving a score of 87.94% weighted F1, 87.91% weighted precision and 88.33% weighted recall. Due to unbalance data-set, we notice higher F1, precision and recall scores for the negative images, which is a result of having more negative images in the entire data-set than positive. Lastly, we experimented with rotation of our data-set by 90, 180 and 270 degrees in order to artificially increase our data-set.
4.9 Summary of chapter 4

In this chapter we have gone through a journey of system development iterations and presented each build into separate sections. Each system iteration section is build on the previous one. The first iteration, real-time color detection, was about getting to know with OpenCV and retrieves frames from the camera which gets processed. The detection is based on color, or rather HSV given as parameters which more or less is unique for the polyp. After the frame is captured, it is eroded using image processing tools in OpenCV to remove unevenness around the objects in the image. Dilation is then used to add back the edge to objects in the image, however not textures that disturbs the edges. By doing so, we accomplish reduce noise in the frame. Lastly, we do mask the frame based on the parsed HSV parameters. The HSV parameters is extracted manually using a separate script. This iteration was due to the fact that object detection using colors is in this case almost impossible. This is because color is not distinct to any object and the object’s color will eventually change based on how close or far away the light source is to the object we are trying to detect. Due to this phenomena, this iteration was discontinued. Despite the discontinuity, we measured the frame processing time and how long it takes to retrieve the frame from the camera. These results show that the erosion, dilation and masking itself was quick fast and took averagely 6.98ms per frame. However, the average frame capture including the processing takes 48.88ms. The color detection made us more knowledgeable with OpenCV and decided to take advantage of the library in the next build.

The next iteration was meant to be a prototype system. It is based on the LIRE platform and takes advantage of the fast image retrieval and feature extraction along side OpenCV, which is our tool to connect to the camera and retrieve frames. We use LIRE’s build in method for indexing feature values with JCD, CEDD and Tamura. This step is a preparation step and is required for the system to classify frames real time. The real-time system enables the camera and our system retrieves the frames which is sent to the searcher. The searcher uses a method from LIRE that compares the retrieved frame with all images that was indexed beforehand. Based on which features the training-set set was indexed with, we create a score based ranked list where images in the index with highest
similarity is ranked highest. The list will be sent to the classifier algorithm which uses the scores to decide which class the frame belongs to. We implemented two algorithms which is analyzed and evaluated based the main characteristics, weighted F1, weighted precision and weighted recall. One algorithm takes the score for all the positive - and negative images respectively and calculates the average, where lower score means better match. The other algorithm linearly increases the score of each element in the ranked list. The purposes for this is to make the difference between element i, i+1, i-1 bigger with a bias factor in order to increase the polyp classification. The used data-set was a small batch 500 images, 250 to be indexed and 250 to validate with. With 4K images the system achieves 2 FPS, although with downscaled image the FPS reached around 11. The classification characteristics was scored between 50%-65%. The measured algorithm time was almost halved when classifying the downscaled images.

In iteration III, which is the main model, we build on the skeleton which was the system under iteration II. By implementing a multithreaded indexer, training time was drastically reduced from over 12 hours to roughly 45 minutes on a system with 2 cores and 4 threads. The developed GUI displays the frame directly to the endoscopist while the frames are being processed in the background with the implemented frame skipping idea to keep feedback real time. Our new algorithm, division-over-score, performs much better than iteration II regarding classification characteristics. We used 10 videos and did leave-one out cross validation to evaluate the system in terms of FPS, classification characteristics, elapsed algorithm time and total processing time per frame on all 10 videos with all features. Classification performance had increased with over 25% in some runs compared to the previous iteration. CEDD was the fastest performing features and JCD was as fast, however Tamura as noteworthy slower. The system is fully working and could be deployed in the collaborating hospitals. These result are polyp detection done frame by frame, meaning out of 100 positive frame our system detects roughly 3/4 of those frame which result in the system detection this one polyp which is present in the 100 frames.

The last iteration, IV, is not a total rework of the entire system. It is a complete re-make of the classification module which is intended to replace the classification pipeline
in iteration III. This script was developed using the python programming language. We take advantage of the machine learning algorithms provided by the sklearn library and use eight of these algorithms to classify our images featured with JCD, JCD in early fusion with Tamura. We also use Google Tensorflow to classify our data-set based on the Inception v3 model which assigns 1008 probabilities to each image in our data-set, where these probabilities refer to their according classes. However, we use these 1008 category probabilities as features for our data-set in combination with the selected algorithms. Having 1008 features describing the data-set showed improved classification in most of the eight algorithms. Adaboost decision tree based algorithm performed the best, achieving a score of 87.94% weighted F1, 87.91% weighted precision and 88.33% weighted recall. Due to unbalances data-set, we see higher F1, precision and recall scores for the negative images, which is a result of having more negative images in the entire data-set than positive. Lastly, we experimented with rotation of our data-set by 90, 180 and 270 degrees in order to artificially increase our data-set.
Analysis and Conclusion

5.1 Summary

During this research, we implemented a real-time detection system with polyps in the GI tract in mind. We have examined with different features and algorithms to improve polyp detection on computers with low computational resources. We have also developed and implemented the idea of skipping frames as a work around for low FPS on these computers. Our project started with previous research done on this very topic, such as EIR and Polyp-Alert. These are complete state-of-the-art systems, which in the near future could fully replace traditional gastroscopy methods deployed at the hospitals.

Our developed systems has been divided into four separate iterations, where each iteration is build on the previous implementation where the next has improved the lack of some aspects in the previous model. We began by looking into color detection, and so this thesis also discusses why color detection is not suited for object detection in the first iteration.

The second iteration focuses in it’s entirety on the object detection phenomena and to implement a pipeline that combines two libraries in order to have a fully operating skeleton of the end goal. We use OpenCV to capture frames and implement methods for conversion of the frame. LIRE is the backbone of feature extraction and image-based search through our training-set. The ranked list created by LIRE is used in our algorithms
for polyp classification. We evaluated the performance of our system at that stage and made notion on the aspects that needed improvement. These were improved FPS, higher classification score and a more refined GUI that displays feedback.

The main system developed is implemented as a pipeline which is able to retrieve images from a camera and use the indexed images in the training-set to classify the frame as either positive or negative with the implemented algorithm. The complete system is built on LIRE’s tools for extraction of feature values and ranked list creation. We also use OpenCV, which is as library that enables the camera and provides us with tools used to grab and process frames. We have tailored the evaluation pipeline for characterizing our system and measuring the performance. Experimentation was done with three different features JCD, CEDD, and Tamura to evaluate which of these features would best suite polyp detection. Further, experimentation’s on algorithms show that classification with the third algorithm, division-over-score, gave best classification characteristics over the algorithms used in iteration II, the best being JCD and CEDD. For the evaluations in iteration III, we used leave-one-out cross validation with 10 videos and have listed the results in both graphs and tables.

This last iteration is developed as a module which in the future could replace the implemented classification pipeline in iteration III and since polyp classification did not reach the heights we where expecting, we turned to python and Google’s Tensor-flow Inception v3 model. This model is pre-trained and classification is based on the highest probability of 1008 classes. We use these 1008 probabilities as features for our entire data-set in combination with eight sklearn machine learning algorithms and see huge polyp classification performance. These experiments was also ran with JCD feature values and JCD in early fusion with Tamura. The classification characteristics scored in the top 80%, where the best performing algorithms being Neural networks with JCD and JCD fused with Tamura, and adaboosted decision trees for 1008 Inception v3 feature values. This thesis has touched many different aspects of object detection being features and how features describe images, development and implementation of a detection system which had the goal of process images real time, how our algorithm classifies images with the help of open source libraries, how classification could be improved using un-
orthodox features and lastly how ideas and work-around software can compensate for low computational power in small factor machines.

5.2 Main contribution

This thesis contributes with the realization of running real-time polyp detection on computers with low computer resources with the help of open source projects, such as LIRe, OpenCV and EIR. We have also introduced and implemented an idea on how low computational system can also achieve real-time processing by compensating with clever software development. To achieve this, our pipeline consists of training of the model, frame retriever from camera, frame processing, frame skipping as a work-around to compensate low FPS, real-time classification while visualizing a smoother video for the endoscopist. Due to the recent popularity of machine learning and its advantages in image processing, we have also implemented a stand-alone classifier and assessed it’s performance for polyp detection. Our system achieves up to a promising 88.5% polyp detection per frame with the help of different machine learning algorithms.

The implemented idea for reaching artificial real-time performance by skipping frames, is our main contribution to the research in this field. By taking advantage of this technique, already systems with low performing FPS can reach real-time processing and system reaching as high FPS as 300, such as EIR (see 2.1), can use this technique to look for several diseases during a run. This means that the system can process and classify several categories, not only positive or negative. That said, these days mobile smart phones are being manufactured with increasing processing power that with clever program implementation, these devices also will be able to manage real-time image processing locally and is why Google has newly launched Tensorflow compatible for mobile devices.

In the start of this research, our problem statement consist of following question which can be answer as following:
5.3 Problem Statement

As explained introduction-wise in the section above, there are many factors to take into account, but there is a great potential for improvements in an automated polyp detection system. The purpose of this research is to design and implement an automated live detection system that meets the requirement to capture polyps during an examination procedure and make the endoscopist aware of them. Within this domain, very little research has been done, and in this thesis, we will present a system that achieves state of the art performance. This system is based on the idea of EIR [49]. EIR is named after the goddess of healing in Norwegian mythology and is an interdisciplinary research of a multimedia system that can be used as a tool in the detection of polyps in the GI tract. The challenges we encounter are:

- **Is it possible to detect polyps live on computers with low computational resources?**
  
  *How will they perform?*

  We have developed and implemented a pipeline that shows that it is possible to achieve a real-time image processing to a certain extent. We implemented our system without the use of multi-threading or installing any form for additional computational power, such as GPU. Although, the system was not up to pair with systems that take advantage of powerful GPU-processing power, we still managed to achieve promising and encouraging results. Our system shows that we in the near future will also have the possibility to take advantage of mobile devices (which nowadays are getting better and better build-in APU) for polyp detection and hopefully reduce mortality rates caused by cancer disease.

- **Will features and image resolution in combination with different algorithms improve performance with regard to FPS and accuracy?**

  Our experiments revealed that resolution will have the biggest impact on FPS and we notice huge FPS increases as we down-scaled 4K images to 744 x 992. The algorithm times was approximately halved, which results in higher frames processed per second. The 4K images took slightly less than a second to process, from the
time the frame is captures to the classifier has finished calculation and outputs the prediction. Analyzing classifications results, in theory the higher the resolution, the clear the object. This means that, classifying high resolution images will score better. Although, during iteration II and III, we discovered that Lire’s similarity searches does not take resolution into consideration. Therefore, our experiments revealed that some 480p videos does in some cases achieved higher classification score than 1080p videos. Aside from resolution, some features are faster than others. This is due to CEDD’s feature values are faster to extract and later on calculate in comparison to Tamura, which generally results in a higher FPS. JCD is almost as fast as CEDD, however the difference is noticeable.

- How will unorthodox features perform in terms of classification compared the global image features of LIRE?

This was an interesting topic and during this study, we implemented machine learning algorithms to improve our classification along with Google’s Tensorflow Inception v3 model used as features to describe our data. Using these algorithms in combination with JCD and Tamura we got much better classification scores. The inception v3 features performed competitively with LIRE’s global image feature, despite the fact that inception v3 was not train for the polyp data in this medical scenario.
5.4 Future Work

For future work, researchers can focus on the findings of the research. There is still potential for improvements for better classification algorithms and methods on computers with low computational resources. Towards the end of the research, we implemented recently trending artificial intelligence machine learning algorithms for classification and got promising results. In the future, researchers can experiment on implementing real-time video analysis along with sophisticated deep learning approaches for even more mobile devices, such as smart phones, tablets and small form-factor machines without advanced capabilities for scientific data-processing.

Other related research done on polyp detection focuses on Polyp-Alert, however during our research, we focused on frame by frame real-time polyp detection. This means that one polyp might have several positive frame in a video, depending on how long it is visible. Even though we did not achieved same high score as Polyp-Alert, we conclude that our system without any additional GPU power achieved encouraging results. There is still much that can be experimented on in regards to how endoscopist are alerted.

Our GUI is a simple solution, however as mentioned above, this has to be made in fully cooperation with the doctors and research on how they would feel comfortable to be notified as they carry out the procedure. Since we implemented an alternative classifier with deep learning approaches in python, there is also the possibility of building a wrapper and replace the java classifier with python and utilize the already existing GUI. As far as performance goes, researchers would have to invest some time to implement a multi-threaded build of our developed system and a more optimized code in order to fully utilize the devices already low power.
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Appendix

The sources code can be downloaded from this github repository: https://github.com/IcyFrequency/Master_Thesis
Figure 5.1: Diagram showing the percentage with 180 degrees rotated data with JCD.
Figure 5.2: Diagram showing the percentage with 180 degrees rotated data and JCD in early fusion with Tamura
Table 5.1: JCD classification characteristics with ski-learn

<table>
<thead>
<tr>
<th>Method</th>
<th>Split</th>
<th>Total</th>
<th>Pos</th>
<th>Neg</th>
<th>TP</th>
<th>TN</th>
<th>FP</th>
<th>FN</th>
<th>Wght. F1</th>
<th>Wght. Precision</th>
<th>Avg weighted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest</td>
<td>Train/Test</td>
<td>17574</td>
<td>4313</td>
<td>13261</td>
<td>1694</td>
<td>12264</td>
<td>997</td>
<td>2619</td>
<td>77.63</td>
<td>89.15</td>
<td>Avg weighted</td>
</tr>
<tr>
<td></td>
<td>Test/Train</td>
<td>18902</td>
<td>3856</td>
<td>15046</td>
<td>2684</td>
<td>14202</td>
<td>844</td>
<td>1172</td>
<td>89.15</td>
<td>90.54</td>
<td></td>
</tr>
<tr>
<td>SVM</td>
<td>Train/Test</td>
<td>17574</td>
<td>4313</td>
<td>13261</td>
<td>2340</td>
<td>12456</td>
<td>805</td>
<td>1973</td>
<td>83.29</td>
<td>90.54</td>
<td>Avg weighted</td>
</tr>
<tr>
<td></td>
<td>Test/Train</td>
<td>18902</td>
<td>3856</td>
<td>15046</td>
<td>3031</td>
<td>13915</td>
<td>1131</td>
<td>825</td>
<td>89.79</td>
<td>90.54</td>
<td></td>
</tr>
<tr>
<td>RBF SVM</td>
<td>Train/Test</td>
<td>17574</td>
<td>4313</td>
<td>13261</td>
<td>40</td>
<td>13260</td>
<td>1</td>
<td>4273</td>
<td>65.44</td>
<td>81.01</td>
<td>Avg weighted</td>
</tr>
<tr>
<td></td>
<td>Test/Train</td>
<td>18902</td>
<td>3856</td>
<td>15046</td>
<td>84</td>
<td>15037</td>
<td>9</td>
<td>3772</td>
<td>71.58</td>
<td>82.07</td>
<td></td>
</tr>
<tr>
<td>Decision tree</td>
<td>Train/Test</td>
<td>17574</td>
<td>4313</td>
<td>13261</td>
<td>2060</td>
<td>12183</td>
<td>1078</td>
<td>2253</td>
<td>79.95</td>
<td>80.03</td>
<td>Avg weighted</td>
</tr>
<tr>
<td></td>
<td>Test/Train</td>
<td>18902</td>
<td>3856</td>
<td>15046</td>
<td>3232</td>
<td>13744</td>
<td>1302</td>
<td>624</td>
<td>90.11</td>
<td>90.54</td>
<td></td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>Train/Test</td>
<td>17574</td>
<td>4313</td>
<td>13261</td>
<td>2673</td>
<td>12327</td>
<td>934</td>
<td>1973</td>
<td>84.89</td>
<td>84.79</td>
<td>Avg weighted</td>
</tr>
<tr>
<td></td>
<td>Test/Train</td>
<td>18902</td>
<td>3856</td>
<td>15046</td>
<td>3214</td>
<td>13905</td>
<td>1141</td>
<td>642</td>
<td>90.78</td>
<td>91.16</td>
<td></td>
</tr>
<tr>
<td>Adaboost</td>
<td>Train/Test</td>
<td>17574</td>
<td>4313</td>
<td>13261</td>
<td>2596</td>
<td>11979</td>
<td>1218</td>
<td>2473</td>
<td>72.62</td>
<td>81.78</td>
<td>Avg weighted</td>
</tr>
<tr>
<td></td>
<td>Test/Train</td>
<td>18902</td>
<td>3856</td>
<td>15046</td>
<td>3334</td>
<td>13996</td>
<td>1251</td>
<td>820</td>
<td>91.90</td>
<td>92.61</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>83.86</td>
<td>83.86</td>
<td></td>
</tr>
</tbody>
</table>

Note: These are results of the classification characteristics using ski-learn machine learning algorithms with the JCD.
Table 5.2: JCD classification characteristics with 180 degrees rotated copied data

Using the same feature values generated by LIRE, in the same manner we created the inception v3 text files we made these with JCD. These are results of the classification characteristics using ski-learn machine learning algorithms with the JCD feature values from LIRE, although with 180 degrees rotation of copied data.

<table>
<thead>
<tr>
<th>Method</th>
<th>Split</th>
<th>Pos</th>
<th>Neg</th>
<th>TP</th>
<th>TN</th>
<th>FP</th>
<th>FN</th>
<th>Wght. F1</th>
<th>Wght. Precision</th>
<th>Wght. Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>kNN</td>
<td>Train/Test</td>
<td>35148</td>
<td>8626</td>
<td>26522</td>
<td>4178</td>
<td>24202</td>
<td>447</td>
<td>79.76</td>
<td>79.53</td>
<td>80.74</td>
</tr>
<tr>
<td>kNN</td>
<td>Test/Train</td>
<td>37804</td>
<td>7712</td>
<td>30092</td>
<td>5669</td>
<td>28222</td>
<td>1870</td>
<td>89.61</td>
<td>89.57</td>
<td>89.65</td>
</tr>
<tr>
<td>kNN</td>
<td>Avg Weighted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>84.86</td>
<td>84.73</td>
<td>85.36</td>
</tr>
<tr>
<td>SVM</td>
<td>Train/Test</td>
<td>35148</td>
<td>8626</td>
<td>26522</td>
<td>6625</td>
<td>23578</td>
<td>2944</td>
<td>86.17</td>
<td>86.55</td>
<td>85.93</td>
</tr>
<tr>
<td>SVM</td>
<td>Test/Train</td>
<td>37804</td>
<td>7712</td>
<td>30092</td>
<td>6501</td>
<td>27356</td>
<td>2376</td>
<td>89.89</td>
<td>90.58</td>
<td>89.56</td>
</tr>
<tr>
<td>SVM</td>
<td>Avg Weighted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>88.49</td>
<td>88.64</td>
<td>88.81</td>
</tr>
<tr>
<td>RBF SVM</td>
<td>Train/Test</td>
<td>35148</td>
<td>8626</td>
<td>26522</td>
<td>110</td>
<td>26518</td>
<td>4</td>
<td>85.15</td>
<td>80.79</td>
<td>75.76</td>
</tr>
<tr>
<td>RBF SVM</td>
<td>Test/Train</td>
<td>37804</td>
<td>7712</td>
<td>30092</td>
<td>184</td>
<td>30072</td>
<td>20</td>
<td>75.27</td>
<td>82.06</td>
<td>80.03</td>
</tr>
<tr>
<td>RBF SVM</td>
<td>Avg Weighted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>68.77</td>
<td>81.45</td>
<td>77.97</td>
</tr>
<tr>
<td>Decision tree</td>
<td>Train/Test</td>
<td>35148</td>
<td>8626</td>
<td>26522</td>
<td>3206</td>
<td>24728</td>
<td>1794</td>
<td>77.4</td>
<td>77.63</td>
<td>79.48</td>
</tr>
<tr>
<td>Decision tree</td>
<td>Test/Train</td>
<td>37804</td>
<td>7712</td>
<td>30092</td>
<td>5265</td>
<td>28120</td>
<td>1972</td>
<td>88.17</td>
<td>88.07</td>
<td>88.32</td>
</tr>
<tr>
<td>Decision tree</td>
<td>Avg Weighted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>82.98</td>
<td>83.04</td>
<td>84.06</td>
</tr>
<tr>
<td>Neuralnet</td>
<td>Train/Test</td>
<td>35148</td>
<td>8626</td>
<td>26522</td>
<td>1</td>
<td>26511</td>
<td>10</td>
<td>86.24</td>
<td>57.18</td>
<td>75.43</td>
</tr>
<tr>
<td>Neuralnet</td>
<td>Test/Train</td>
<td>37804</td>
<td>7712</td>
<td>30092</td>
<td>6587</td>
<td>28090</td>
<td>2002</td>
<td>91.89</td>
<td>92.18</td>
<td>91.73</td>
</tr>
<tr>
<td>Neuralnet</td>
<td>Avg Weighted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>78.88</td>
<td>75.32</td>
<td>83.88</td>
</tr>
<tr>
<td>Adaboost</td>
<td>Train/Test</td>
<td>35148</td>
<td>8626</td>
<td>26522</td>
<td>5192</td>
<td>23958</td>
<td>2564</td>
<td>82.62</td>
<td>82.43</td>
<td>82.94</td>
</tr>
<tr>
<td>Adaboost</td>
<td>Test/Train</td>
<td>37804</td>
<td>7712</td>
<td>30092</td>
<td>6785</td>
<td>27978</td>
<td>2114</td>
<td>92.17</td>
<td>92.61</td>
<td>91.95</td>
</tr>
<tr>
<td>Adaboost</td>
<td>Avg Weighted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>87.57</td>
<td>87.71</td>
<td>87.61</td>
</tr>
<tr>
<td>NaiveBayes</td>
<td>Train/Test</td>
<td>35148</td>
<td>8626</td>
<td>26522</td>
<td>6878</td>
<td>18766</td>
<td>7756</td>
<td>74.73</td>
<td>80.56</td>
<td>72.96</td>
</tr>
<tr>
<td>NaiveBayes</td>
<td>Test/Train</td>
<td>37804</td>
<td>7712</td>
<td>30092</td>
<td>7163</td>
<td>15644</td>
<td>548</td>
<td>63.78</td>
<td>83.67</td>
<td>60.33</td>
</tr>
<tr>
<td>NaiveBayes</td>
<td>Avg Weighted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>69.06</td>
<td>82.17</td>
<td>66.42</td>
</tr>
<tr>
<td>Randomforest</td>
<td>Train/Test</td>
<td>35148</td>
<td>8626</td>
<td>26522</td>
<td>4012</td>
<td>25154</td>
<td>1368</td>
<td>81.5</td>
<td>82.06</td>
<td>82.98</td>
</tr>
<tr>
<td>Randomforest</td>
<td>Test/Train</td>
<td>37804</td>
<td>7712</td>
<td>30092</td>
<td>4463</td>
<td>28366</td>
<td>1786</td>
<td>86.14</td>
<td>85.98</td>
<td>86.68</td>
</tr>
<tr>
<td>Randomforest</td>
<td>Avg Weighted</td>
<td>83.9</td>
<td>84.09</td>
<td>84.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
As in Table 5.1, the same experiments were also tested on JCD in early fusion with Tamura. This table show the classification characteristics of their performance.

**Table 5.3:** Early fusion of JCD and Tamura classification characteristics

<table>
<thead>
<tr>
<th>Method</th>
<th>Split</th>
<th>Total</th>
<th>Pos</th>
<th>Neg</th>
<th>TP</th>
<th>TN</th>
<th>FP</th>
<th>FN</th>
<th>Wght. F1</th>
<th>Wght. Precision</th>
<th>Wght. Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>kNN</td>
<td>Train/Test</td>
<td>17574</td>
<td>4313</td>
<td>13261</td>
<td>1670</td>
<td>12585</td>
<td>676</td>
<td>2640</td>
<td>78.99</td>
<td>79.84</td>
<td>81.12</td>
</tr>
<tr>
<td>kNN</td>
<td>Test/Train</td>
<td>18902</td>
<td>3856</td>
<td>15046</td>
<td>2684</td>
<td>14202</td>
<td>844</td>
<td>1172</td>
<td>89.15</td>
<td>89.05</td>
<td>89.33</td>
</tr>
<tr>
<td>Avg weighted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>84.25</td>
<td>84.61</td>
<td>85.37</td>
</tr>
<tr>
<td>SVM</td>
<td>Train/Test</td>
<td>17574</td>
<td>4313</td>
<td>13261</td>
<td>2475</td>
<td>12099</td>
<td>1162</td>
<td>1835</td>
<td>82.43</td>
<td>82.22</td>
<td>82.94</td>
</tr>
<tr>
<td>SVM</td>
<td>Test/Train</td>
<td>18902</td>
<td>3856</td>
<td>15046</td>
<td>3224</td>
<td>13917</td>
<td>1129</td>
<td>632</td>
<td>90.89</td>
<td>91.25</td>
<td>90.69</td>
</tr>
<tr>
<td>Avg weighted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>86.81</td>
<td>86.90</td>
<td>86.96</td>
</tr>
<tr>
<td>RBF SVM</td>
<td>Train/Test</td>
<td>17574</td>
<td>4313</td>
<td>13261</td>
<td>1</td>
<td>13260</td>
<td>1</td>
<td>4309</td>
<td>64.92</td>
<td>69.22</td>
<td>75.46</td>
</tr>
<tr>
<td>RBF SVM</td>
<td>Test/Train</td>
<td>18902</td>
<td>3856</td>
<td>15046</td>
<td>1</td>
<td>15045</td>
<td>1</td>
<td>3855</td>
<td>70.57</td>
<td>73.56</td>
<td>79.60</td>
</tr>
<tr>
<td>Avg weighted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>67.85</td>
<td>71.47</td>
<td>77.61</td>
</tr>
<tr>
<td>Decision tree</td>
<td>Train/Test</td>
<td>17574</td>
<td>4313</td>
<td>13261</td>
<td>2420</td>
<td>11989</td>
<td>1274</td>
<td>1890</td>
<td>81.50</td>
<td>81.26</td>
<td>81.99</td>
</tr>
<tr>
<td>Decision tree</td>
<td>Test/Train</td>
<td>18902</td>
<td>3856</td>
<td>15046</td>
<td>3035</td>
<td>13900</td>
<td>1146</td>
<td>821</td>
<td>89.75</td>
<td>89.97</td>
<td>89.59</td>
</tr>
<tr>
<td>Avg weighted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>85.78</td>
<td>85.77</td>
<td>85.93</td>
</tr>
<tr>
<td>Neuralnet</td>
<td>Train/Test</td>
<td>17574</td>
<td>4313</td>
<td>13261</td>
<td>2328</td>
<td>12603</td>
<td>658</td>
<td>1982</td>
<td>83.96</td>
<td>84.34</td>
<td>84.97</td>
</tr>
<tr>
<td>Neuralnet</td>
<td>Test/Train</td>
<td>18902</td>
<td>3856</td>
<td>15046</td>
<td>3479</td>
<td>13750</td>
<td>1296</td>
<td>377</td>
<td>91.49</td>
<td>92.34</td>
<td>91.15</td>
</tr>
<tr>
<td>Avg weighted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>87.86</td>
<td>88.49</td>
<td>88.17</td>
</tr>
<tr>
<td>Adaboost</td>
<td>Train/Test</td>
<td>17574</td>
<td>4313</td>
<td>13261</td>
<td>2185</td>
<td>12058</td>
<td>1203</td>
<td>2125</td>
<td>80.25</td>
<td>79.98</td>
<td>81.06</td>
</tr>
<tr>
<td>Adaboost</td>
<td>Test/Train</td>
<td>18902</td>
<td>3856</td>
<td>15046</td>
<td>3577</td>
<td>13909</td>
<td>1137</td>
<td>279</td>
<td>92.77</td>
<td>93.51</td>
<td>92.51</td>
</tr>
<tr>
<td>Avg weighted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>86.74</td>
<td>86.99</td>
<td>86.99</td>
</tr>
</tbody>
</table>
Table 5.4: Early fusion of JCD and Tamura classification characteristics 180 degrees rotated copied data

As in Table 5.1, the same experiments were also tested on JCD in early fusion with Tamura, although data was copied and rotated 180 degrees. This table shows the classification characteristics of their performance.

<table>
<thead>
<tr>
<th>Method</th>
<th>Split</th>
<th>Pos</th>
<th>Neg</th>
<th>TP</th>
<th>TN</th>
<th>FP</th>
<th>FN</th>
<th>Wght. F1</th>
<th>Wght. Precision</th>
<th>Wght. Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>kNN</td>
<td>Train/Test</td>
<td>35148</td>
<td>8626</td>
<td>26522</td>
<td>4342</td>
<td>24825</td>
<td>1696</td>
<td>4284</td>
<td>81.88</td>
<td>82</td>
</tr>
<tr>
<td>kNN</td>
<td>Test/Train</td>
<td>37804</td>
<td>7712</td>
<td>30092</td>
<td>4512</td>
<td>27635</td>
<td>2456</td>
<td>3200</td>
<td>84.75</td>
<td>84.55</td>
</tr>
<tr>
<td>kNN</td>
<td>Avg weighted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>83.37</td>
<td>83.32</td>
</tr>
<tr>
<td>linearSVM</td>
<td>Train/Test</td>
<td>35148</td>
<td>8626</td>
<td>26522</td>
<td>4898</td>
<td>24251</td>
<td>2270</td>
<td>3728</td>
<td>82.38</td>
<td>82.18</td>
</tr>
<tr>
<td>linearSVM</td>
<td>Test/Train</td>
<td>37804</td>
<td>7712</td>
<td>30092</td>
<td>6268</td>
<td>27917</td>
<td>2174</td>
<td>1444</td>
<td>90.59</td>
<td>90.83</td>
</tr>
<tr>
<td>linearSVM</td>
<td>Avg weighted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>86.63</td>
<td>86.66</td>
</tr>
<tr>
<td>RBF SVM</td>
<td>Train/Test</td>
<td>35148</td>
<td>8626</td>
<td>26522</td>
<td>1</td>
<td>26520</td>
<td>1</td>
<td>8625</td>
<td>64.91</td>
<td>69.21</td>
</tr>
<tr>
<td>RBF SVM</td>
<td>Test/Train</td>
<td>37804</td>
<td>7712</td>
<td>30092</td>
<td>1</td>
<td>30090</td>
<td>1</td>
<td>7711</td>
<td>70.56</td>
<td>73.56</td>
</tr>
<tr>
<td>RBF SVM</td>
<td>Avg weighted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>67.84</td>
<td>71.46</td>
</tr>
<tr>
<td>Decision tree</td>
<td>Train/Test</td>
<td>35148</td>
<td>8626</td>
<td>26522</td>
<td>4938</td>
<td>23921</td>
<td>2600</td>
<td>3688</td>
<td>81.68</td>
<td>81.45</td>
</tr>
<tr>
<td>Decision tree</td>
<td>Test/Train</td>
<td>37804</td>
<td>7712</td>
<td>30092</td>
<td>6066</td>
<td>27797</td>
<td>2294</td>
<td>1646</td>
<td>89.73</td>
<td>89.95</td>
</tr>
<tr>
<td>Decision tree</td>
<td>Avg weighted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>85.85</td>
<td>85.85</td>
</tr>
<tr>
<td>Neuralnet</td>
<td>Train/Test</td>
<td>35148</td>
<td>8626</td>
<td>26522</td>
<td>4782</td>
<td>25019</td>
<td>1502</td>
<td>3844</td>
<td>68.66</td>
<td>65.65</td>
</tr>
<tr>
<td>Neuralnet</td>
<td>Test/Train</td>
<td>37804</td>
<td>7712</td>
<td>30092</td>
<td>5378</td>
<td>28115</td>
<td>1976</td>
<td>2334</td>
<td>88.5</td>
<td>88.41</td>
</tr>
<tr>
<td>Neuralnet</td>
<td>Avg weighted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>78.94</td>
<td>77.44</td>
</tr>
<tr>
<td>Adaboost</td>
<td>Train/Test</td>
<td>35148</td>
<td>8626</td>
<td>26522</td>
<td>4310</td>
<td>24171</td>
<td>2350</td>
<td>4316</td>
<td>80.15</td>
<td>79.91</td>
</tr>
<tr>
<td>Adaboost</td>
<td>Test/Train</td>
<td>37804</td>
<td>7712</td>
<td>30092</td>
<td>7104</td>
<td>27819</td>
<td>2272</td>
<td>608</td>
<td>92.65</td>
<td>93.35</td>
</tr>
<tr>
<td>Adaboost</td>
<td>Avg weighted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>86.63</td>
<td>86.87</td>
</tr>
<tr>
<td>NaiveBayes</td>
<td>Train/Test</td>
<td>35148</td>
<td>8626</td>
<td>26522</td>
<td>6396</td>
<td>22607</td>
<td>3914</td>
<td>2230</td>
<td>83.01</td>
<td>83.91</td>
</tr>
<tr>
<td>NaiveBayes</td>
<td>Test/Train</td>
<td>37804</td>
<td>7712</td>
<td>30092</td>
<td>7126</td>
<td>20981</td>
<td>9110</td>
<td>586</td>
<td>76.8</td>
<td>86.39</td>
</tr>
<tr>
<td>NaiveBayes</td>
<td>Avg weighted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>79.79</td>
<td>85.2</td>
</tr>
<tr>
<td>Randomforest</td>
<td>Train/Test</td>
<td>35148</td>
<td>8626</td>
<td>26522</td>
<td>4776</td>
<td>24019</td>
<td>2502</td>
<td>3850</td>
<td>81.39</td>
<td>81.14</td>
</tr>
<tr>
<td>Randomforest</td>
<td>Test/Train</td>
<td>37804</td>
<td>7712</td>
<td>30092</td>
<td>6324</td>
<td>27735</td>
<td>2356</td>
<td>1388</td>
<td>90.31</td>
<td>90.67</td>
</tr>
<tr>
<td>Randomforest</td>
<td>Avg weighted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>86.01</td>
<td>86.08</td>
</tr>
</tbody>
</table>
Table 5.5: Machine learning classification characteristics with Inception v3 1008 features

Classification characteristics using Inception v3 1008 features with different machine learning algorithms. These weighted (wght) scores represent the classifiers performance in terms of polyp detection.

<table>
<thead>
<tr>
<th>Method</th>
<th>Split</th>
<th>Total</th>
<th>Pos</th>
<th>Neg</th>
<th>TP</th>
<th>TN</th>
<th>FP</th>
<th>FN</th>
<th>Wght. F1</th>
<th>Wght. Precision</th>
<th>Wght. Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>kNN</td>
<td>Train/Test</td>
<td>17574</td>
<td>4313</td>
<td>13261</td>
<td>1370</td>
<td>12791</td>
<td>470</td>
<td>2943</td>
<td>77.51</td>
<td>79.62</td>
<td></td>
</tr>
<tr>
<td>kNN</td>
<td>Test/Train</td>
<td>18902</td>
<td>3856</td>
<td>15046</td>
<td>1909</td>
<td>14340</td>
<td>706</td>
<td>1947</td>
<td>84.9</td>
<td>84.98</td>
<td></td>
</tr>
<tr>
<td>SVM</td>
<td>Train/Test</td>
<td>17574</td>
<td>4313</td>
<td>13261</td>
<td>844</td>
<td>13165</td>
<td>96</td>
<td>2943</td>
<td>76.41</td>
<td>83.71</td>
<td></td>
</tr>
<tr>
<td>SVM</td>
<td>Test/Train</td>
<td>18902</td>
<td>3856</td>
<td>15046</td>
<td>615</td>
<td>14862</td>
<td>184</td>
<td>3241</td>
<td>76.77</td>
<td>81.05</td>
<td></td>
</tr>
<tr>
<td>RBF SVM</td>
<td>Train/Test</td>
<td>17574</td>
<td>4313</td>
<td>13261</td>
<td>2608</td>
<td>12657</td>
<td>604</td>
<td>1705</td>
<td>86.16</td>
<td>86.43</td>
<td></td>
</tr>
<tr>
<td>RBF SVM</td>
<td>Test/Train</td>
<td>18902</td>
<td>3856</td>
<td>15046</td>
<td>2469</td>
<td>14328</td>
<td>718</td>
<td>1387</td>
<td>88.46</td>
<td>88.38</td>
<td></td>
</tr>
<tr>
<td>Decision tree</td>
<td>Train/Test</td>
<td>17574</td>
<td>4313</td>
<td>13261</td>
<td>2585</td>
<td>12550</td>
<td>711</td>
<td>1728</td>
<td>85.46</td>
<td>85.58</td>
<td></td>
</tr>
<tr>
<td>Decision tree</td>
<td>Test/Train</td>
<td>18902</td>
<td>3856</td>
<td>15046</td>
<td>2379</td>
<td>14346</td>
<td>700</td>
<td>1477</td>
<td>87.98</td>
<td>87.94</td>
<td></td>
</tr>
<tr>
<td>NaiveBayes</td>
<td>Train/Test</td>
<td>17574</td>
<td>4313</td>
<td>13261</td>
<td>2367</td>
<td>12643</td>
<td>618</td>
<td>1946</td>
<td>84.43</td>
<td>84.85</td>
<td></td>
</tr>
<tr>
<td>NaiveBayes</td>
<td>Test/Train</td>
<td>18902</td>
<td>3856</td>
<td>15046</td>
<td>2258</td>
<td>14229</td>
<td>750</td>
<td>1598</td>
<td>86.67</td>
<td>86.54</td>
<td></td>
</tr>
<tr>
<td>Adaboost</td>
<td>Train/Test</td>
<td>17574</td>
<td>4313</td>
<td>13261</td>
<td>2816</td>
<td>12555</td>
<td>706</td>
<td>1497</td>
<td>87.02</td>
<td>87.04</td>
<td></td>
</tr>
<tr>
<td>Adaboost</td>
<td>Test/Train</td>
<td>18902</td>
<td>3856</td>
<td>15046</td>
<td>2503</td>
<td>14353</td>
<td>700</td>
<td>1353</td>
<td>88.79</td>
<td>88.72</td>
<td></td>
</tr>
<tr>
<td>Randomforest</td>
<td>Train/Test</td>
<td>17574</td>
<td>4313</td>
<td>13261</td>
<td>2258</td>
<td>12710</td>
<td>551</td>
<td>2055</td>
<td>84</td>
<td>84.68</td>
<td></td>
</tr>
<tr>
<td>Randomforest</td>
<td>Test/Train</td>
<td>18902</td>
<td>3856</td>
<td>15046</td>
<td>2326</td>
<td>14296</td>
<td>700</td>
<td>1530</td>
<td>87.42</td>
<td>87.33</td>
<td></td>
</tr>
</tbody>
</table>

Notes: wght scores represent the classifiers performance in terms of polyp detection. Classification characteristics using Inception v3 1008 features with different machine learning algorithms. These weighted scores represent the classifiers performance in terms of polyp detection.
**Table 5.6:** Machine learning classification characteristics with inception v3 1008 features, this time 180 degrees rotated copied data

Classification characteristics using Inception v3 1008 features with different machine learning algorithms. Data has been copied and rotated 180 degrees. These weighted (wght) scores represent the classifier's performance in terms of polyp detection.

<table>
<thead>
<tr>
<th>Method</th>
<th>Split</th>
<th>Pos</th>
<th>Neg</th>
<th>TP</th>
<th>TN</th>
<th>FP</th>
<th>FN</th>
<th>Wght. F1</th>
<th>Wght. Precision</th>
<th>Wght. Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>kNN</td>
<td>Train/Test</td>
<td>35148</td>
<td>8626</td>
<td>26522</td>
<td>3932</td>
<td>24876</td>
<td>1646</td>
<td>4694</td>
<td>80.52</td>
<td>80.78</td>
</tr>
<tr>
<td>kNN</td>
<td>Test/Train</td>
<td>37804</td>
<td>7712</td>
<td>30092</td>
<td>4698</td>
<td>27682</td>
<td>2410</td>
<td>3014</td>
<td>85.43</td>
<td>85.27</td>
</tr>
<tr>
<td>kNN</td>
<td>Avg weighted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>83.06</td>
<td>83.11</td>
</tr>
<tr>
<td>linearSVM</td>
<td>Train/Test</td>
<td>35148</td>
<td>8626</td>
<td>26522</td>
<td>1</td>
<td>26521</td>
<td>1</td>
<td>8625</td>
<td>64.91</td>
<td>69.21</td>
</tr>
<tr>
<td>linearSVM</td>
<td>Test/Train</td>
<td>37804</td>
<td>7712</td>
<td>30092</td>
<td>1</td>
<td>30091</td>
<td>1</td>
<td>7711</td>
<td>70.56</td>
<td>73.56</td>
</tr>
<tr>
<td>linearSVM</td>
<td>Avg weighted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>67.84</td>
<td>71.46</td>
</tr>
<tr>
<td>RBF SVM</td>
<td>Train/Test</td>
<td>35148</td>
<td>8626</td>
<td>26522</td>
<td>5226</td>
<td>25344</td>
<td>1178</td>
<td>3400</td>
<td>86.28</td>
<td>86.56</td>
</tr>
<tr>
<td>RBF SVM</td>
<td>Test/Train</td>
<td>37804</td>
<td>7712</td>
<td>30092</td>
<td>4970</td>
<td>28658</td>
<td>1434</td>
<td>7742</td>
<td>79.22</td>
<td>78.5</td>
</tr>
<tr>
<td>RBF SVM</td>
<td>Avg weighted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>82.62</td>
<td>82.38</td>
</tr>
<tr>
<td>Decision tree</td>
<td>Train/Test</td>
<td>35148</td>
<td>8626</td>
<td>26522</td>
<td>4782</td>
<td>25036</td>
<td>1486</td>
<td>3844</td>
<td>83.96</td>
<td>84.14</td>
</tr>
<tr>
<td>Decision tree</td>
<td>Test/Train</td>
<td>37804</td>
<td>7712</td>
<td>30092</td>
<td>4400</td>
<td>27940</td>
<td>2152</td>
<td>3312</td>
<td>85.09</td>
<td>84.86</td>
</tr>
<tr>
<td>Decision tree</td>
<td>Avg weighted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>84.55</td>
<td>84.51</td>
</tr>
<tr>
<td>Neuralnet</td>
<td>Train/Test</td>
<td>35148</td>
<td>8626</td>
<td>26522</td>
<td>1</td>
<td>26521</td>
<td>1</td>
<td>8625</td>
<td>64.91</td>
<td>57.19</td>
</tr>
<tr>
<td>Neuralnet</td>
<td>Test/Train</td>
<td>37804</td>
<td>7712</td>
<td>30092</td>
<td>1</td>
<td>30091</td>
<td>1</td>
<td>7711</td>
<td>70.56</td>
<td>73.56</td>
</tr>
<tr>
<td>Neuralnet</td>
<td>Avg weighted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>67.84</td>
<td>65.67</td>
</tr>
<tr>
<td>Adaboost</td>
<td>Train/Test</td>
<td>35148</td>
<td>8626</td>
<td>26522</td>
<td>5632</td>
<td>25110</td>
<td>1412</td>
<td>2994</td>
<td>87.02</td>
<td>87.04</td>
</tr>
<tr>
<td>Adaboost</td>
<td>Test/Train</td>
<td>37804</td>
<td>7712</td>
<td>30092</td>
<td>5006</td>
<td>28706</td>
<td>1386</td>
<td>2706</td>
<td>88.79</td>
<td>88.72</td>
</tr>
<tr>
<td>Adaboost</td>
<td>Avg weighted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>87.94</td>
<td>87.91</td>
</tr>
<tr>
<td>NaiveBayes</td>
<td>Train/Test</td>
<td>35148</td>
<td>8626</td>
<td>26522</td>
<td>7182</td>
<td>23392</td>
<td>3130</td>
<td>1444</td>
<td>87.36</td>
<td>88.17</td>
</tr>
<tr>
<td>NaiveBayes</td>
<td>Test/Train</td>
<td>37804</td>
<td>7712</td>
<td>30092</td>
<td>5870</td>
<td>25870</td>
<td>4222</td>
<td>1842</td>
<td>84.7</td>
<td>86.17</td>
</tr>
<tr>
<td>NaiveBayes</td>
<td>Avg weighted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>85.98</td>
<td>87.13</td>
</tr>
<tr>
<td>Randomforest</td>
<td>Train/Test</td>
<td>35148</td>
<td>8626</td>
<td>26522</td>
<td>4376</td>
<td>24580</td>
<td>1942</td>
<td>4250</td>
<td>81.39</td>
<td>81.33</td>
</tr>
<tr>
<td>Randomforest</td>
<td>Test/Train</td>
<td>37804</td>
<td>7712</td>
<td>30092</td>
<td>5014</td>
<td>27386</td>
<td>2706</td>
<td>2698</td>
<td>85.71</td>
<td>85.71</td>
</tr>
<tr>
<td>Randomforest</td>
<td>Avg weighted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>83.63</td>
<td>83.6</td>
</tr>
</tbody>
</table>
As in Table 5.1, the same experiments were also tested on JCD in early fusion with Tamura, although data was copied and rotated 90, 180 and 270 degrees.

<table>
<thead>
<tr>
<th>Method</th>
<th>Split</th>
<th>Pos</th>
<th>Neg</th>
<th>TP</th>
<th>TN</th>
<th>FP</th>
<th>FN</th>
<th>Wght. F1</th>
<th>Wght. Precision</th>
<th>Wght. Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Avg weighted</td>
<td></td>
<td></td>
</tr>
<tr>
<td>kNN</td>
<td>Train/Test</td>
<td>70296</td>
<td>17252</td>
<td>53044</td>
<td>8684</td>
<td>49652</td>
<td>3392</td>
<td>8568</td>
<td>81.88</td>
<td>82.99</td>
</tr>
<tr>
<td></td>
<td>Test/Train</td>
<td>75426</td>
<td>15242</td>
<td>60184</td>
<td>9020</td>
<td>55272</td>
<td>4911</td>
<td>6404</td>
<td>84.81</td>
<td>85.1</td>
</tr>
<tr>
<td>SVM</td>
<td>Train/Test</td>
<td>70296</td>
<td>17252</td>
<td>53044</td>
<td>9684</td>
<td>48528</td>
<td>4516</td>
<td>7568</td>
<td>64.91</td>
<td>69.21</td>
</tr>
<tr>
<td></td>
<td>Test/Train</td>
<td>75426</td>
<td>15242</td>
<td>60184</td>
<td>12296</td>
<td>55896</td>
<td>4287</td>
<td>3128</td>
<td>90.35</td>
<td>90.22</td>
</tr>
<tr>
<td>RBF SVM</td>
<td>Train/Test</td>
<td>70296</td>
<td>17252</td>
<td>53044</td>
<td>1</td>
<td>53043</td>
<td>1</td>
<td>17251</td>
<td>64.91</td>
<td>69.21</td>
</tr>
<tr>
<td></td>
<td>Test/Train</td>
<td>75426</td>
<td>15242</td>
<td>60184</td>
<td>1</td>
<td>60182</td>
<td>1</td>
<td>15423</td>
<td>70.73</td>
<td>73.62</td>
</tr>
<tr>
<td>Decision tree</td>
<td>Train/Test</td>
<td>70296</td>
<td>17252</td>
<td>53044</td>
<td>9880</td>
<td>47840</td>
<td>5204</td>
<td>7372</td>
<td>81.69</td>
<td>81.46</td>
</tr>
<tr>
<td></td>
<td>Test/Train</td>
<td>75426</td>
<td>15242</td>
<td>60184</td>
<td>12124</td>
<td>55388</td>
<td>4795</td>
<td>3300</td>
<td>89.51</td>
<td>89.79</td>
</tr>
<tr>
<td>NaiveBayes</td>
<td>Train/Test</td>
<td>70296</td>
<td>17252</td>
<td>53044</td>
<td>8932</td>
<td>49380</td>
<td>3664</td>
<td>8320</td>
<td>81.98</td>
<td>81.98</td>
</tr>
<tr>
<td></td>
<td>Test/Train</td>
<td>75426</td>
<td>15242</td>
<td>60184</td>
<td>11820</td>
<td>55856</td>
<td>4327</td>
<td>3604</td>
<td>89.63</td>
<td>89.54</td>
</tr>
<tr>
<td>Adaboost</td>
<td>Train/Test</td>
<td>70296</td>
<td>17252</td>
<td>53044</td>
<td>8620</td>
<td>48344</td>
<td>4700</td>
<td>8632</td>
<td>80.15</td>
<td>79.91</td>
</tr>
<tr>
<td></td>
<td>Test/Train</td>
<td>75426</td>
<td>15242</td>
<td>60184</td>
<td>14128</td>
<td>55616</td>
<td>4567</td>
<td>1296</td>
<td>92.53</td>
<td>93.24</td>
</tr>
<tr>
<td>Randomforest</td>
<td>Train/Test</td>
<td>70296</td>
<td>17252</td>
<td>53044</td>
<td>9720</td>
<td>48028</td>
<td>5016</td>
<td>7532</td>
<td>81.65</td>
<td>81.41</td>
</tr>
<tr>
<td></td>
<td>Test/Train</td>
<td>75426</td>
<td>15242</td>
<td>60184</td>
<td>12124</td>
<td>55664</td>
<td>4519</td>
<td>3300</td>
<td>89.84</td>
<td>90.05</td>
</tr>
</tbody>
</table>

TABLE 5.7: Early fusion of JCD and Tamura classification characteristics, rotated 90, 180 and 270 degrees of the copied data.
Figure 5.3: Diagram showing the percentage with 180 degrees rotated data with Inception v3
Figure 5.4: Diagram showing the percentage with 90, 180 and 270 degrees rotated data with JCD in early fusion with Tamura