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Abstract

The energy deposition in the cusp by dayside reconnection is a significant driver
of bulk vertical motion in the cusp plasma.The small size of the cusp belies its im-
portance in solar wind-Earth interaction. Ion heating drives and enhances plasma
upflows which feed the outflow processes in the topside ionosphere, populating
the magnetosphere with hot heavy ions. Netural heating causes local thermo-
spheric upwelling which greatly modifies the neutral density and composition.
Precipitating electrons change the electron density (𝑛𝑒) profile, steering the neu-
tral heating to the altitudes where it is most effective in causing upwelling. This
thesis investigates: the structure of cusp ion upflows and their response to elec-
tron (𝑇𝑒) and ion (𝑇𝑖) temperature enhancements in detail, and their relation to
dayside auroral forms; the ion number flux in ion upflows and their ability to
feed outflow processes; and the occurrence rate of ion heating events in the cusp
and the realistic temperature and electron density profiles in the dark cusp both
when reconnection-enhanced and quiescent.

The strongest upflows were observed when both 𝑇𝑖 and 𝑇𝑒 were enhanced. 𝑇𝑖
were most enhanced near the edges of poleward moving auroral forms (PMAFs).
These upflows can easily transport plasma from 600 km altitude to 800 km alti-
tude, where nonthermal energizationmechanisms can create ion outflows. Plasma
from lower altitudes is not likely to be fed into upflows, but the region between
∼400–500 km is drained of plasma to replace that lost from higher altitudes. The
electron densities and ion temperatures in the lower F region during reconnec-
tion events are very different from those predicted by the MSIS and IRI models.
Particularly the IRI model 𝑛𝑒 profile is less than our empirical observations of
the dark (non-sunlit) cusp 𝑛𝑒 by a factor 10–30, and it is not suitable for model
studies of cusp energy deposition. We present statistical profiles of 𝑛𝑒 and 𝑇𝑖 for
the quiescent and reconnection-enhanced states to fill this void.

In sum, this thesis increases our knowledge of the processes that drive verti-
cal transport of plasma and neutral gas in the cusp.
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Chapter 1

Introduction

The topic of this thesis is the reconnection-powered heating and upward trans-
port of plasma and neutral gas in the ionospheric cusp. This is a matter of scien-
tific interest as the cusp and cleft is a highly dynamic region which is important
regarding escape of plasma from the ionosphere into the magnetosphere, as well
as the dynamic composition of the cusp thermosphere. In addition, this is also
important to spaceflight. Earth-observing satellites in a low polar orbit, and the
repeated upwelling-driven neutral density enhancement in the cusp significantly
increases local satellite drag, potentially shortening the orbital lifetime of space-
craft that cross the cusp at low altitudes. Magnetic reconnection between the
interplanetary magnetic field (IMF) and the Earth’s magnetic field injects large
amounts of energy into the magnetosphere and cusp ionosphere, causing strong
vertical motion of ionized and neutral gas.

Pulsed ion upflow, strong near-vertical winds of ionospheric plasma, occur
along the auroral oval, and are an important feature of the ionospheric cusp. Ion
upflow in the cusp is closely linked to the transfer of energy from the solar wind
to the magnetosphere and ionosphere through magnetic reconnection on the
magnetosphere front.

These pulses of near-vertical plasma wind, lasting only a few minutes each,
are driven by heating of the ionospheric plasma, and will lift heated plasma tens
to hundreds of km to altitudes where non-thermal processes can accelerate a
small portion of the gas further upward, often into the magnetosphere. A signif-
icant portion of O+ ions lost to space escape this way via cusp outflows.

When the ionospheric plasma is heated, the neutral gas is also heated. De-
pending on the altitude of heating, the effect can be dramatic. The neutral gas
expands and lifts the atmospheric column upward, significantly increasing the
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6 Chapter 1. Introduction

neutral density and changing the neutral composition up to at least 400 km alti-
tude.

This thesis addresses three science questions:

1. What are the major drivers for cusp ion upflows?

2. Which cusp upflows can reach outflow energization altitudes?

3. What are the actual energy deposition rates in the dynamic cusp?

To answer these questions, I have chosen an experimental approach using ground
instrumentation. Svalbard is ideally located underneath the dayside cusp and
cleft aurora. Around midwinter it is dark enough at noon to observe very faint
aurora from the ground. This makes Svalbard an ideal location from which to ex-
amine dayside aurora with optical methods. I combine optical observation with
incoherent scatter radar (ISR) data from the EISCAT Svalbard Radar (ESR). The
radar data I use is available from the EISCAT web site. The ISR technique allows
for direct observation of basic plasma parameters (density, temperature, line-of
sight velocity) with good spatial and temporal resolution. I apply fairly funda-
mental physics to the observations, guided by pre-existing theory of transient
heating and flow bursts, when analysing the observations. The cusp is not yet
exhaustively studied, and there is much yet to learn from such relatively basic
methods. My three papers attempt to answer the three questions above. The pa-
pers examine basic plasma parameters in different ways.

Paper 1 takes advantage of a transit of the dayside auroral oval across the
ESR beam while the aurora is active, and several upflows are seen. This is an
event-driven case study, where I examine individual upflow and auroral events
as they pass across the radar beam at different times in their evolution. I use the
simultanteous optical and radar data to look at simultaneous upflow and heating
event by event, and how it relates to transient auroral forms, and under which
conditions we see the strongest plasma heating and upflows.

For paper 2 I expand on the data set analyzed in paper 1. A long sequence
of ion upflows allows a statistical approach. First I describe the general features
of the observed upflows, then I analyze the body of data as a whole to see how
the number flux density of upflowing ions relates to plasma temperatures. I then
show how far upflowing plasma can be uplifted in one event, using three differ-
ent empirical models for the time evolution of upflow. Finally I present better
equations for modelling upflow travel times based on observed characteristics of
upflows.
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Paper 3 continues the statistical approach. I examine the distribution and oc-
currence of heating events over a larger portion of the cusp ionosphere, using
the ESR in a scanning mode to cover a large area, and using data from three
winters. Then I produce empirical model profiles of electron densities (𝑛𝑒) and
ion temperatures (𝑇𝑖) inside and outside reconnection events. These profiles are
then used to produce order of magnitude improvements in estimates of the en-
ergy deposition rates in the cusp than can be achieved using average values or
statistical models. The improved 𝑛𝑒 and 𝑇𝑖 profiles combined with the improved
heating event statistics will enable significantly more realistic modelling of cusp
thermospheric heating, upwelling and satellite drag.

1.1 Thesis organization

Chapters 2 through 5 of this thesis are a brief introduction to the physics of
ionospheric plasma and the solar wind-ionosphere connection, as it applies to
this thesis, as well as a short description my data sources.

I start out fairly basic and gradually progress to more advanced topics. These
chapters are by no means exhaustive or complete, nor do I intend them to be.
I only discuss subjects relevant to the phenomena I discuss in the papers, with
some extramaterial where I feel I would not provide the necessary background to
a physicist not already introduced to space physics. Still, there are many phenom-
ena in space physics I do not discuss at all because they’re not directly relevant to
this thesis. Many processes have been greatly simplified in my description. Read-
ers who want to know more may want to consult Kivelson and Russell [1995],
Brekke [1997, 2013] or Schunk and Nagy [2009].

After the introduction to basic physics follows a more thorough summary of
my work, and finally the three papers.





Part I

Background
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Chapter 2

Selected plasma physics topics

This chapter gives a brief introduction to some central plasma physics concepts
relevant to this thesis. It is not in any way meant to be exhaustive.

2.1 Simple motion of a charged particle

In addition to gravity, a charged particle moving without collisions is subject to
the forces of electricity and magnetism. Imagine a point particle with charge 𝑞,
mass 𝑚, and velocity v, all nonzero. The electric force is straightforward:

F𝐸 = 𝑞E (2.1)

where E is the electric field. The particle will accelerate in the direction of the
electric field.

The magnetic force is orthogonal to the direction of motion and the direction
of the magnetic field B:

F𝐵 = 𝑞(v ×B) (2.2)

so the magnetic force is always orthogonal to the particle’s motion. In a constant
magnetic field, charged particles will move in circles. The center of the circle is
called the guiding center, and the rotational frequency Ω𝑐 = 𝑞𝐵/𝑚 (orbits per
second) is called the gyrofrequency. The radius of the circle is the gyroradius 𝑟𝑐 =
𝑚𝑣⟂/𝑞𝐵, where 𝑣⟂ is the component of v perpendicular to the magnetic field.

If v has a component parallel to the magnetic field, the particle will move in
a helix.

11



12 Chapter 2. Selected plasma physics topics

Figure 2.1: Illustration of E ×B particle drift. Positive and negative charges drift
in the same direction at the same speed independent of mass or charge. From
Kivelson [1995].

The electric and magnetic on the particle forces combine to the Lorenz force:

F = 𝑚𝑑v
𝑑𝑡 = 𝑞E + 𝑞(v ×B) (2.3)

2.1.1 E ×B drift

In the case of E ⟂ B and both fields constant and no other forces present, it can
be shown that ions and electrons both will gyrate in a direction perpendicular to
bothE andB, and at the same speed. The guiding center will move at a constant
velocity

vc = E ×B

𝐵2 (2.4)

Since this velocity vector is independent of mass and charge (as long as 𝑞 ≠
0) there is no charge separation and no current caused by this drift. Figure 2.1
illustrates the drift of ions and electrons. Gyroradius and gyrofrequency aremass-
dependent, and so the gyrofrequency is much higher and the gyroradius much
smaller for electrons than for ions.
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Figure 2.2: Illustration of ∇ ⋅B particle drift when 𝜕𝐵/𝜕𝑦 ≠ 0. When the particle
moves into stronger magnetic field, the F𝐵 force is stronger, so the gyroradius
is smaller and the particle does not return to its original position. Figure from
Pécseli [2005].

2.1.2 Gradient drift

If the magnetic field is not constant, gradient drift will occur. When a gyrating
charge moves through a gradient in the magnetic field, the gyroradius shrinks
and expands as the field gets stronger and weaker. Figure 2.2 illustrates the effect
for a gradient in field strength along the Y axis. Since the direction of gyration is
charge-dependent, this effect causes positive and negative charges to go in oppo-
site directions, and a current forms. Notably, the ring current, a magnetospheric
current that circles the Earth near the magnetic equator at 3–6 𝑅𝐸 (see Figure
3.3), is formed by gradient drift.

2.1.3 Magnetic mirroring and bottling

When magnetic field lines are nonparallel, a the magnetic force on a gyrating
charge will have a component parallel to the direction of lower flux density. This
will act to slow down and reflect incoming charges. Figure 2.3 illustrates the ef-
fect, and shows how a charged particle can be trapped in a magnetic field. This
trapping of charged particles by the magnetic field is called “magnetic bottling”.
How deep into the “bottlenecks” the particle travels depends on the particle’s ki-
netic energy and angle of its velocity vector to the magnetic field. The magneto-
spheric particle may be lost to the ionosphere due to collisions with atmospheric
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Figure 2.3: Illustration of a magnetic mirror and a bottle particle trap. The left
figure shows a magnetic mirror. The F𝐵 force has a component parallel to the
centerline when the magnetic field lines are spreading out, in the direction of
lower flux density. The right figure shows how this can trap charges in a dipole-
like field, a “magnetic bottle”. Figure from Pécseli [2005].

molecules if it penetrates deep enough into the “bottleneck”.

2.2 The frozen-in field approximation

A “collisionless plasma” means that the plasma gas is sufficiently rarified that col-
lisions between the particles that make up the plasma can be ignored on relevant
time scales and length scales, and only electromagnetic interactions between the
particles need be considered. The solar wind and the interstellar medium are ex-
amples of collissionless plasmas.

In a collisionless plasma in steady state the electrical conductivity can be
approximated as infinite, i.e. the plasma is a superconducting gas. In this case
charges cannot move across magnetic field lines because this would induce in-
finite eddy currents [Alfvén, 1942]. This is the “frozen flux” approximation, in
which the plasma is “frozen” to themagnetic field, or vice versa, the field is frozen
to the plasma, and moves with the plasma. This approximation is not valid for
length scales smaller than the ion gyroradius.
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2.2.1 Flux tubes

Magnetic field lines, normally just a visual aid, take on an ephemeral reality as
the frozen-in plasma is free to move along the magnetic field lines but not across
them. It is possible for relatively nearby plasma volumes on different field lines
to have quite different plasma properties. We can imagine such populations, con-
fined by the magnetic field, as independent volumes called flux tubes.

A flux tube can be visualized as a cylinder of magnetic flux moving as a unit,
carrying frozen-in plasma along. The plasma in the tube is fairly homogeneous
but may be distinct from nearby plasma outside the tube. During bursty recon-
nection (see Section 3.4) flux tubes from different sectors of the magnetosphere
may be brought together, creating strong horizontal gradients.

2.3 Collisional plasma

Most of the gas in the upper atmosphere between 100–1000 km is neutral and
only a small portion is ionized. Free electrons and ions in the ionosphere will oc-
casionally collide with neutral molecules and atoms, andwith other ions and elec-
trons. This is quantified as the collision frequency, usually written as 𝜈𝑎𝑏 where
𝑎 and 𝑏 are particle and target, respectively. For example, 𝜈𝑖𝑛 is the ion-neutral
collision frequency, i.e. how many times per second a single ion will collide with
a neutral particle. 𝜈O+O is the collision frequency of a single O+ ion colliding with
an oxygen atom. The ion-neutral collision frequency depends strongly on neu-
tral density, so it decreases rapidly with altitude, from 100–1000 collisions per
second at 100 km altitude to 0.1–1 per second at 300 km.

The ion-ion, ion-electron and electron-neutral collision frequencies are much
smaller than the ion-neutral frequency in the regions I study, so I will not go into
them here.

Above ∼250 km the effect of collisions on ion bulk motion can be neglected.
The frozen-in condition holds and the plasma moves according to E × B drift.
At ∼120 km the ion gyro frequency equals the ion-neutral collision frequency
and the plasma motion is equally influenced by the E × B forcing and by colli-
sions with the neutral gas, and below ∼90 km the ion motion is fully collision-
dominated so that that the ion gas motion is equal to the neutral gas motion.

However, even a very small collision frequency will have a measurable effect,
by causing heating of the ion gas and the neutral gas. This can be approached in
two ways: the Joule heating picture, where the ionosphere is a conductor with
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a finite resistivity, and the current generates heat; or the ion-frictional picture,
where ions in ordered E × B motion bump into neutrals and their motion be-
comes disordered, i.e. ordered kinetic energy becomes random thermal energy.
The equivalence of these two approaches is demonstrated by Thayer and Seme-
ter [2004], and which approach one chooses is generally based on what data you
are working with—if you measure electric fields and currents directly you’d use
the Joule heating approach, and if you measure bulk gas properites you’d use the
kinetic approach.

2.3.1 Joule heating: Currents in the ionosphere

Currents in the ionosphere are usually separated into three components: A field-
aligned current component J∥, the Pedersen current J𝑃 which is in the direction
of the component of the electric field orthogonal to the magnetic field (J𝑃 ∥ E⟂),
and the Hall current J𝐻 , which is a polarization current orthogonal to J∥ and
J𝑃 . Introducing the mobility coefficients 𝑘𝑖 = Ω𝑖/𝜈𝑖𝑛 and 𝑘𝑒 = Ω𝑖/𝜈𝑒𝑛 where Ω
are the ion/electron gyrofrequencies, and writing 𝑒 for the proton charge, the
ionospheric condictivities corresponding to the three current components are

𝜎𝑃 = 𝑛𝑒𝑒
𝐵 (

𝑘𝑒
1 + 𝑘2𝑒

+ 𝑘𝑖
1 + 𝑘2𝑖 )

(2.5)

𝜎𝐻 = 𝑛𝑒𝑒
𝐵 (

𝑘𝑒
1 + 𝑘2𝑒

− 𝑘𝑖
1 + 𝑘2𝑖 )

(2.6)

𝜎∥ =
𝑛𝑒𝑒
𝐵 (𝑘𝑒 + 𝑘𝑖) (2.7)

and the total current density is

j = 𝜎𝑃E⟂ − 𝜎𝐻
E ×B

𝐵 + 𝜎∥E∥ (2.8)

The Pedersen current is strongest near the altitude where Ω𝑖 = 𝜈𝑖𝑛, i.e. 𝑘𝑖 = 1.
This is primarily determined by the neutral density and composition. The Hall
current is strongest near the E region peak electron density.The Pedersen current
is of interest because it converts electromagnetic energy to heat.TheHall current
is orthogonal to the electric field and therefore non-dissipative, i.e. causes no
ohmic heating: j𝐻 ⋅ E = 0.

There are additional currents due to diffusion and gravity, and the neutral
windmodifies the current equations. For further reading, see Chapter 7 of Brekke



2.3. Collisional plasma 17

[1997].

2.3.2 Ion-frictional heating of the ion gas

Since there are ∼1000 neutral molecules for each ion, the neutral atmosphere
influences the motion of the ion gas far more than the motion of the ion gas
affects the neutral wind. The ion motion is controlled by the E × B drift and
ionospheric electric fields. There is some momentum transfer from the ion gas
to the neutral gas, but only on longer timescales, order of 20 minutes to several
hours in the dark polar ionosphere [Baron and Wand, 1983; Maeda et al., 2009].
On scales of a few minutes the ion gas motion does not have a large effect on the
neutral wind, and the two move essentially independently, with neutral velocity
vector (v𝑛) in one direction and the ion gas in another direction (v𝑖).

For timescales longer than around ten seconds and below ∼400 km, frictional
heating of the ions is reasonably well described by the equation

𝑇𝑖 − 𝑇𝑛 = 𝑚𝑛
3𝑘𝐵

(v𝑖 − v𝑛)2 (2.9)

𝑇𝑖 is the ion temperature, 𝑇𝑛 is the temperature of the neutral gas, 𝑚𝑛 is the
mean mass of a molecule of neutral gas, and 𝑘𝐵 is Boltzmann’s constant. vi and
v𝑛 are ion and neutral velocity vectors. See paper 1 for further discussion of this
equation, or St.-Maurice and Hanson [1982]. This simple relationship between
ion flow speeds and temperatures allows us to use temperature enhancements as
a proxy for reconnection-driven plasma flows. The neutral parameters are diffi-
cult to measure, so we often have to rely on models or long-term averages. Data
from the CHAMP spacecraft show that the average neutral wind near the cusp
is relatively slow, from stagnant to 200 m/s and directed poleward to westward
[Bjoland et al., 2015; Förster et al., 2008].

2.3.3 Ion-frictional heating of the thermosphere

The neutral gas is heated by particle precipitation and by ion-fricitonal heating,
similar to the ion gas. Thayer and Semeter [2004] give a review of different heat-
ing mechanisms. For ion-frictional heating they give the equation

𝛿𝐸𝑛
𝛿𝑡 = ∑

𝑖
𝑛𝑖𝑚𝑖𝜈𝑖𝑛(v𝑖 − v𝑛)2 (2.10)
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Figure 2.4: Electromagnetic energy deposition rates in the cusp computed from
several model 𝑁𝑒 profiles (colored lines) when the ion-neutral flow shear is 750
m/s, and UV and particle precipitation energy depositions (grey lines). The grey
lines were taken from Thayer and Semeter [2004]. The solid color profiles are
from ESR measurements; the dash-dotted color profile is the model in current
common usage. From paper 3.

or, equivalently (using Equation 2.9),

𝛿𝐸𝑛
𝛿𝑡 = 3𝑘𝐵

𝑚𝑛
∑
𝑖
𝑛𝑖𝑚𝑖𝜈𝑖𝑛(𝑇𝑖 − 𝑇𝑛) (2.11)

𝛿𝐸𝑛/𝛿𝑡 is the energy deposition rate for one neutral species. 𝑛𝑖 is the partial
number density of the ion gas, 𝑚𝑖 the mean molecular mass of the ion, and 𝜈𝑖𝑛
the ion-neutral collision frequency. The energy deposition rate is summed over
all available ion species, and the total energy deposition rate is the sum of all the
energy deposition rates into all neutral gas species.

In addition, particle precipitation and solar UV radiation will heat the ther-
mosphere. High-energy electron precipitation as found on the nightside will do
most of the heating at low altitudes (100–140 km) while the softer precipitation
in the cusp will deposit most of the energy at higher altitudes (150–200 km).



Chapter 3

The Solar Wind-Earth system

3.1 The Earth’s magnetic field

The Earth’s magnetic field can be approximated as the field of a dipole, located
inside the Earth, with a magnetic axis tilted 11.2° from the rotation axis of the
Earth. If the source of the magnetic field was confined to the Earth’s center, this
would be a reasonably good approximation of the field near the surface. However,
the Earth’s field has many contributions from magnetic sources in the crust and
mantle, and so the dipole model isn’t adequate for scientific use. Furthermore, the
Earth’s magnetic field is slowly changing, so anymodel fieldmust be updated reg-
ularly. The International Geomagnetic Reference Field (IGRF) model [Thébault et
al., 2015] is a detailed empirical model of the Earth’s internal magnetic field. It is
a spherical harmonic model updated every five years to account for the change
over time of the magnetic field, and is suitable for ionospheric work. It does not
take into account external sources (i.e. ionospheric, magnetospheric and solar
wind/magnetopause currents), so it will not model the magnetosphere or repro-
duce storm-time disturbances.

3.2 The solar wind

The solar wind is a stream of hot charged particles continuously flowing from the
Sun in all directions. It is a fully ionized plasma, consisting of protons, electrons,
and some helium nuclei. The solar wind is supersonic, meaning that the solar
wind is travelling away from the Sun faster than plasmawaves can travel through
the plasma towards the Sun.
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Figure 3.1: Illustration of the solar wind streaming off the Sun and shaping the
Earth’s magnetic field. The shape of the Sun’s magnetic field can be seen in the
shape of the solar wind structures coming off the sun. Credits: Magnetosphere:
NASA, the Sun: ESA/NASA SOHO

The solar wind carries with it a frozen-in magnetic field, called the interplane-
tary magnetic field (IMF). This field changes in strength and direction depending
on magnetic conditions when the wind was sent out from the Sun’s chaotic at-
mosphere.

3.3 The magnetosphere

The solar wind is a superconducting fluid. When the solar wind meets the Earth,
the magnetic fields of the Earth and the solar wind interact to deform the Earth’s
magnetic field, compressing it on the sunward side and stretching it into a long
tail on the nightside. A magnetic boundary called the magnetopause is created.
Boundary currents are induced in the magnetopause as the Earth’s field is dis-
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Figure 3.2: Sketch of magnetosphere cross-section, with reconnecting field lines.
Almost all of the magnetosphere is magnetically connected to high latitudes on
Earth. The solar wind is drawn directed southward (𝐵𝑍 < 0). The solar wind field
reconnects with the Earth fields, opening magnetic field lines in the magneto-
sphere. The reconnected field lines are dragged along with the solar wind and
drape over the magnetosphere tail. Numbers indicate how field lines map down
to the polar cap. From Hughes [1995].
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Figure 3.3: Anatomy of the magnetosphere, showing some of the regions and
currents of the magnetosphere. Of importance to this thesis is the cusp (labeled
0). From Sandholt et al. [2002].

torted. The magnetopause can be pictured as a distorted bubble, within which is
a region of space magnetically tied to the Earth, the magnetosphere. Outside is
the solar wind, which is connected to the Sun.

Figure 3.2 shows conceptually the interaction of the solar wind with the
Earth’s magnetic field, and how the dipole-like Earth field is compressed in front
and stretched into an elongated tail on the nightside. The tail extends for several
hundred Earth radiuses outward, and probably doesn’t have a sharp, well-defined
end.

Figure 3.3 shows a conceptual sketch of the magnetosphere with important
regions and currents marked. Of particular interest to this thesis are the cusps,
which are the funnel-shaped structures where the magnetic field lines from all
over the magnetopause (the magnetosphere surface) go down toward the Earth,
and through the magnetosphere into the ionosphere. The cusps are the most di-
rect paths of energy and plasma transfer between the solar wind and the iono-
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sphere.

3.4 Magnetic reconnection

As the solar wind streams past the Earth the solar wind’s magnetic field plasma
properties will be seen to change, while the direction of the Earth’s field stays
the same. When the solar wind field has a component antiparallel to the Earth’s
field at the magnetopause, the fields will connect when they meet at the mag-
netopause. The frozen-in condition will break down locally when the magnetic
field shear is very large, and plasma, momentum and energy can cross the mag-
netopause. Conceptually, we can think of this as both the solar wind field lines
and the Earth-connected field lines breaking apart at the reconnection point, and
the severed field lines re-attaching across the magnetopause.

The frozen-in approximation will quickly become valid again as solar wind
field lines convect outward. The solar-wind end of the field lines follow the solar
wind outward, pulling the Earth-attached end along, see Figure 3.2.

The newly reconnected flux tube will have a sharp kink immediately after
reconnection, and this kink is rapidly straightened as the flux tube is pulled along
with the solar wind. This accelerates the plasma on the field line in a process
somewhat similar to a slingshot: plasma is accelerated away from the kink in
both directions (points 1, 2, and 3 in Figure 3.2.)

Reconnection on the dayside maps down to the dayside on Earth. Reconnec-
tion also happens in the magnetospheric tail, across the mid-plane (points 6 and 7
in Figure 3.2), but here field lines are closed rather than opened. Plasma is ejected
both towards the Earth and into the solar wind (points 7 and 7’). The process is
the same as on the dayside, but auroral acceleration processes in the tail greatly
increases the energy of the precipitating electrons, creating the bright night-time
aurora.

Reconnection can often happen in bursts. Rather than a smooth and continu-
ous transfer of plasma and energy, a volume of field lines, a flux tube, reconnects
as a unit. The ionospheric signature will then also be pulsed [f.ex. Lockwood et
al., 1993b; Lockwood andWild, 1993; Lorentzen et al., 2007; Sandholt et al., 1993],
with the aurora brightening and fading for each pulse rather than a continuous
glow.

As new flux tubes are opened at the dayside and draped across the magneto-
sphere (points 3, 4 and 5), the internal flux tubes in the magnetotail are squeezed
together and the tail cross-plane reconnection rate increases. Because of the time
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Figure 3.4: Illustration of reconnection seen from the Sun, when IMF 𝐵𝑌 > 0. The
direction of relaxation of the flux-tube kink has a significant east-west compo-
nent, which maps down to the ionosphere. From Kivelson [1995].

it takes to drape the flux tubes over the magnetotail, nightside reconnection hap-
pens a while after dayside reconnection. Studies byHubert et al. [2006] andMilan
[2004, 2013] suggest that onset of high reconnection rate on the dayside is fol-
lowed by onset of high reconnection rate on the nightside with order of an hour
delay.

3.5 Open and closed field lines

A field line with both ends going into the Earth is called a closed field line. A field
line with one end on the Earth and one end in the solar wind is called an open
field line. The field lines near the geomagnetic poles are all open. The part of the
ionosphere that is on open field lines is known as the polar cap.

The aurora is primarily created by energy transferred on reconnected field
lines from the magnetopause in the dayside or the midplane of the magnetotail
on the nightside. This process places the auroral oval along the transition from
open to closed field lines, called the open-closed boundary.

The cusp and the daytime auroral oval is on open field lines, while the night-
time auroral oval is on closed field lines. This is because the dayside aurora is
created when field lines are opened on the magnetopause front, while the night
aurora is created when field lines are closed in the magnetosphere tail.
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If the IMF has a significant 𝐵𝑌 component, it will affect the polar cap flow.
Figure 3.4 shows that when 𝐵𝑌 is strongly positive, the pull on the ionospheric
footpoint will have a strong westward component in the northern hemisphere
(eastward in the southern hemisphere). This will also create strong eastward or
westward flow channels in the ionosphere. This is important when discussing
ion-frictonal heating in Section 2.9.





Chapter 4

The thermosphere and the
ionosphere

The ionosphere is the ionized component of the thermosphere, the upper part
of the Earth’s atmosphere. The thermosphere is weakly ionized, from ∼100 to
∼10 000 neutral molecules for each ion depending on altitude, ionospheric activ-
ity and solar activity. On lower latitudes the ionization is mainly due to solar
X-rays and extreme UV radiation, but at high latitudes precipitation of particles
from the magnetosphere and magnetopause/solar wind is also a significant con-
tribution to ionization.

The composition of the neutral atmosphere changes significantly through-
out the thermosphere. Below ∼200 km molecular gases dominate, but at higher
altitudes atomic gases begin to dominate.

Since the ions in the ionosphere are created from ionization of the neutral
gas, the composition of the ion gas also changes with altitude. The lifetime of a
free ion varies greatly: Below some 200 km it will recombine with a free electron
in a matter of seconds, but above 400 km it may survive for hours.

The ionosphere is commonly divided into three regions/layers: D, E and F.The
D region is the lowest, which lies between 60 and 90 km altitude. It only exists as
a distinct structure in the ionoization profile at daytime, when solar radiation can
produce ionization. Negative ions can exist in the D region because of the high
neutral density. Figure 4.3 shows typical midlatitude profiles with the locations
of the layers indicated.

Above the D region, from 90 up to 150 km altitude, lies the E region. This
region is dominated by molecular positive ions. The E region is created primarily
by solar X-ray and EUV radiation, and the solar ionization vanishes at nighttime.
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Figure 4.1: Model (A, B) thermospheric and (C) ionospheric constitutent gases
between 70 and 1000 km altitude, using the MSIS-E-90 [Hedin, 1991] thermo-
spheric model and IRI2012 [Bilitza et al., 2014] ionospheric model. Curves shown
are computed for 20 Dec 1998 at 08:50 UT (12 MLT) over the ESR site. A shows
the number densities of the gases, with the thick blue line showing the total num-
ber density. B shows the fractional distribution of each thermospheric gas, using
the same legend as A. Finally, C shows the fractional distribution of ionospheric
ions.
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Figure 4.2: Calculated ionization rates in the E and F regions for summer midlat-
itude thermosphere. Top: Production rates of the three important ions. Bottom:
Total ionization rates for different wavelengths of solar radiation. Wavelengths
are given in Ångstrøms: 1 Å = 0.1 nm. The line marked 9 corresponds to X-rays,
the other numbered lines to various parts of the ultraviolet spectrum. From Hin-
teregger et al. [1965]/Brekke [1997].
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Figure 4.3: Example electron density profiles for the midlatitude ionosphere for
day and night at solar maximum and minimum, showing the ionospheric region
peaks. From Richmond [1987]/Brekke [1997].

However, precipitation of magnetospheric particles can also create ionization at
this altitude at night.

Above the the E region lies the F region, from ∼150 km altitude up to the top
of the ionosphere. The F region is mainly composed of atomic ions. The peak ion
density normally lies between 300–400 km altitude. At this altitude ions can sur-
vive for hours before recombining with free electrons, and transport of F region
plasma from sunlit areas into the dark polar regions is an important mechanism
for creating horizontal gradients in polar cap ion density [e.g. Crowley, 1996;
Lockwood and Carlson, 1992; Semeter et al., 2003].

Figure 4.1 shows model profiles of thermospheric partial gases, and the frac-
tional distribution of the neutral [MSIS-E-90 model, Hedin, 1991] and ion gases
[IRI2012 model, Bilitza et al., 2014]. The models show the E region neutral gas
dominated by N2 with some O2, and a transition to an O-dominated thermo-
sphere. The dominant E region ion is NO+, with some O2

+ in the lower F region
and the F region otherwise dominated by O+. Above ∼600 km altitude, helium
and He+ become dominant. Note that these are model results, and actual com-
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position can vary significantly. For example, ionospheric heating can transiently
make the F region up to ∼350 km dominated by molecular ions [Lockwood et al.,
1993a].

The F region can sometimes during the daytime have a smaller peak below
the main peak. When this happens these peaks are named F1 and F2, with F1
lower and F2 upper.

The ionospheric ions and thermospheric atomic gases are the result of a com-
plex chain of ionization and recombination. The main ions produced directly by
photoionization of thermospheric neutral gases below ∼500 km are O2

+, N2
+ and

O+.The other ions as well as the atomic neutrals are formed in a complex chain of
chemical reactions. Solar UV and X-ray radiation can, depending on wavelength,
ionize atoms and molecules or directly dissociate molecules into neutral atoms
[Brekke, 1997, p. 207]. Table 4.1 lists various chemical reactions that create or de-
stroy ions. The reaction rates vary, see Brekke [1997] for more details. Reactions
involving negative ions occur mainly in the D region. The number of reactions
listed in the table hints at the complexity of ionospheric chemistry.

4.1 Ionospheric reference frames

Many phenomena in the ionosphere are strongly influenced by the geomagnetic
field. For this reason it is useful to define coordinate systems based on the geo-
magnetic field.

4.1.1 Geomagnetic coordinates in the ionosphere

There are several magnetic coordinate systems used for ionosphere studies. I
have used the Altitude Adjusted Corrected Geomagnetic coordinates (AACGM)
[Baker and Wing, 1989; Shepherd, 2014]. It is similar to the older Corrected Geo-
magnetic coordinates (CGM) [f.ex. Gustafsson et al., 1992], and for my purposes
they are interchangeable.

AACGM defines geomagnetic coordinates by means of two magnetic field
models: The IGRF model and a simple centered dipole model. Figure 4.4 illus-
trates the process. The AACGM coordinate is found by starting at some point at
or above the Earth’s surface, and following the IGRF model fieldline outwards
until it meets the magnetic dipole equatorial plane. Then it traces back along the
dipole field until it reaches the Earth’s surface, and the geographic coordinates
of this end point are the geomagnetic coordinates of the starting point. If the
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Table 4.1: Ion production/loss reactions in the thermosphere
Photoionization
N2 + hv ⟶ N2

+ + e
O2 + hv ⟶ O2

+ + e
O + hv ⟶ O+ + e
He + hv ⟶ He+ + e

Dissociative recombination
NO+ + e ⟶ N + O
O2

+ + e ⟶ O + O
N2

+ + e ⟶ N + N
Rearrangement
O+ + N2 ⟶ NO+ + N
O+ + O2 ⟶ O2

+ + O
O2

+ + NO ⟶ NO+ + O2
O2

+ + N2 ⟶ NO+ + NO
N2

+ + O ⟶ NO+ + NO
N2

+ + O2 ⟶ N2 + O2
+

Radiative recombination
O+ + e ⟶ O + hv

Electron attachment
O2 + M + e ⟶ O2

– + M
O + e ⟶ O– + hv

Electron detachment
O2

– + hv ⟶ O2 + e
O2

– + N2 ⟶ O2 + N2 + e
O2

– + O2 ⟶ O2 + O2 + e
O–2 + O ⟶ O3 + e
O– + O ⟶ O2 + e

Ion-ion recombination
O2

+ + O2
– ⟶ O2 + O2

O2
+ + O2

– + M ⟶ O2 + O2 + M
Adapted from Brekke [1997]. M can be one of several molecules able to absorb
excess energy from the reaction. Energetic photons are written as hv, and 𝑒 are
free electrons. Atoms and molecules will frequently be in an excited state (not

shown) after the reaction.
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Figure 4.4: AACGM coordinate definition. Coordinates are found by following
the red line outwards along the IGRF model field out to the dipole equatorial
plane, and then back along the dipole field (green). AACGM is undefined between
the two yellow lines. From Shepherd [2014].

outward trace encounters the Earth’s surface before it reaches the dipole equato-
rial plane, AACGM is undefined at the origin point. Since the Earth’s magnetic
field is slowly changing, the AACGM coordinate of a point on the surface is also
time-dependent.

Figure 4.5 showswhat theAACGMcoordinate system looks around theNorth
Pole. Features of particular interest are: 1) it points to the geomagnetic pole, cur-
rently located on Ellesmere Island, Canada. 2) the coordinate system is deformed.
This deformation is because themagnetic field is not perfectly centered inside the
Earth.

4.1.2 Magnetic local time (MLT)

Once we have a magnetic coordinate system, we can define a magnetic local time.
The principle is: A magnetic field line which crosses directly above the subsolar
point (the point on the Earth’s surface where the Sun is perfectly in zenith) is at
12 MLT, and 15° change in magnetic longitude corresponds to a change of 1 hour
MLT.

In practice there are complications, caused amongst other things by AACGM
not being defined everywhere. Different MLT calculators may well give different
results depending on the underlying algorithms.
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Figure 4.5: Geographic (grey) and AACGM coordinate grid (red magnetic longi-
tude MLON, green magnetic latitude MLAT) around the North Pole. Solid longi-
tude lines mark centers of time zones (15° wide), dashed lines mark edges. Mag-
netic local time (MLT) is constant along lines of constant MLON. The AACGM
grid is computed for 250 km altitude and epoch 2017.

MLT is often used as a Sun-aligned east-west coordinate, instead of magnetic
longitude which is fixed to the rotating Earth. Since the Earth’s magnetosphere
is day-night-oriented due to its interaction with the solar wind, the mapping of
the magnetopause to the ionosphere is also day-night-oriented.

In Longyearbyen, 12:00 MLT was around 08:50 UT around year 2000, and
is now (2017) around 09:10 UT according to the CGM calculator at http://
omniweb.gsfc.nasa.gov/vitmo/cgm_vitmo.html. It’s worth noting that the
AACGM calculator at http://sdnet.thayer.dartmouth.edu/aacgm/aacgm_
calc.php#AACGM gives 09:30 UT as the time of magnetic noon in Longyearbyen
(2017). Implementation issues aside, the MLT of a point on the Earth at a given
UT will have an annual oscillation (order of 5–10 minutes) due to the seasonal
north-south motion of the subsolar point, as well as a slow drift due to the grad-
ual change of the Earth’s magnetic field.

http://omniweb.gsfc.nasa.gov/vitmo/cgm_vitmo.html
http://omniweb.gsfc.nasa.gov/vitmo/cgm_vitmo.html
http://sdnet.thayer.dartmouth.edu/aacgm/aacgm_calc.php#AACGM
http://sdnet.thayer.dartmouth.edu/aacgm/aacgm_calc.php#AACGM
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4.2 The ionospheric cusp

The ionospheric cusp is the part of the ionosphere where the magnetospheric
cusp field lines map down to the ionosphere.The north-south location of the cusp
varies. The rotation of the Earth will in theory bring Svalbard underneath the
cusp every day, but it might be far to the north of the instruments in Longyear-
byen, or it could be right overhead, or a bit to the south. This is controlled by
the balance of reconnection on the dayside and nightside, and by how much the
solar wind compresses the magnetosphere front [Cowley and Lockwood, 1992;
Sandholt et al., 1994; Southwood, 1987]. Reconnection on the dayside opens flux
tubes and adds open flux to the polar cap, pushing the cusp a little equatorward,
while reconnection on the nightside, in the midplane of the magnetosphere tail,
will close flux tubes and remove flux from the polar caps, pulling the cusp to-
ward the pole. The day and night reconnection rates are balanced in the long
term, but not on a minute-by-minute timescale, so the cusp can move quite a lot
north-south while it’s overhead (the day studied in paper 1 and paper 2 is a good
example of this). As nice as drawings such as Figure 3.2 (page 21) are to look at,
we can’t actually see the field lines from the ground, and unfortunately we don’t
have the thousands of satellites that would be needed to map the magnetosphere
instantaneously and continuously. For this reason it’s necessary to identify sec-
ondary signatures of when the cusp is overhead. Sometimes a satellite with a
plasma spectrometer will pass overhead and measure the incoming particles di-
rectly, but most of the time we have to rely on what can be measured from the
ground.

4.3 Ionospheric effects of dayside magnetopause re-
connection

Reconnection sets up currents parallel to the magnetic field, known as field-
aligned currents (FACs) or alternatively Birkeland currents, after the scientist
Kristian Birkeland, who first suggested the existence of such currents. Electrons
are the primary current carriers, and the ionospheric signature of an outgoing
Birkeland current is the aurora, created by electrons accelerated along the field
lines, colliding with and exciting neutral atoms in the ionosphere. Large horizon-
tal current systems arise in the ionosphere, closing the circuit between incoming
and outgoing Birkeland currents. The horizontal currents dissipate reconnection
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energy as heat the ion and neutral gases, and the plasma in and around the polar
cap is set in motion.

4.4 Precipitation-driven ionization

The plasma on newly reconnected field lines will rain down into the ionosphere.
The light electrons arrive first, and their energy determine how deep into the
ionosphere they penetrate. Electrons precipitating in the cusp have relatively low
kinetic energy (∼0.2 keV) compared to nightside electrons (5–20 keV) [Brekke,
1997; Newell and Meng, 1992; Newell et al., 2004]. The precipitating electrons
heat the electron gas and ionize neutral atoms and molecules. A sudden increase
in ionization can be observed above ∼150 km [f.ex. Carlson et al., 2012].

4.5 The auroral oval

The auroral ovals are centered around the geomagnetic poles. The pole in the
northern hemisphere lies in northern Canada, so the oval is skewed to the north
in Europe and to the south in North America. The oval is wider on the nightside
than on the dayside, and it is always oriented toward the sun as the Earth rotates
under it. On the dayside the oval passes over Svalbard, or more correctly Svalbard
passes under the oval. Figure 4.7 shows an example of a model of the dayside
auroral oval [Sigernes et al., −0022–2011] crossing directly over Svalbard during
midwinter, when it is dark in the daytime on Svalbard.

This happy coincidence that the dayside portion of the auroral oval passes
over Svalbard is a great boon to auroral science. Longyearbyen, at 78° north, is
far enough north that there is hardly any twilight at noon aroundmidwinter, and
so the faint dayside aurora can be observed from the ground. The other locations
far enough north for optical observations of dayside aurora require organizing a
scientific expedition, while Longyearbyen is a fairly ordinary town with good in-
frastructure and easy access with regular mainland flights. Other locations where
the dayside aurora passes overhead and civil infrastructure is in place are too far
south. All of this makes Svalbard a hotspot of polar ionosphere research.
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Figure 4.6: Red and green aurora over Svalbard. EISCAT Svalbard Radar facility
in the foreground. Photo: Njål Gulbrandsen.

Figure 4.7: Illustration of the auroral oval over Svalbard on the dayside (Sval-
TrackII visualization). From Sigernes et al. [−0022–2011].
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Figure 4.8: Atomic oxygen excitation states producing red and green emissions

4.6 Auroral excitation, quenching and emission

The aurora can contain light of many different colours. The most prominent ones
are red and green, from atomic oxygen, and blue, from ionized molecular nitro-
gen. The blue aurora occurs on the lower edge of strong aurora, around 100 km.
The green, from 100–150 km, is usually the most visible to the naked eye, and
the red, normally 150–300 km, is faint at night. I will focus on the red and green
lines here.

Precipitating electrons will cause both ionization and excitation of neutrals.
An oxygen atom that’s struck by an electron may be excited into a higher energy
state. I will focus on the states named O(1D) and O(1S) in spectroscopic notation.
The ground state is named O(3P). Figure 4.8 show the relevant energy levels and
the light emitted from electrons leaping down one level. As the figure shows, an
excited atom in the 1S may decay to the 1D state, emitting a green photon of
557.7 nm wavelength. It may also decay directly to the ground state 3P, emitting
a photon of 297.2 nm ultraviolet (UVB) light, but this UV auroral light will be
absorbed by the lower atmosphere and not reach the ground. It will however be
detectable from space.

An atom in the 1D state can then decay to the ground state 3P. Because of
fine structure in the ground state the atommay emit one of two slightly different
wavelenghts, 630.0 nm or 636.4 nm (called the “red doublet”). The 636.4 nm tran-
sition has the lower transition probability of the two, and its light is about 1/3 as
intense in the aurora as the 630.0 nm emission [Vallance Jones, 1974; Kvifte and
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Figure 4.9: Model profiles of production of three metastable auroral excitation
states for a given particle influx. The dashed line shows the effect of quenching
of the red emissions. The blue N2

+ line has a narrow peak just below the broader
green emission. From Kamiyama [1966]/Brekke [1997], see Figure 9.26 of Brekke
[1997] (or Figure 7.26 of Brekke [2013]) for details.
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Vegard, 1947].
An oxygen atom in the ground state is most likely to be excited into the O(1D)

or O(1S) states by collision with an electron with kinetic energy around 10–20
eV. The precipitating electrons initially have energies than this (∼200 eV in the
cusp aurora, 5–20 keV in the nightside aurora), but gradually lose that energy in
collisions on their way down.

An important property of the 1D and 1S states is that they are so-called
“metastable” states. A differentway of describing this is that the transitions 1S −−→
1D and 1D −−→ 3P are “forbidden” transitions. Most excited atomic states will
decay spontaneously and emit a photon in a matter of microseconds or nanosec-
onds, but themetastable states havemuch longer lifetimes, for quantum-mechanical
reasons which I will not go into here. The average lifetime for the 1D state (red
emissions) is 110 seconds, and for the 1S state (green and UV emissions) 0.75
seconds. If the excited atom collides with another atom or molecule, the exci-
tation energy will be converted to kinetic energy, and the atom will go to a
lower-energy state without emitting a photon. This collision-driven conversion
of excitation energy to gas internal energy (heat) is called quenching.

Figure 4.9 shows profiles of excitation for three states: the two oxygen states,
and an N2

+ excited state that produces a blue emission. The oxygen excitation
rate profiles for the two states (middle and right solid lines) are very similar in
shape but differ by about an order of magnitude. The dashed line shows how
quenching limits the emission of the red auroral lines at lower altitudes to less
than the green line. The green line, with its much shorter lifetime, is mostly
quenched below 115 km.

The blue N2
+ emission shown in Figure 4.9 has a narrow peak slightly below

the O(1S) peak. In strong night-time aurora it shows up as a blue lower edge to
the auroral curtains.

Quenching causes the altitude separation of red and green aurora. If quench-
ing did not occur, the emission rates would be equal to excitation rates and would
follow the solid curves in Figure 4.9, and the red emission would dominate ev-
erywhere.

4.7 Cusp aurora

So why is the dayside/cusp aurora so much redder than the nightside aurora?
The answer to this question lies in the energy of the precipitating electrons. The
energetic nightside electrons penetrate down to 100–150 km altitude losing very
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Figure 4.10: Ionization rates by altitude for model electron beamswith a Gaussian
energy distribution and various mean particle energies. Q is the beam energy
flux (1 erg = 10−7 J), which is the same for all the modelled electron beams. From
Carlson et al. [2012], see also Chapter 3 in Sandholt et al. [2002].

little energy to collisions on the way down, and deposit almost all their energy
between 90–150 km altitude. The low-energy electrons in the cusp, on the other
hand, lose their energy much more gradually, and deposit their energy mostly
above 150 km where the red line emission is not quenched, and its excited state
1D is more frequently excited than the green-emission state 1S (see Figure 4.9).
Figure 4.10 shows how electrons of different initial energies deposit their energy
into the ionosphere through ionization: low-energy electrons ionize at higher
altiudes over a large altitude range, and higher-energy electrons penetrate deeper
and deposit their energy in a narrow energy range. Each electron has enough
energy to cause many ionizations, and will lose some of that energy with each
interaction. The same electrons will then cause excitation when their energies
are suitably low (10–20 eV).

Figure 4.11 shows a similar calculation from the perspective of the remain-
ing electron energy: incoming electrons lose energy with altitude for 1, 10 and
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Figure 4.11: Figure showing how precipitating electrons lose their energy when
coming down, for various initial energies and pitch angles. Low-energy electrons
lose their energy gradually between 150–300 km, while energetic electrons “hit
a wall” around 100–125 km. From Kamiyama [1967].

100 keV electrons and various pitch angles (angle between the electron velocity
vector and magnetic field). Although energies below 100 eV are not shown, we
can easily infer that the altitude range where precipitating electrons with initial
energy 200 eV are reduced to 10–20 eV where excitation is likely is much larger
(and higher up) than the similar excitation altitude range for 10 keV nightside
precipitating electrons.

The auroral spectrum contains many spectral lines and bands, and the pro-
cesses that create it are complex. I have only scratched the surface here. Inter-
ested readers may want to consult the textbooks suggested in the introduction,
particularly Chapter 8 of Schunk and Nagy [2009]; some classic works on the
subject are Chamberlain [1961] and Vallance Jones [1974].
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4.8 Polar cap convection

The polar cap is the area within the auroral oval. The polar cap is entirely on
open field lines, i.e. the magnetic field lines extend into the solar wind rather
than looping back to the Earth and closing on themselves. When flux tubes are
opened by dayside reconnection, the solar wind continues to blow past the Earth,
carrying the solar wind portion of the flux tube along. This motion maps down
to the ionosphere. The flux tubes stretch and drape over the magnetotail. As new
flux tubes open on the dayside magnetopause and are transported towards the
nightside by the solar wind, the open flux tubes pile up in the magnetotail.

As flux tubes are piled on top of the tail, the innermost tubes in the tail recon-
nect again to close flux. These newly closed flux tubes can then move around the
Earth to the dayside. This process drives the large-scale convection of plasma in
the polar cap. A very simple sketch of the process is shown in Figure 3.2 on page
21. The field lines numbered 1–9 show the progress of this dance. The numbered
field lines map down to the corresponding place in the polar cap, shown on the
globe on the bottom of the figure. Their footpoints move across the polar cap in
a two-cell pattern.

The principles of ionospheric convection in the polar cap were descibed by
Cowley and Lockwood [1992]. We can condense their description to three basic
ideas: (1) magnetic flux density is constant, (2) only reconnection can add or
remove magnetic flux from the polar cap, and (3) the polar cap tries to minimize
its circumference.

Constant magnetic flux density means that the are of the polar cap is propor-
tional to the amount of open flux inside it. The frozen-in approximation holds, so
plasma moves along with the flux. We can then model the polar cap as the flow
of an incompressible fluid. The process is shown in Figure 4.12. Row A shows
addition of flux to the polar cap. First shown is the initial polar cap, flux area F,
with magnetic local time (MLT) indicated. Additional flux dF is added, and the
area of the polar cap increases. The dashed line indicates a circle of equivalent
area. The plasma in the polar cap is set in motion in order to minimize the cir-
cumference, and a larger circle of area F+dF results. Row B shows the reverse
process, removal of flux by nightside reconnection.

In practice the polar cap never has time to fully relax after reconnection be-
fore the next disturbance occurs. There will be flux added on the dayside and
removed on the nightside, and the convection will be churning all the time. Row
C shows the combination of the dayside and nightside forcing, resulting in a
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two-cell convection pattern.
The actual polar cap flow is of course more complex than this, in particular

it is strongly influenced by the strength and direction of the interplanetary mag-
netic field. In the long term the dayside and nightside reconnection rates (amount
of flux added/removed per second) are equal, but on shorter timescales (minutes
to an hour) reconnection rates will frequently be unbalanced. This manifests as
the polar cap changing size on the same timescale, and one manifestation of this
will be that the aurora moves equatorward or poleward as flux is added or re-
moved (e.g. paper 1). See for example Cowley and Lockwood [1992], Moen et al.
[1995], and Moen et al. [2004b]; and Cousins and Shepherd [2010], Greenwald
et al. [1995], and Provan et al. [2002] for real-time radar mapping of the polar
cap flow.

4.9 Motion of a reconnected flux tube footpoint

That’s the global picture covered. Let us look at the reconnection of a single flux
tube. Figure 4.13 shows the Southwood [1987] model of a recently reconnected
flux tube, also known as a Flux Transfer Event (FTE). The thick black line is the
border of the flux tube. The thin black lines show plasma flow inside and around
the flux tube, dashed lines show horizontal Pedersen currents. Vertical lines show
incoming (solid) and outgoing (dashed) Birkeland currents, with an auroral form
on the outgoing current. The Pedersen currents close the current loop.

In addition to the aurora, the reconnection Birkeland currents sets the iono-
spheric plasma moving: an electric field between the two currents sets up an
E × B drift. The flux tube footpoint is pulled through the ionosphere along the
central streamline, and the ionospheric plasma outside the flux tube is pushed
aside and flows around it. The plasma is frozen-in, so no plasma crosses the thick
oval. The footpoint can be moving at speeds up to 3000 m/s shortly after recon-
nection, though 500–2000m/s is more common. Outside the thick oval is a slower
and less distinct return flow.

As the flux tube is pulled toward the nightside by the solar wind, the footpoint
and the aurora is pulled toward the pole and into the polar cap. The aurora will
fade after 5–10 minutes, and the convection around the footpoint will become
indistinct after 10–20 minutes [Oksavik et al., 2004, 2005; Rinne et al., 2007]. The
flux tube will gradually lose its identity as a distinct flux tube as it becomes iden-
tical to other spent flux tubes moving through the polar cap.
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Figure 4.12: Schematic of reconnection-driven polar cap plasma flow. Solid black
line is the open/closed boundary (OCB), closed loops with arrows are plasma
streamlines. Note that no plasma crosses the OCB except at reconnection. A:
Dayside reconnection adds flux tubes and plasma to the polar cap. B: Nightside
reconnection removes flux from the polar cap.C: Left, middle:The individual con-
tribution to the large-scale polar cap flow of dayside and nightside reconnection
and how the flow circularizes the polar cap, and the combined effect. Adapted
from Cowley and Lockwood [1992].
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Figure 4.13: The Southwood [1987] model of an ionospheric footpoint of a re-
cently reconnected flux tube. The footpoint convects along the centerline. No
plasma crosses the thick oval. The convection along the streamlines may cause
significant ion-frictional heating. From Oksavik et al. [2004].

From the ground, the aurora will be seen to be moving rapidly poleward.
Auroral arcs moving in this way are called Poleward Moving Auroral Forms
(PMAFs) [Moen et al., 2008; Sandholt et al., 1986, 1989, 1990; Sandholt and Lock-
wood, 1990; Sandholt et al., 1998], and are a key optical signature of dayside
reconnection and the ionospheric cusp.

In the event that IMF 𝐵𝑌 is strongly positive or negative, themotion of the flux
tube will have a strong eastward or westward component the first few minutes
after reconnection[Moen et al., 1999; Rinne et al., 2010]. This may increase the
initial speed of the flux tube footpoint.

Studies of cusp flow channels by the EISCAT Svalbard Radar [f.ex. Oksavik et
al., 2004, 2005; Rinne et al., 2007, 2010] show that cusp flow channels can be long,
at least 1000 km, and narrow, 50–200 km. The flow patterns of observed events
aren’t isolated, but are affected by previous events and by the large-scale struc-
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tures of the polar cap flow. Frequently only one flow vortex could be observed
[Rinne et al., 2007, 2011].

4.10 Ion upflow

The ionospheric plasma can often be observed to be moving up along the mag-
netic field. By upflow (or “thermal upflow”) we mean bulk motion upwards of all
the plasma in the measurement volume without significant distortion of the ran-
dom (thermal) distribution of motion of the molecules. Upflow occurs primarily
in the auroral zone, both on the dayside and nightside.

Ion upflows are sorted into two categories, Type 1 and Type 2 [Wahlund et
al., 1992]. Type 1 are driven primarily by heating of the ion gas, while Type 2 are
driven by electron gas heating. The two types are discussed in detail in paper 1.
They can be summmarized as follows:

When the ion gas is heated, it expands, like any other gas. Because the plasma
is frozen-in, it can only expand along the magnetic field. This causes the ions to
flow upward, in a Type 1 upflow.

When the electron gas is heated by precipitation, it expands, leaving the ions
behind. This charge separation creates an ambipolar electric field that holds the
electrons back and drag the ions along, in a Type 2 upflow.

4.11 Ion outflow and the ion fountain

The term outflow refers to ions on the topside of the ionosphere, moving at escape
velocity or faster. H+ in the upper ionosphere can become outflow at thermal
speeds, but heavier ions require some additional energy source. The magneto-
sphere contains a significant amount of O+ ions, which can only come from the
ionosphere. Yau and André [1997] describe various types of outflowing ions that
have been observed above the ionosphere. Unlike the bulk upflows found lower
down, where all of the plasma is moving, only some fraction of the ions are accel-
erated into upflows. Probably the ions with the largest thermal random velocity
interact with topsidewaves and precipitating particles to become accelerated and
escape the atmosphere.The loss rate varies with solar activity.Themaximum out-
flow measured by the DE-1 spacecraft, integrated over both polar caps, amounts
to around 3 × 1026 ions/second, or around 8 kg of oxygen per second [Yau and
André, 1997].
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Several energization mechanisms have been proposed and studied. Broad-
Band Extremely Low Frequency (BBELF) waves refer to low frequency electric
field fluctuations. The frequency range is not precisely defined, and different pa-
pers may use from 100 Hz to several kHz as an upper limit [f.ex. Burchill et al.,
2004; Jacobsen and Moen, 2010; Kintner et al., 2000].

The ion fountain is a phenomenon in the cusp/cleft area where ionospheric
ions are heated, increasing in speed, and are then driven upward by the ∇⋅𝐵 drift
(magnetic bottling effect). Meanwhile, the plasma is convecting into the polar
cap, and plasma upflow shuts off. The colder ions that were previously lifted fall
back down, while the most energetic ions are able to continue rising and move
into the magnetosphere. This is the “cusp/cleft ion fountain”, a process where
a fairly small area (the cusp/cleft) is the source of much of the O+ ion outflow
[Lockwood et al., 1985a,b; Yau and André, 1997].

4.12 Neutral upwelling in the cusp

The thermosphere in the cusp is heated by ion-frictional heating, and expands
upwards. This expanding “bubble” or “bulge” of rising gas will then have higher
density than cold thermosphere at the same altitude. Unlike plasma which is
constrained by the magnetic field, the heated gas can expand sideways, “spilling
over” as it rises. This limits the altitude to which it can rise [Carlson et al., 2012].

TheCHAMP spacecraft found an unexpectedly strong and consistent increase
in the cusp neutral density at around 400 km altitude [Lühr et al., 2004; Lühr and
Marker, 2013], up to a doubling of the thermospheric density.This thermospheric
bulge was colocated with intense small-scale field-aligned currents, suggesting
a link between dayside reconnection and the neutral density increase. This local-
ized density increase is unique to the cusp.
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Data sources

This chapter briefly describes the different instruments and models used for this
thesis.

5.1 EISCAT Svalbard Radar

The EISCAT Svalbard Radar (ESR) located outside Longyearbyen is one of sev-
eral inchoherent scatter radars operated by the European Incoherent SCATter
(EISCAT) organization. The other facilities are located in northern Norway, Swe-
den and Finland. The incoherent scatter technique allows direct measurement of
bulk plasma properties: electron density, ion temperature, electron temperature
and plasma motion. For details about the incoherent scatter technique, see f.ex.
Lehtinen and Huuskonen [1996], Nygrén [1996], and Wannberg et al. [1997]. In
this thesis I’ve used pre-analyzed data or applied standard analysis to derive the
plasma parameters from the raw radar observations.

The ESR has two parabolic dishes, one steerable and one fixed to point parallel
to the F region geomagnetic field, see Figure 4.6. The steerable dish is 32 meters
in diameter, and the fixed dish is 42 meters. The radar can operate both dishes at
the same time.

5.2 All-sky cameras

The University of Oslo operates several all-sky cameras (ASC, also referred to as
an All-sky Intensified Photometer (ASIP)) in the auroral zone. I have used the
cameras located in Longyearbyen and Ny-Ålesund.

49
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The cameras consist of fisheye optics with a 180° field of view and a filter
wheel. The wheel switches automatically between different bandpass filters that
only let a selected auroral wavelength through. A picture is taken for each fil-
ter wavelength one to three times per minute. The camera is equipped with an
intensifier that allows photographing very weak aurora. These instruments can-
not be operated in moonlight, as it would overwhelm and possibly damage the
intensifier.

5.3 Meridional scanning photometers

A meridional scanning photometer (MSP) is an instrument that contains several
photometers with narrow fields of view and a filter that only admits a selected
auroral wavelength. The photometers are pointed at a rotating mirror that scans
the field of view across the sky in a plane aligned with geomagnetic north (the
magnetic meridian). The MSP has high resolution in time and space along the
scan plane, and all wavelengths are observed simultaneously. Like the all-sky
cameras, the MSP cannot operate in moonlight.

The University Center on Svalbard (UNIS) operates an MSP at the Kjell Hen-
riksen Observatory (KHO), near the EISCAT site. It was originally located at the
Auroral Station in Adventdalen, nearer to Longyearbyen. The KHO opened in
2008 and took over the Auroral Station’s instruments.

The University of Oslo operated an MSP in Ny-Ålesund, at the Sverdrup Sta-
tion, from 1998 to 2007.

5.4 Atmospheric models

Temperature and molecular composition of the neutral gas, and the composition
of the ionosphere, are some parameters that aren’t always possible to measure
in real time. It is then necessary to rely on models for these parameters. I have
used various iterations of theMSIS model [Hedin, 1987; Hedin, 1991; Picone et al.,
2002] for the neutral parameters. Mostly I have used MSIS-E-90 [Hedin, 1991], as
it has a published scriptable web interface. I also used the 2012 version of the In-
ternational Reference Ionosphere (IRI) model [Bilitza et al., 2014] for ionospheric
composition. These empirical models are based on satellite and ground-based
datasets covering several solar cycles, but much of the data they are based on
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come from lower and middle latitudes, and they may not be very accurate in po-
lar regions [f.ex. Moen et al., 2007]. The models are actively being developed and
the number of ground-based and space-based instruments that can contribute to
the models is ever increasing.

The IGRF geomagnetic field model has already been introduced in Chapter 3.
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Chapter 6

Summary and conclusion

6.1 Paper abstracts

6.1.1 On the relationship between flux transfer events, tempera-
ture enhancements and ion upflow events in the cusp iono-
sphere

Full citation: Å. Skjæveland, J. I. Moen, and H. C. Carlson [2011]. On the Re-
lationship between Flux Transfer Events, Temperature Enhancements and Ion
Upflow Events in the Cusp Ionosphere. J. Geophys. Res. A10305. doi: 10.1029/
2011JA016480.

Abstract: A transit of the dayside aurora across the field-of-view of the EIS-
CAT Svalbard Radar occurred on 20 December 1998. This offered an excellent
opportunity to study the spatial structure of the cusp/cleft aurora using merid-
ian scanning photometer and incoherent scatter radar. We were able to identify
distinct regions of upflow driven by ion heating (type 1) and upflow driven by
electron heating (type 2) around poleward-moving auroral forms, a transient au-
roral feature tied to flux transfer events. A quiet period before the auroral transit
allowed us to estimate a neutral temperature profile, which enabled calculation
of the ion-neutral relative wind.We found evidence for purely ion heating-driven
upflow equatorward of the cusp auroral boundary, and for electron heating-driven
upflow near the equatorward auroral boundary. The greatest upflow occurred
near the center of the cusp aurora when both ion and electron temperatures
were enhanced. The observed upflows were greater than expected from ambipo-
lar diffusion alone, suggesting that ion-neutral frictional heating did contribute
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to upflow events in most cases. The great variability observed in ion temperature
indicates that the ion flow was greatly structured within the aurora. Type 1–2
upflows may be considered as spatial structures of active cusp. Upflows are ob-
served at various times in their evolution, and one upflow event, estimated to be
5–10 minutes old, showed a lifting of the F region of some 100 km, indicating a
hybrid of type 1 and type 2.

6.1.2 Whichcusp upflowevents can possibly turn into outflows?

Full citation: Å. Skjæveland, J. Moen, and H. C. Carlson [2014]. Which Cusp
Upflow Events Can Possibly Turn into Outflows? J. Geophys. Res. Space Physics
119.8, 2013JA019495. issn: 2169-9402. doi: 10.1002/2013JA019495.

Abstract: Two sequences, before and after magnetic noon, respectively, of
poleward-moving auroral forms with associated upflows situated above the Eu-
ropean Incoherent Scatter Svalbard Radar allowed close study of ion upflow dy-
namics. We find that flux intensity is correlated with plasma temperature and
that upflowing plasma undergoes acceleration proportional to the slope of the
velocity profile and to the velocity at each altitude. The potential for upflows to
lift thermal plasma to regions where broadband extremely low frequency electric
field activity can cause nonthermal acceleration leading to outflow is examined.
Equations for estimating the travel time of upflowing plasma are presented. We
find that around 40% of the observed upflow profiles with a unit number flux
greater than 1 × 1013  m−2  s−1 can transport plasma from 500 to 800 km altitude
in less than 10 min, approximately the typical lifetime of pulsed upflow events.
Almost all such profiles can transport plasma from 600 to 800 km in the same
time span. Typical transport times for other altitude ranges are also presented.
Post magnetic noon the background electron density was somewhat higher than
prenoon due to transport of EUV-enhanced plasma, and the postnoon ion flux
was somewhat weaker than prenoon.

6.1.3 A statistical survey of heat input parameters into the cusp
thermosphere

Full citation: Å. S. Skjæveland, H. C. Carlson, and J. Moen [2017]. A Statistical
Survey of Heat Input Parameters into the CuspThermosphere. Submitted to Jour-
nal of Geophysical Research Space Physics.

https://doi.org/10.1002/2013JA019495
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Abstract:Based on threewinters of observational data, we present those iono-
sphere parameters deemed most critical to realistic space weather ionosphere
and thermosphere representation and prediction, in regions impacted by vari-
ability in the cusp.The CHAMP spacecraft revealed large variability in cusp ther-
mosphere densities, measuring satellite drag enhancements exceeding 20% half
the time, including up to doublings. The community, while still seeking consen-
sus on driving mechanisms, recognizes clear need for more realistic representa-
tion of plasma flow-speeds [flow-jets] and electron density profiles [conductivi-
ties] near the cusp [correlation studies]. Existing average-value models produce
order of magnitude errors in these parameters, resulting in unacceptably large
underestimations of predicted drag. Herein we fill this critical knowledge gap
with statistics-based specification of these key parameters over their range of ob-
served values. The EISCAT Svalbard Radar [ESR], when within reach of the cusp,
tracks plasma flow 𝑉𝑖 , electron density 𝑁𝑒 , and electron, ion temperatures 𝑇𝑒 ,
𝑇𝑖 , with consecutive 2–3 minute windshield-wipe azimuth scans of 1000 × 500
km areas, elevation scans doing likewise. Critically, staring parallel to Earth’s
magnetic field lines it can measure high-resolution profiles of these plasma pa-
rameters. Deriving statistics on these parameters for conductivities and plasma
flow fields, we enable derivation of thermosphere heating rate profiles under
background and frictional-drag-dominated magnetic reconnection driven flow-
jet conditions. Use of our new data-based parameter inputs can make order of
magnitude corrections to input data driving thermosphere models, enabling re-
moval of previous two-fold drag errors.

6.2 Summaries

Figure 6.1 shows the intrument configuration used in paper 1, 2 and parts of 3. A
630.0 nm all-sky image is projected to 250 km altitude and shown on a map. On
this image is drawn a line showing the scan plane of the Ny-Ålesund MSP, with
north and south zenith angles in the MSP field of view indicated. The red dot is
the location of the MSP and all-sky camera, and the white dot is the location of
the field-aligned ESR beam at 250 altitude, located at 32° south zenith angle in
the MSP view.The figure shows an auroral form located overhead in Ny-Ålesund
and poleward of the MSP beam.

Figure 6.2 illustrates the field-aligned radar mode, used in all three papers.
This mode is useful since all the plasma in the beam is subject to the same mag-
netopause inputs, and the resulting structures in the ionosphere are field-aligned.
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Figure 6.1: Scan plane of the Longyearbyen MSP and a Ny-Ålesund ASC image
of red cusp aurora, projected to 250 km altitude. MSP zenith angles and location
of ESR beam indicated (beam width not to scale).

A disadvantage compared to f. ex. a northward-pointing beam is that the evolu-
tion of individual flux tubes can’t be observed.

6.2.1 Paper 1: Ion upflows

To determine the main drivers of cusp ion upflow, we carried out a case study
of the dayside aurora on 20 December 1998. The data used are: field-aligned
radar data from the ESR, MSP data from Ny-Ålesund, and ASC images from Ny-
Ålesund. Optical data from Longyearbyen were available, but not useful due to
haze and clouds.

Figure 6.3 shows the radar and MSP data used in paper 1, divided into five
regions R1–R5, based on observed characteristics of upflow, and 𝑇𝑖 and 𝑇𝑒 en-
hancements. Four upflow and heating events are labelled E1–E4. Figure 6.4 shows
a zoomed-in view of the same data.
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Figure 6.2: Illustration of the field-aligned radarmode.The radar beam is held par-
allel to the geomagnetic field (B) while the ionospheric plasma convects across
it. The different colors and patterns indicate that frozen-in plasma on nearby flux
tubes can have quite different properties, for example high or low electron den-
sities and electron/ion temperatures. These different properties are observed as
time variations when the flux tubes are transported across the radar beam by
E ×B drift.

The paper carries out a minute-by-minute examination of the relationship
between poleward-moving auroral forms (PMAFs), ion and electron gas heating,
and ion upflow. The paper describes ion upflows observed on 20 December 1998
by the Eiscat Svalbard Radar. The dayside aurora moved across the radar beam
as the polar cap shrank and grew due to unbalanced dayside- nightside recon-
nection. The paper focuses on a transit during an equatorward expansion of the
auroral arc from 08:45 UT to 09:45 UT (see MSP data in Figure 6.3E). As the au-
rora moved equatorward, it brightened and launched a series of PMAFs, which
have been previously identified as signatures of flux transfer events [Moen et al.,
2004a], i.e. discrete reconnection events. Strong ion and electron heating well as
simultaneous upflow was observed when these PMAFs transited the radar beam.
The link between upflows and PMAFs in this dataset was explored by Moen et
al. [2004a]. We investigate the drivers of ion upflow through electron and ion
heating in this paper, identifying one type 1 upflow and several type 2 outflows
[Wahlund et al., 1992], as well as noting that upflows may well contain the char-
acteristics of both types.

The paper also estimates the ion-neutral velocity shear (Δ𝑣 = |v𝑖 − v𝑛|) from
the ion temperature enhancement (Δ𝑇 = 𝑇𝑖−𝑇𝑛) using Equation 2.9 and discusses
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Figure 6.3: Figure 2 from paper 1. Panels A–D show field aligned radar data: A)
electron density (log10 scale), B) electron temperature, C) ion temperature, D) ion
line-of-sight velocity. Panel E) shows 630.0 nm MSP data from Ny-Ålesund, with
location of ESR beam at 250 km altitude marked by white line. Regions R1–R5
are marked on the bottom of the figure, with vertical black lines marking borders
between regions. Ion heating events E1–E4 are marked in panels C and D.
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Figure 6.4: Figure 4 from paper 1. Panels A–B show field-aligned radar data
from selected altitudes: A) shows ion and electron temperatures at 300 km, B)
shows ion line-of-sight velocity at 490 km. C) shows ion-neutral velocity shear
calculated for three different values of ion temperature anisotropy. D) shows Ny-
Ålesund MSP data for 630.0 nm emissions. Regions and events as in Figure 6.3.
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Table 6.1: Table 1 from Skjæveland et al. [2014], showing calculated travel times
of upflowing plasma to and from various altitudes, for three different models of
upflow. See paper for details.

the problem of ion temperature anisotropy, i.e. the possibility that the ion thermal
velocity distribution is not spherical but elongated in the direction orthogonal
to the magnetic field [McCrea et al., 1993; St.-Maurice and Schunk, 1977]. The
paper shows calculations for the ion-neutral velocity shear deduced from the ion
temperature for varying degrees of anisotropy (Figure 6.4C), with no anisotropy
giving the lowest Δ𝑣 . We do not discuss the issue of anisotropy in the other
papers, implictly assuming no anisotropy.

The conclusion of the paper is the following observations:
1) A type 1 upflow was observed when the aurora was just poleward of the

radar beam, and outside the auroral precipitation.When the beamwaswithin the
auroral oval but 𝑇𝑖 was not significantly elevated, the observed type 2 upflow
was comparable to that predicted by ambipolar upflow alone. Elevated 𝑇𝑖 was
connected with auroral transients.

2) The strongest upflows were observed within the auroral transients, when
both 𝑇𝑖 and 𝑇𝑒 were elevated. The peak flows were not centered in the auro-
ral transients, but near their edges, consistent with the Southwood [1987] FTE
model.

3) the ion flow in and around the aruroral transients is fine-structured, con-
sistent with narrow plasma flow channels set up by flux transfer events.

6.2.2 Paper 2: Upflows that feed outflows

This paper attempts to answer the question “Which cusp upflows can reach out-
flow energization altitudes?”. To do this, we look again at the data from 20 De-
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Figure 6.6: Figure 4 from paper 2. A) shows a sequence of ion flux profiles (the
effect of the diverging geomagnetic field has been removed) approaching a con-
stant value (dashed line) with increasing altitude. Points marked in red are used
to compute constant-flux value. B) shows the ion line-of-sight measurements for
the same times, and a linear fit to the velocity profile. Green line marks 100 m/s,
the upflow threshold defined by Ogawa et al. [2009].
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cember 1998, but this time we look at the ion number flux density (shorthand
“ion flux”) along the magnetic field. We examine the ion flux and bulk upflow
of plasma to find travel times to altitudes where nonthermal processes may en-
ergize the plasma and create outflow, quantify the expected transport time for
three different models of upflow.

The data used are: field-aligned radar data, Ny-Ålesund MSP, DMSP F13 ion
flow data. The DMSP ion data are used to verify that the ion flux measured by
ESR, at the furthest edge of its field of view, is in agreement with the ion flux
measured in situ by the DMSP spacecraft. Figure 6.5 shows the measured ion
flux and overview plots of MSP and radar data.

Where paper 1 looked at upflows event by event, this paper takes a statis-
tical approach. We describe the typical characteristics of the flux we observe
within upflow events: When the ion flux exceeds 1 × 1013 m−2 s−1, the flux is
typically fairly constant with altitude (implying that the upflow does not change
the plasma density) from ∼100–200 km above the F2 𝑛𝑒 maximum and to the end
of the radar field of view. The flux increases significantly with altitude from the
𝑛𝑒 maximum and up to 100–200 km above, and we name this the “source region”,
since the increase in ion flux with altitude means that plasma is leaving this re-
gion and being transported upwards, and the lost plasma is not fully replaced
from below. Figure 6.6 shows examples of ion upflows and the corresponding
ion fluxes.

Theoretically, the topside ion number flux per unit magnetic flux should be
constant with altitude. Since the geomagnetic field diverges as the altitude in-
creases (the flux tubes widen), this means that the ion number flux per unit area
decreases with altitude. To simplify the figures and calculations, we have scaled
all measured ion fluxes as if the geomagnetic field didn’t diverge, using the geo-
magnetic field strength at 500 km altitude as the reference point.

Since the radar beam is static we cannot track the complete evolution of indi-
vidual upflow events. All we have is a cross section as the event travelled across
the radar beam.We therefore defined three independent ways of calculating how
far the plasma will travel in an upflow event, based on three different sets of as-
sumptions for the upflow structure and evolution. The resulting travel times are
listed in Table 6.1, and they are in good agreement with each other.

We searched the literature for likely energy sources, and found that the broad-
band extremely low frequency (BBELF) waves in the topside ionosphere was a
good candidate. Such waves are very common above ∼1000 km, but common
down to 800 km and have been observed as low as 600 km. The BBELF phe-
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nomenon is not sharply defined, but is, essentially, any broad-spectrum oscilla-
tion of the local electric field from a few Hz up to 10–100 kHz depending on the
study. As such, it is a “grab-all” term for topside electromagnetic wave activity,
whatever the energy source of the wave.

The conclusion of the paper is: Assuming that the lifetime of an upflow event
is comparable to that of a PMAF (8–10 minutes), we found that it was very un-
likely that plasma from around 400 km altitude would be transported to above
800 km altitude, a likely region for outflow energization. However, plasma from
600 km or above would easily be transported 200 km ormore into altitudes where
outflow energizations are increasingly likely.

In the appendix, we make note of the empirical observation that ion veloc-
ity profiles within upflows tend to increase approximately linearly with altitude,
and we derive equations of motion for upflowing plasma parcels based on this
empirical observation.

6.2.3 Paper 3: Cusp heating: How often, how strong

This third paper focuses on the question “What are the actual energy deposition
rates in the dynamic cusp?”. We attempt to quantify the ion-frictional part of the
energy deposition. To find this it is necessary to know the inputs to Equation
2.11. The plasma density and the ion temperature 𝑇𝑖 are measured directly, the
rest must perforce be taken from models.

The data used are: ESR field-aligned mode and scanning mode. Ny-Ålesund
ASC and MSP and Longyearbyen MSP quicklooks were used to verify that the
field-aligned radar beam was within or near the cusp aurora at least some of the
time for each day analysed, although periods of each day without optical data
were also used.

Rather than just computing energy rates minute by minute, we wanted statis-
tics of how common ion-frictional events in the cusp are, as well as separate typ-
ical deposition rates for when the cusp was reconnection-enhanced and when it
was quiescent.

Dayside reconnection, with its softer electron precipitation and absent or
faint E layer, will deposit its energy in the thermosphere differently than in the
night-side. At night the direct precipitation as well as the ionization will be fo-
cused on the E region, while for the dayside both will be higher up and spread
over a larger altitude range (see Section 4.7, particularly Figures 4.10 and 4.11).
Carlson et al. [2012] demonstrated that the thermospheric effect of a given en-
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ergy input was strongly dependent on altitude, and that dayside reconnection
could cause the neutral upwelling observed by CHAMP when the energy depo-
sition occurred at 170–200 km altitude rather than ∼125 km as is typical on the
nightside.

A scanning mode of the ESR was used to gather statistics on the rate of oc-
curence of reconnection in the cusp, using structured enhanced ion temperature
as a proxy for reconnection. Figure 6.7 shows a scan in elevation, where the scan-
ning plane is aligned with the magnetic meridian. The 𝑇𝑖 panel shows two ion
heating events, a weaker between 74° and 75° magnetic latitude (MLAT), and a
stronger between 77°–78° MLAT. The enhanced 𝑇𝑒 north of 74° MLAT indicates
that this region is on open field lines.The scanning mode does not have sufficient
resolution to study 𝑛𝑒 enhancements below 200 km.

Figure 6.8 shows a different scanning setup where the elevation is held con-
stant and the beam is moving in azimuth, sweeping a conical surface. Here an ion
heating event can be identified at 74° MLAT, in the middle of a transient plasma
flow channel 200 km wide.

From these scanning data, we recorded the largest observed 𝑇𝑖 in each scan
and compiled statistics of heating events in/near the cusp. The result is shown
in Figure 6.9A, with B showing the same statistic computed using field-aligned
data for comparison. This statistic tells us how common heating events are; field-
aligned data underestimate this becausemany heating events transit rapidly across
the radar beam or do not cross the radar beam at all.

Further, six days of field-aligned ESR data from the cusp in winter near so-
lar maximum were analyzed. The precice times when the radar beam was in the
cusp were identified, primarily from the radar signatures of the cusp. We then di-
vided the cusp into “quiescent” and “reconnection-enhanced” states. Figure 6.10
shows the statistical profiles and the distribution of the radar data. Also shown
are model 𝑛𝑒 (IRI) and 𝑇𝑛 (MSIS) profiles. The IRI model 𝑇𝑖 profile (not shown)
was practically identical to the MSIS 𝑇𝑛 profile.

It turned out that because of the geometry and timing of the ionospheric sig-
nature of reconnection events, while 𝑛𝑒 (below ∼200 km) and 𝑇𝑖 (throughout the
F region) will both be enhanced, the two enhancements do not quite overlap in
space and time, and the narrow field-aligned radar beam would frequently only
see one or the other of the enhanced signatures. We therefore made two indepen-
dent sets of “quiescent” and “reconnection-enhanced” data; one for 𝑛𝑒 and one
for 𝑇𝑖 . Figure 6.10 shows the resulting profiles for 𝑛𝑒 and 𝑇𝑖 , both quiescent and
enhanced.
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The result of this paper is 1) the statistics of ion heating events in the cusp,
observed by scanning-mode radar, from which reconnection rate and magnitude
can be inferred, and 2) representative electron density and ion temperature pro-
files for quiescent and active cusp. The results for 1) are shown in Figure 6.9,
where similar statistics for field-aligned data are shown for comparison. As we
expected, the scanning-mode finds heating events in the cusp significantly more
often than a static field-aligned beam. Results for 2) are shown in Figure 6.11, with
deposition rates according to Equation 2.11 for a range of plausible ion-neutral
plasma drifts shown in Figure 6.12. Of particular note is the IRI2012 model 𝑛𝑒
profile, which is a different shape than and around an order of magnitude less
than the empirical profiles. As a consequence, energy deposition rates computed
using this model profile will also be low by an order of magnitude.

6.3 Conclusion

I opened this thesis with three science questions:

1. What are the major drivers for cusp ion upflows?

2. Which cusp upflows can reach outflow energization altitudes?

3. What are the actual energy deposition rates in the dynamic cusp?

We have presented a paper to answer each question. Paper 1 analyzed cusp up-
flow drivers in detail, separating the ambipolar flow from the ion-heating-driven
upwelling and teasing out information about the internal flow structure in the
upflow and heating events. The strongest upflows occur when both 𝑇𝑒 and 𝑇𝑖 are
enhanced, and occur near the edges of auroral forms rather than their center.

Paper 2 then found that the studied upflows were fully able to lift plasma
from 600 to 800 km in their lifetime, providing a source of fresh plasma to the
nonthermal energization mechanisms on the top of the ionosphere. The upflow
would draw plasma from the region between ∼300–450 km while doing so.

Paper 3 presents empirical profiles of electron density and ion temperature
when the cusp ionosphere (below 200 km) is reconnection-enhanced vs. quescent.
This is a vital input to models seeking to reproduce the thermospheric upwelling
in the cusp first seen by the CHAMP spacecraft. The paper also presents data on
how often heating events able to cause such upwellings occur: knowledge of this
is essential in modelling the occurrence rate of the thermospheric upwelling and
its effect on low-orbiting spacecraft.
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These three papers collectively add to the available knowledge of vertical
transport in the cusp, enabling better modelling and forecasting of the dayside
ionospheric weather. This is relevant to radio communications and precise nav-
igation in polar regions as ionospheric activity can cause strong gradients and
turbulence in the ionosphere, modifying radio signals.

6.4 Future work

Possible future work include collecting more statistics on the cusp upflow and
heating phenomena studied here, for the purpose of real-time prediction of up-
flow and upwelling. The work here uses a few days of data under quiet to mod-
erately active conditions. To include accurate model profiles in general-purpose
ionospheric models it is necessary to gather a large volume of cusp data over a
wide range of ionospheric activity levels, sunspot numbers and all seasons. Ded-
icated long-term radar runs such as the International Polar Year runs will be
necessary.

Volumetric radar such as the existing Advanced Modular Incoherent Scat-
ter Radar (AMISR) facilities in North America and, in the longer term, the EIS-
CAT_3D radar facilities with overlapping fields of view planned in northern Scan-
dinavia, will greatly increase knowledge of heating and upflow phenomena, by
measuring the whole event throughout its lifetime. Unfortunately EISCAT_3D
won’t see the cusp over Svalbard, and there are as of yet no plans to build vol-
umetric ISR on Svalbard. Volumetric measurements of sunlit cusp from AMISR
should be transferable to Svalbard, but ESR remains alone in being able to ob-
serve the dark midwinter cusp.
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Figure 6.7: Figure 2 from paper 3. Example of elevation scanning mode of the
ESR. The gray lines indicate AACGM MLAT (parallel to the geomagnetic field).
The arrow below the radar fan shows direction of radar beam motion. Electron
temperature indicates that 74° MLAT and north are on open field lines. Two ion
heating events are observed in subfigure c: a lesser at 74°–75° (ringed in grey)
MLAT and a greater at 77°–78° MLAT (ringed in black).
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Figure 6.8: Figure 3 from paper 3. Example of azimuth scanning mode of the ESR.
Red lines indicate AACGM MLAT. Black arrows show direction of radar beam
motion. Black lines indicate altitudes (150, 200, 400, 600 km). An MLAT-aligned
ion heating event is ringed in black at 74° MLAT.
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Figure 6.9: Figure 17 from paper 3. A) 𝑇𝑖 heating occurrence rate from scanning-
mode data, in the form of a cumulative histogram. Bar 𝑥 shows the occurrence
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Figure 6.10: Figure 7a, c; 9b, d from paper 3. Statistical profiles for 𝑛𝑒 and 𝑇𝑖 , on
top of the data used to compute them. Left column shows 𝑛𝑒 data, right column
shows 𝑇𝑖 data. Top row shows quiescent data, bottom row shows enhanced data.
Both median and averages are shown, as well as IRI2012 𝑛𝑒 and 𝑇𝑖 and MSIS 𝑇𝑛.
The model 𝑇𝑛 and 𝑇𝑖 are practically identical.
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Figure 6.12: Figure 15a, c, d from paper 3. a shows heating deposition rates us-
ing all statistical 𝑛𝑒 profiles for Δ𝑣 = 750 m/s, and gray curves show VUV and
particle precipitation energy depositions from Thayer and Semeter [2004]. c, d
show deposition rates for selected 𝑛𝑒 profiles for Δ𝑣 =2000/3000 m/s. The red
vertical markers indicate the positition of the 200-km value and peak value of
the 𝑛𝑒 profile labelled “𝑁𝑒(𝐸𝑁𝑒)” in A).
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Appendix A

Corrections

A.1 Correction to Paper 1

The word “outflow” is used incorrectly in sections 4.1 and 4.4 of the paper. The
correct word is “upflow”, as the paper does not study outflow, only upflow.While
outflowmight concievably exist in the ESR’s field of view as a long-tail part of the
plasma velocity distribution, it is not visible in this analysis which only shows
the average bulk velocity.
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