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Abstract

Computations in general insurance are often based on models such as the collective risk model, which uses a compound distribution to describe the aggregated losses. A critical part of this model is the uncertainty of claim sizes. The claim sizes are typically modeled through simple two-parameter distributions where their fit are assessed by Q-Q plots. Another approach is to use more flexible distributions which can be fitted to different samples, everything between light-tailed and heavy-tailed distributions.

We will use an extended Pareto model with three parameters and a 4-parameter model with some of the standard two-parameter families as special cases. We use Monte Carlo-simulations to analyze how well the 3- and 4-parameter models estimate the reserve compared to the special cases Gamma, Weibull and Pareto distribution. More parameters provide a more flexible model, but it also means that the uncertainty becomes larger in the reserve estimate. We use error analysis to determine how well the models performs for the different distributions and for varying sample sizes.

Finally, we find that the 3- and 4-parameter models provide a good fit for sample sizes $n = 5000$ and $n = 500$, and partly for $n = 50$. We find that the 4-parameter model is superior to the 3-parameter model. Also, the 4-parameter model is slightly overestimating the reserve which makes the 4-parameter model a safe and conservative choice for the claim size distribution.
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Chapter 1

Introduction

Ever since Filip Lundberg introduced collective risk theory in 1909, the collective risk model has become the dominant model used in actuarial risk theory [Ramsay, 2008, p. 2]. It is a model for the aggregated losses, i.e. the total amount paid on all claims occurring in a fixed time period on a defined set of insurance contracts. The aggregated loss has a compound distribution with two main components. One characterizing the claim frequency and another describing the claim sizes. The claim sizes are taken to be independent, identically distributed random variables. They are also independent of the number of claims produced [Kaas et al., 2008, p. viii]. Hence, the total claims is the sum of a random number of iid individual claim amounts.

Claim sizes in non-life insurance are typically modeled through well known two-parameter distributions, such as Gamma, Weibull or Pareto, that have the best possible fit of the claim data. The goodness of fit of a distribution can be determined by statistical tests and probability plots [Arik and Umbleja, 2010, p. 28]. An alternative to this is to use richer classes of distributions with the well known models as special cases. An example is the extended Pareto model with three parameters, where the choice of parameter values can distinguish between the heavy-tailed, ordinary Pareto, the light-tailed Gamma, or something in between. In order to make a distribution more flexible, we can increase the number of parameters in the distribution. On the other hand, the uncertainty will also become larger when we estimate the aggregated loss, and furthermore the reserve. Regulators demand sufficient funds to cover losses with a high probability. The reserve, also called solvency capital, is an upper percentile $q_\epsilon$ of the aggregated losses. The simplicity of a model is typically measured in terms of the number of parameters, and the conformity to data is measured in terms of the discrepancy between the data and the model. Hence, a prop-
erly constructed loss model should reflect a balance between simplicity and conformity to the data [Panjer et al., 2008, p. 3]. To examine this closer we will assess the fit of 3- and 4-parameter distributions and study their performance relative to the two-parameter special cases. We will use error analysis to evaluate how well they estimate the reserve compared to the true distributions. In addition we try different sample sizes to evaluate if these distributions are more or less desirable when data are limited.

In chapter 2, we introduce some theory and models. We will present all of the distributions used in this thesis along with their mean, standard deviation and maximum likelihood. Thereafter, the reserve will be introduced followed by an explanation of the Monte Carlo-simulation method.

In chapter 3, the model for the total loss will be constructed by utilizing theory from chapter 2. We will compute the reserves by the use of a simulation study, which includes generating random variables, estimate parameters and calculate the reserve. At the end of the chapter, a summary of the parameter setting will be given.

In chapter 4, we will perform an error analysis of the computed reserves from the simulation study. The bias and root mean square error measures will be presented and used to describe and interpret how well the 3- and 4-parameter models fits to the different distributed samples.

In chapter 5, a conclusion will be given with a discussion on how the 3- and 4-parameter models performed and what this implies.
Chapter 2
Notation and Theory

In the collective risk model, the aggregated losses depend on two random variables. The first describes the number of claims that will occur in a specified period. This is referred to as the frequency of claim and its probability distribution is called the frequency distribution. The second describes the amount (or size) of the claims, given that a claim has occurred. This is referred to as the severity and the probability distribution for the amount of claims is called the severity distribution. We model these quantities as random variables with appropriate probability distributions, and by combining these two distributions we can determine the overall loss distribution.

In this chapter, we will first present some methods for estimating the parameters. Then, we present some of the most common probability distributions. Finally, the reserve will be elaborated followed by an explanation of the Monte Carlo simulation method.

2.1 Parameter Estimation

To fit a model, we need to know how the unknown parameters of the probability distribution are estimated. This can for instance be done by the method of moments or the maximum likelihood method. The method of moments is an ancient and simple procedure, but may not always find the best estimator, i.e. the minimum variance unbiased estimator. Another weakness of the method of moments is that there must be as many equations as there are unknown parameters, and solutions are not necessarily unique, they may be hard to find or may not exist at all. By the maximum likelihood method, elementary differentiating can sometimes be used to derive explicit estimates of the parameters, otherwise the optimize() or optim() functions in R can be used. Theoretical properties hold the max-
imum likelihood estimates to be about the best possible [Bølviken, 2014, p. 237]. Therefore we will use the maximum likelihood method in this thesis. However, we will use the method of moments to provide starting values for the \texttt{optim()} functions.

### 2.1.1 The Method of Moments

The \textit{method of moments} generates parameter estimates by simply matching the moments of the model, \( E(Z), E(Z^2), E(Z^3), \ldots \), in turn to the required number of corresponding sample moments calculated from the data \( z_1, \ldots, z_n \), where \( n \) is the number of observations. The sample moments are

\[
\frac{1}{n} \sum_{i=1}^{n} z_i, \quad \frac{1}{n} \sum_{i=1}^{n} z_i^2, \quad \frac{1}{n} \sum_{i=1}^{n} z_i^3, \quad \ldots \tag{2.1}
\]

The equations are then solved for the parameters of interest, using the sample moments in place of the unknown moments. This will result in estimates of the parameters.

The estimates \( \hat{\theta} \) of \( \theta \) produced are called MMEs. The method of moment approach is usually easy to implement, but may have high standard errors and in some cases the MME can be very poor and unreliable [Gray and Pitts, 2012, p. 58]. In this thesis we will use the method to provide start values for numerical optimizers that may require them.

### 2.1.2 Maximum Likelihood

The method of maximum likelihood is the most popular technique for deriving estimators. Let \( Z_1, \ldots, Z_n \) have joint pdf \( f(z_1, \ldots, z_n|\theta_1, \ldots, \theta_m) \) where the parameters \( \theta_1, \ldots, \theta_m \) have unknown values. When \( z_1, \ldots, z_n \) are some observed historical data, \( f(z_1, \ldots, z_n|\theta_1, \ldots, \theta_m) \) is called the \textit{likelihood function}. The idea of maximum likelihood is to adjust \( \theta_1, \ldots, \theta_m \), while \( z_1, \ldots, z_n \) are kept fixed, to maximize the joint probability density function (pdf). For an independent and identically distributed sample, the likelihood function is defined by

\[
L(\theta_1, \ldots, \theta_m; z_1, \ldots, z_n) = f(z_1, \ldots, z_n|\theta_1, \ldots, \theta_m) = \prod_{i=1}^{n} f(z_i|\theta_1, \ldots, \theta_m). \tag{2.2}
\]

We find the maximum likelihood estimate (MLE) by differentiating the above, \( L(\theta_1, \ldots, \theta_m; z_1, \ldots, z_n) \), and setting the result equal to zero. It is
often much easier to differentiate the logarithm of the likelihood function. Therefore, we find the maximum likelihood estimate, $\hat{\theta}_i$, by,

$$
\frac{\partial}{\partial \theta_i} \log L(\theta_1, \ldots, \theta_m; z_1, \ldots, z_n)|_{\theta_i = \hat{\theta}_i} = \sum_{k=1}^{n} \frac{\partial}{\partial \theta_i} \log f(z_k | \theta_1, \ldots, \theta_m) = 0, \quad (2.3)
$$

where $i = 1, \ldots, m$. If there is no analytical expression for the maximum likelihood estimate the optimization with respect to the parameters must be done numerically, for instance using statistical software such as R.

Maximizing the likelihood gives us parameter values for which the observed sample is most likely to have been generated. When the sample size is large, the maximum likelihood estimator $\hat{\theta}$ is close to $\theta$. The estimator is consistent which means that the estimate converges to the true value as the sample size increases. Furthermore, the MLE is often approximately unbiased, $E[\hat{\theta}] \approx \theta$, and has variance that is nearly as small as can be achieved by any unbiased estimator. That is, the MLE $\hat{\theta}$ is approximately the minimum variance unbiased estimator (MVUE) of $\theta$ [Devore and Berk, 2011, p. 357].

### 2.2 Collective Risk Model

The collective risk model is a model for the aggregated loss of an insurance portfolio. We regard a portfolio as a collective that produces a claim at random points in time. Assume there are $J$ policies with losses $X_1, \ldots, X_J$, and denote the claim severities by $Z_{ji}$. Then,

$$
X = X_1 + X_2 + \cdots + X_J \quad \text{where} \quad X_j = Z_{j1} + Z_{j2} + \cdots + Z_{jN_j}, \quad (2.4)
$$

where claim numbers $N_j$ and the losses $Z_{ji}$ may have models depending on $j$. In addition, one assumes that the $Z_{ji}$’s are stochastically independent of $N$, i.e. that the number of claims do not influence the severity of the claims. Although this is not always true, it is crucial for the simplicity of the model. Since we add up all losses $Z_{ij}$, the large and small losses will eventually even out, and we can assume that they all have a common distribution. Then the aggregated loss is

$$
X = Z_1 + Z_2 + \cdots + Z_N, \quad (2.5)
$$

where $N = N_1 + \cdots + N_J$ is the claim number at a portfolio level. The classic collective risk model turns out to be both computationally efficient and rather close to reality [Kaas et al., 2008, p. 357].
2.3 Claim Frequency Modeling

A critical part of risk evaluation in general insurance is the uncertainty of the claim numbers. These are well described by counting distributions, that is distributions of discrete random variables that can assume some or all values in $\mathbb{N}$. Most models for claim frequency are related to the Poisson distribution in some way. The Poisson distribution, having only one parameter to be estimated, is therefore a good choice. The parameteres are $\lambda = \mu T$ (for single policies) and $\lambda = J\mu T$ (for portfolios) where $J$ is the number of policies, $\mu$ the claim intensity and $T$ the time of exposure. If there is an over-dispersion, $\text{Var}[N]/\mathbb{E}[N] > 1$, we may use the negative binomial distribution instead. In this thesis our main interest is how to model the claim sizes. Therefore, we will stick to the Poisson model when modeling claim frequency.

2.3.1 The Poisson Distribution

The Poisson distribution is a popular choice when modeling the counts of events that occur randomly in a given interval of time $T$. In order to apply the Poisson distribution, the events must be independent and occur with a known intensity.

The probability mass function (pmf) is

$$\Pr(N = n) = \frac{(\mu T)^n}{n!} e^{-\mu T}, \quad (2.6)$$

The mean and standard deviation are [Hogg and Tanis, 2010, p. 100]

$$\mathbb{E}(N) = \lambda \quad \text{and} \quad \text{sd}(N) = \sqrt{\lambda}. \quad (2.7)$$

We assume that the number of occurrences from each policy $j$, $N_j \sim \text{Poisson}(\lambda)$ with parameter $\lambda = \mu T$ and $T = 1$ year. Then the convolution property [Bølviken, 2014, p. 283] tells us if $N_1, ..., N_J$ are independent and Poisson distributed with parameters $\lambda_1, ..., \lambda_J$, then

$$N = N_1 + N_2 + \cdots + N_J \sim \text{Poisson}(\lambda_1 + \cdots + \lambda_J), \quad (2.8)$$

We need to look at the historical data to determine the claim intensities. We let $n_1, ..., n_m$ be claim numbers from $m$ policies exposed to risk during time $T_1, ..., T_m$. $\mu$ can be estimated for all $N_j$’s simultaneously if we assume that $A = T_1 + \cdots + T_m$ is the total risk exposure. Then we use the maximum likelihood estimation to find the estimate for $\mu$. 
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\[ L(\mu) = \prod_{i=1}^{m} \Pr(N = n|\mu) = \frac{(\mu A)^{\sum_{i=1}^{m} n_i}}{\prod_{i=1}^{m} n_i!} e^{-\mu A}. \quad (2.9) \]

The log-likelihood function is

\[
\log L(\mu) = \sum_{i=1}^{m} n_i \log(\mu A) - \sum_{i=1}^{m} \log(n_i!) - \mu A \\
= \sum_{i=1}^{m} n_i \log(\mu) + \sum_{i=1}^{m} n_i \log(A) - \sum_{i=1}^{m} \log(n_i!) - \mu A. \quad (2.10)
\]

Differentiating with respect to \( \mu \), we obtain the maximum likelihood estimate,

\[
\frac{\partial \log L(\mu)}{\partial \mu} = \frac{\sum_{i=1}^{m} n_i}{\mu} - A = 0,
\]

which gives

\[
\hat{\mu} = \frac{n_1 + \cdots + n_m}{A}. \quad (2.11)
\]

The mean and standard deviation of \( \hat{\mu} \) is [Bølviken, 2014, p. 284]

\[
E(\hat{\mu}) = \mu \quad \text{and} \quad \text{sd}(\hat{\mu}) = \sqrt{\frac{\mu}{A}}. \quad (2.12)
\]

We can simulate a random sample of size \( m \) from \( N \sim \text{Poisson}(\lambda) \) in R using the command \( N = \text{rpois}(m, J\mu T) \), which will create a vector of observations of length \( m \) called \( N \).

In Figure 2.1 the pmf of the Poisson distribution is plotted for different values of \( \lambda \). When \( \lambda \) is small the probability mass function indicates a small number of occurrences with little variation. As \( \lambda \) becomes larger the curve is more spread out. That is, as claim intensity increases, the number of occurrences increases and they get more uncertain.
2.4 Claim Size Modeling

Claim severity modeling is about describing the variation in claim sizes. An insurance company’s individual loss for a policy is not only non-negative, but can also be potentially very high. Probability distributions with heavy tails are often preferable, that is distributions which allow for occasional occurrences of very large values. The traditional approach is to assign a suitable family of probability distributions and estimate their parameters from historical claims $z_1, \ldots, z_n$. Lack of historical data where it matters most financially is a challenge, and we should pay special attention to the tail which in some cases can be extreme.

2.4.1 Parametric Distributions

All sensible parametric models for claim sizes are of the form

$$Z = \beta Z_0, \quad (2.13)$$

where $\beta > 0$ is known as a parameter of scale and $Z_0$ is a standardized random variable corresponding to $\beta = 1$. By expressing $Z$ on this form $\beta$ can take up any external effects such as currency or inflation. Then the shape of the density function can remain as it was. The proportionality
is inherited by expectation and standard deviation, i.e. $\xi_0$ and $\sigma_0$, for $Z_0$. Then the same quantities for $Z$ are [Bølviken, 2014, p. 315],

$$\xi = \beta \xi_0, \quad \sigma = \beta \sigma_0.$$  \hfill (2.14)

### 2.4.1.1 The Gamma Distribution

The *Gamma* family is an important family for which the density function is

$$f(z) = \frac{(\alpha/\xi)^\alpha}{\Gamma(\alpha)} z^{\alpha-1} e^{-\alpha z/\xi},$$  \hfill (2.15)

where $\Gamma(\alpha) = \int_0^\infty z^{\alpha-1} e^{-z} dz$, $\alpha$ is the shape parameter and $\xi$ is the scale parameter.

The mean and the standard deviation of the Gamma variables are [Bølviken, 2014, p. 41]

$$E(Z) = \xi \quad \text{and} \quad \text{sd}(Z) = \frac{\xi}{\sqrt{\alpha}}.$$  \hfill (2.16)

We define the standard Gamma distribution as the Gamma distribution with mean one, i.e. $\xi = 1$, and shape $\alpha$. The density function of the standard Gamma simplifies to

$$f(z) = \frac{\alpha^\alpha}{\Gamma(\alpha)} z^{\alpha-1} e^{-\alpha z}, \quad z > 0 \quad \text{where} \quad \Gamma(\alpha) = \int_0^\infty z^{\alpha-1} e^{-z} dz.$$  \hfill (2.17)

Then $Z \sim \text{Gamma}(\alpha, \xi)$ is obtained by $Z = \xi Z_0$, where $Z_0 \sim \text{Gamma}(\alpha)$.

From historical data $z_1, ..., z_n$ we can estimate the Gamma parameters $\xi$ and $\alpha$ by the maximum likelihood method. The likelihood of the density function of the standard Gamma is

$$L(\xi, \alpha) = \prod_{i=1}^n f(z_i|\xi, \alpha) = \left(\frac{\alpha/\xi}{\Gamma(\alpha)}\right)^n \prod_{i=1}^n z_i^{\alpha-1} e^{-\alpha z_i}.$$  \hfill (2.18)

Then, the log-likelihood function is

$$\log L(\xi, \alpha) = n \alpha \log \left(\frac{\alpha}{\xi}\right) - n \log \{\Gamma(\alpha)\} + (\alpha - 1) \sum_{i=1}^n \log(z_i) - \frac{\alpha}{\xi} \sum_{i=1}^n z_i.$$  \hfill (2.19)
Differentiating \( \log L(\xi, \alpha) \) with respect to \( \xi \) and setting the result equal to zero, we obtain the maximum likelihood estimate of \( \xi \),

\[
\frac{\partial \log L(\xi, \alpha)}{\partial \xi} = -\frac{n\alpha}{\xi} + \frac{\alpha}{\xi^2} \sum_{i=1}^{n} z_i = 0 \quad \Rightarrow \quad \hat{\xi} = \frac{1}{n} \sum_{i=1}^{n} z_i = \bar{z}. \tag{2.20}
\]

This result can be inserted into the log-likelihood function, i.e. \( \log L(\bar{z}, \alpha) \), such that we get a log-likelihood that only depends on \( \alpha \),

\[
\log L(\alpha) = n\alpha \log \left( \frac{\alpha}{\bar{z}} \right) - n \log \{\Gamma(\alpha)\} + (\alpha - 1) \sum_{i=1}^{n} \log(z_i) - \frac{\alpha}{\bar{z}} \sum_{i=1}^{n} z_i
\]

\[
= n\alpha \log \left( \frac{\alpha}{\bar{z}} \right) - 1) - n \log \{\Gamma(\alpha)\} + (\alpha - 1) \sum_{i=1}^{n} \log(z_i).
\tag{2.21}
\]

If we differentiate \( \log L(\alpha) \) with respect to \( \alpha \) and setting the result equal to zero we will not obtain an explicit solution for \( \hat{\alpha} \). Therefore the optimization with respect to \( \alpha \) must be done numerically in \( \mathbb{R} \).

In \( \mathbb{R} \), we can generate Gamma variables from the computer command \( Z = \xi * \text{rgamma}(m, \alpha, \alpha) \). Here the Gamma variables are defined as \( Z = \xi G \) where \( G \) has mean 1 and shape \( \alpha \).

**Gamma PDF**

![Gamma PDF](image)

Figure 2.2: The pdf of the Gamma distribution as \( \alpha \) and \( \xi \) vary.
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In Figure 2.2 the Gamma pdf for several pairs of $\alpha$ and $\xi$ is plotted. With fixed $\alpha$, the graph is more right skewed as $\xi$ becomes larger. With fixed $\xi$, the Gamma pdf is less spread-out as $\alpha$ increases.

2.4.1.2 The Weibull Distribution

The Weibull distribution is a widely used distribution because of its versatility. The density function is

$$f(z) = \frac{\alpha}{\beta} \left( \frac{z}{\beta} \right)^{\alpha-1} e^{-(z/\beta)^\alpha}, \quad z > 0. \tag{2.22}$$

The mean and the standard deviation are [Bølviken, 2014, p. 43]

$$E(Z) = \beta \Gamma(1 + 1/\alpha) \quad \text{and} \quad \text{sd}(Z) = \beta \sqrt{\Gamma(1 + 2/\alpha) - \Gamma(1 + 1/\alpha)^2}. \tag{2.23}$$

Estimates of the parameters $\alpha$ and $\beta$ can be obtained by the maximum likelihood method. The likelihood function is

$$L(\alpha, \beta) = \prod_{i=1}^{n} f(z_i|\alpha, \beta) = \frac{\alpha^n}{\beta^{n\alpha}} e^{-\sum_{i=1}^{n} (z_i/\beta)^\alpha} \prod_{i=1}^{n} z_i^{\alpha-1}. \tag{2.24}$$

The log-likelihood function is

$$\log L(\alpha, \beta) = n \log(\alpha) - n\alpha \log(\beta) + (\alpha - 1) \sum_{i=1}^{n} \log(z_i) - \frac{1}{\beta^\alpha} \sum_{i=1}^{n} z_i^\alpha. \tag{2.25}$$

Differentiating $\log L(\alpha, \beta)$ with respect to $\beta$ and setting the result equal to zero we obtain the maximum likelihood estimate of $\beta$,

$$\frac{\partial \log L(\alpha, \beta)}{\partial \beta} = -\frac{n\alpha}{\beta} + \frac{\alpha}{\beta^{\alpha+1}} \sum_{i=1}^{n} z_i^\alpha = 0 \quad \Rightarrow \quad \hat{\beta}_\alpha = \left( \frac{1}{n} \sum_{i=1}^{n} z_i^\alpha \right)^{1/\alpha}. \tag{2.26}$$

This result can be inserted into the log-likelihood function in (2.25) such that we get a log-likelihood that only depends on $\alpha$,
\[ \log L(\alpha) = n \log(\alpha) - n\alpha \log \left( \left( \frac{1}{n} \sum_{i=1}^{n} z_i^{\alpha} \right)^{1/\alpha} \right) + (\alpha - 1) \sum_{i=1}^{n} \log(z_i) \]
\[ - \frac{1}{\left( \left( \frac{1}{n} \sum_{i=1}^{n} z_i^{\alpha} \right)^{1/\alpha} \right) \sum_{i=1}^{n} z_i^{\alpha}} \sum_{i=1}^{n} z_i^{\alpha} \]
\[ = n \log(\alpha) + \log(n) - \log\left( \sum_{i=1}^{n} z_i^{\alpha} \right) - 1 + (\alpha - 1) \sum_{i=1}^{n} \log(z_i), \]
\[ (2.27) \]

where the optimization with respect to \( \alpha \) can be done numerically in R. Furthermore, the computer commands for generating Weibull variables are \( Z = \text{rweibull}(m, \alpha, \beta) \).

In Figure 2.3 the Weibull pdf for several pairs of \( \alpha \) and \( \beta \) is plotted. The Weibull density extends over the positive axis and is skewed to the right when \( \alpha < 3.3 \), to the left when \( \alpha > 3.3 \) and when \( \alpha = 3.3 \) it is similar to the normal distribution.

![Weibull PDF](image)

Figure 2.3: The pdf of the Weibull distribution as \( \alpha \) and \( \beta \) vary.

### 2.4.1.3 The Pareto Distribution

The Pareto distribution is among the most heavy-tailed of all models in practical use and is essential for modeling extreme losses, especially in the
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more risky types of insurance. Hence it is a conservative choice when modeling the claim size. Generally, the density function of the Pareto distribution is

\[ g(x) = \frac{\alpha x^\alpha}{x_m^{1+\alpha}}, \quad x \geq x_m, \quad (2.28) \]

where \( x_m \) is the (necessarily positive) minimum possible value of \( X \), and \( \alpha \) is a positive parameter. We assume that the smallest possible value of \( x \) is 1, and the density is

\[ g(x) = \frac{\alpha}{x^{1+\alpha}}, \quad x \geq 1. \quad (2.29) \]

In order to make the density support values from zero we let \( Z = \beta(x-1) \) such that \( x(z) = 1 + (z/\beta) \) by inversion. The probability density function of \( Z \) is

\[ f(z) = \frac{\alpha/\beta}{(1 + z/\beta)^{1+\alpha}}, \quad z > 0. \quad (2.30) \]

Here \( \alpha > 0 \) is the shape parameter and \( \beta > 0 \) is the scale parameter. This distribution is often called the Lomax distribution and is essentially a Pareto distribution that has been shifted so that its support begins at zero.

The mean and the standard deviation of Pareto variables are [Bølviken, 2014, p. 43]

\[ E(Z) = \frac{\beta}{\alpha - 1} \quad \text{and} \quad \text{sd}(Z) = E(Z) \sqrt{\frac{\alpha}{\alpha - 2}}, \quad (2.31) \]

where \( \alpha > 1 \) and \( \alpha > 2 \) for the mean and standard deviation to be defined, respectively.

From historical data \( z_1, ..., z_n \) we can estimate the Pareto parameters \( \alpha \) and \( \beta \) by the maximum likelihood method. The likelihood of the density function is

\[ L(\alpha, \beta) = \prod_{i=1}^{n} f(z_i|\alpha, \beta) = \frac{(\alpha/\beta)^n}{\prod_{i=1}^{n}(1 + z_i/\beta)^{1+\alpha}}. \quad (2.32) \]

The log-likelihood function is

\[ \log L(\alpha, \beta) = n \log(\alpha) - n \log(\beta) - (1 + \alpha) \sum_{i=1}^{n} \log \left(1 + \frac{z_i}{\beta}\right). \quad (2.33) \]
Differentiating with respect to $\alpha$, we obtain the maximum likelihood estimate,

$$\frac{\partial \log L(\alpha, \beta)}{\partial \alpha} = \frac{n}{\alpha} - \sum_{i=1}^{n} \log \left(1 + \frac{z_i}{\beta}\right) = 0,$$

which gives

$$\hat{\alpha}_\beta = \frac{n}{\sum_{i=1}^{n} \log(1 + z_i/\beta)}. \quad (2.34)$$

This can be inserted into the log-likelihood function in 2.33 such that we get a log-likelihood that only depends on $\beta$,

$$\log L(\beta) = n \log \left(\frac{n}{\sum_{i=1}^{n} \log(1 + z_i/\beta)}\right) - n \log(\beta) - \left(1 + \frac{n}{\sum_{i=1}^{n} \log(1 + z_i/\beta)}\right) \sum_{i=1}^{n} \log \left(1 + \frac{z_i}{\beta}\right)$$

$$= n \left[ \log(n) - \log \left(\sum_{i=1}^{n} \log \left(1 + \frac{z_i}{\beta}\right)\right) - \log(\beta) - 1 \right] - \sum_{i=1}^{n} \log \left(1 + \frac{z_i}{\beta}\right). \quad (2.35)$$

The optimization with respect to $\beta$ can be done numerically in R.

We can use the inverse of the Pareto distribution function in Algorithm 1 as a Pareto sampler. This is given more thoroughly in Appendix A.2.

**Algorithm 1** Pareto generator

1: Input: $\alpha$, $\beta$
2: Generate $U^* \sim$ uniform
3: Return $X^* \leftarrow \beta((U^*)^{-1/\alpha} - 1)$

Figure 2.4 illustrates the pdf of the Pareto distribution when $\alpha$ and $\beta$ vary. When $\alpha$ is fixed and $\beta$ increases, the pdf becomes less right skewed. However, when $\beta$ is fixed and $\alpha$ increases, the pdf becomes more right skewed.
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Figure 2.4: The pdf of the Pareto distribution as $\alpha$ and $\beta$ vary.

2.4.1.4 The Extended Pareto Distribution

The extended Pareto distribution is a generalization of the ordinary Pareto distribution with density function

$$f(z) = \frac{\Gamma(\alpha + \theta)}{\Gamma(\alpha)\Gamma(\theta)} \frac{(z/\beta)^{\theta-1}}{(1 + z/\beta)^{\alpha+\theta}}, \quad z > 0,$$

where $\alpha, \beta, \theta > 0$. In the extended Pareto distribution there is an additional parameter, $\theta$, which creates useful flexibility for the shape. The extended Pareto distribution is often called the Beta prime distribution.

The mean and the standard deviation of the extended Pareto distribution are [Bølviken, 2014, p. 324]

$$E(Z) = \frac{\theta \beta}{\alpha - 1} \quad \text{and} \quad \text{sd}(Z) = E(Z) \sqrt{\frac{\alpha + \theta - 1}{\theta(\alpha - 2)}},$$

for $\alpha > 1$ and $\alpha > 2$, respectively. This distribution reduces to the ordinary Pareto distribution when $\theta = 1$.

Sampling from the extended Pareto distribution can be complicated, but this can be simplified by utilizing that the extended Pareto variable, $Z$, with parameters $(\alpha, \beta, \theta)$ can be written as

$$Z = \frac{\theta \beta \Gamma(\theta)}{\alpha \Gamma(\alpha)}.$$
where $G_\theta \sim \text{Gamma}(\theta), G_\alpha \sim \text{Gamma}(\alpha)$ are two independent Gamma variables with mean 1. The representation is proven in Appendix A.3.

By the maximum likelihood method we can estimate the parameters $\alpha$, $\theta$ and $\beta$ of the extended Pareto from the historical losses $z_1, \ldots, z_n$. The likelihood is

$$L(\alpha, \theta, \beta) = \prod_{i=1}^{n} f(z_i | \alpha, \theta, \beta)$$

$$= \frac{\Gamma(\alpha + \theta)^n}{\Gamma(\alpha)^n} \frac{1}{\Gamma(\theta)^n} \prod_{i=1}^{n} \frac{(z_i/\beta)^{\theta-1}}{(1+z_i/\beta)^{\alpha+\theta}}$$

$$= \frac{\Gamma(\alpha + \theta)^n}{\Gamma(\alpha)^n} \frac{1}{\Gamma(\theta)^n} \prod_{i=1}^{n} z_i^{\theta-1}$$

(2.39)

The log-likelihood function is

$$\log L(\alpha, \theta, \beta) = n[\log(\Gamma(\alpha + \theta)) - \log(\Gamma(\alpha)) - \log(\Gamma(\theta)) - \theta \log(\beta)]$$

$$+ (\theta - 1) \sum_{i=1}^{n} \log(z_i) - (\alpha + \theta) \sum_{i=1}^{n} (1 + z_i/\beta).$$

(2.40)

The optimization of the parameters $\alpha$, $\theta$ and $\beta$ can be done numerically in R by the optim() function. The computer commands for generating extended Pareto variables are $Z = \beta * \theta / \alpha * \text{rgamma}(m, \theta, \theta) / \text{rgamma}(m, \alpha, \alpha)$.

**Extended Pareto PDF**

![Extended Pareto PDF](chart.png)

Figure 2.5: The pdf of the extended Pareto distribution as $\alpha$, $\theta$ and $\beta$ vary.
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In Figure 2.5 the pdf of the extended Pareto distribution for several values of $\alpha$, $\theta$ and $\beta$ is plotted. With fixed $\theta$ and $\beta$, the graph is slightly less right skewed as $\alpha$ becomes larger. With fixed $\alpha$ and $\beta$, an increase in $\theta$ yields a less flat graph. As $\beta$ increases with fixed $\alpha$ and $\theta$, there is an increase in the degree of right skewness.

2.4.1.5 4-parameter Distribution

Assume that

$$Z = \beta X^\eta, \quad \text{where} \quad X = \frac{G_\theta}{G_\alpha}. \quad (2.41)$$

Here $Z$ is a positive variable with $\beta > 0$ and $\eta > 0$, and $G_\theta$ and $G_\alpha$ are standard Gamma distributions with mean one and shape $\theta > 0$ and $\alpha > 0$, respectively.

By equation (2.38) we know that the variable $X$ can be written as an extended Pareto variable with $\beta = \alpha/\theta$ and pdf

$$g(x) = \frac{\Gamma(\alpha + \theta)}{\Gamma(\alpha)\Gamma(\theta)} \frac{\theta x/\alpha}{(1 + \theta x/\alpha)^{\alpha+\theta}} \frac{(\theta x/\alpha)^{\theta-1} (\alpha/\theta)^{\alpha+\theta}}{(\alpha/\theta x/\alpha)^{\alpha+\theta} (\alpha/\theta)^{\alpha+\theta}} = \Gamma(\alpha + \theta) \frac{\Gamma(\theta)}{\Gamma(\alpha)\Gamma(\theta)} \left(\frac{\alpha}{\theta}\right)^\alpha x^{\theta-1} \frac{(\alpha/\theta)^{\alpha+\theta}}{(\alpha/\theta + x)^{\alpha+\theta}}, \quad x > 0. \quad (2.42)$$

By inversion, we get from $Z = \beta X^\eta$, that $x(z) = (z/\beta)^{1/\eta}$. Moreover, the probability density function of $Z$ is given by

$$f(z) = g(x(z)) \left| \frac{\partial x(z)}{\partial z} \right| = \frac{\Gamma(\alpha + \theta)}{\Gamma(\alpha)\Gamma(\theta)} \left(\frac{\alpha}{\theta}\right)^\alpha \frac{(z/\beta)^{\theta-1} (z/\beta)^{\frac{1}{\eta}}}{(\alpha/\theta + z/\beta)^{\alpha+\theta} \eta} z^\eta (\alpha/\theta + (z/\beta)^{1/\eta})^{\alpha+\theta} (\alpha/\theta)^{\alpha+\theta} = \Gamma(\alpha + \theta) \frac{\Gamma(\theta)}{\Gamma(\alpha)\Gamma(\theta)} \left(\frac{\alpha}{\theta}\right)^\alpha \frac{(z/\beta)^{\theta}}{z^\eta(1 + (\theta/\alpha)(z/\beta)^{1/\eta})^{\alpha+\theta}}, \quad z > 0. \quad (2.43)$$

By the result in [Bolviken, 2014, p. 334] we know that the expectation for the extended Pareto random variable $X$ is
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\[ E(X^i) = \left( \frac{\alpha}{\theta} \right)^i \frac{\Gamma(\alpha - i) \Gamma(\theta + i)}{\Gamma(\alpha) \Gamma(\theta)}, \quad (2.44) \]

Then for \( Z = \beta X^\eta \) we get the expectation

\[ E(Z) = E(\beta X^\eta) = \beta E(X^\eta) = \beta \left( \frac{\alpha}{\theta} \right)^\eta \frac{\Gamma(\alpha - \eta) \Gamma(\theta + \eta)}{\Gamma(\alpha) \Gamma(\theta)}. \quad (2.45) \]

For the standard deviation we use \( \text{var}(Z) = E(Z^2) - (E(Z))^2 \) and simplify. This gives

\[
\text{sd}(Z) = \sqrt{\beta^2 \left( \frac{\alpha}{\theta} \right)^{2n} \frac{\Gamma(\alpha - 2\eta) \Gamma(\theta + 2\eta)}{\Gamma(\alpha) \Gamma(\theta)} - \left( \beta \left( \frac{\alpha}{\theta} \right)^\eta \frac{\Gamma(\alpha - \eta) \Gamma(\theta + \eta)}{\Gamma(\alpha) \Gamma(\theta)} \right)^2}
\]

\[ = \beta \left( \frac{\alpha}{\theta} \right)^\eta \sqrt{\frac{\Gamma(\alpha - 2\eta) \Gamma(\theta + 2\eta)}{\Gamma(\alpha) \Gamma(\theta)}} - \left( \frac{\Gamma(\alpha - \eta) \Gamma(\theta + \eta)}{\Gamma(\alpha) \Gamma(\theta)} \right)^2. \quad (2.46) \]

By the maximum likelihood method we can estimate the parameters \( \alpha, \theta, \beta \) and \( \eta \) of the 4-parameter from the historical losses \( z_1, ..., z_n \). The likelihood function is

\[
L(\alpha, \theta, \beta, \eta) = \prod_{i=1}^{n} f(z_i | \alpha, \theta, \beta, \eta)
= \frac{\Gamma(\alpha + \theta)^n}{\Gamma(\alpha^n \Gamma(\theta)^n} \left( \frac{\theta}{\alpha} \right)^{n\theta} \frac{\prod_{i=1}^{n} (z_i/\beta)^{\theta}}{\prod_{i=1}^{n} z_i \eta (1 + (\theta/\alpha) (z_i/\beta)^{1-\eta})^{\alpha+\theta}}. \quad (2.47)
\]

The log-likelihood function is

\[
\log L(\alpha, \theta, \beta, \eta) = n \log(\Gamma(\alpha + \theta)) - \log(\Gamma(\alpha)) - \log(\Gamma(\theta)) + \theta \log(\theta) - \theta \log(\alpha) - \frac{\theta}{\eta} \log(\beta) - \log(\eta) + \left( \frac{\theta}{\eta} - 1 \right) \sum_{i=1}^{n} \log(z_i) - (\alpha + \theta) \sum_{i=1}^{n} \log \left( 1 + \frac{\theta}{\alpha} \left( \frac{z_i}{\beta} \right)^{\frac{1}{\eta}} \right). \quad (2.48)
\]
Again, the optimization of the parameters $\alpha$, $\theta$, $\beta$ and $\eta$ can be done numerically in $\mathbb{R}$ by the `optim()` function. Furthermore, the computer command in order to generate samples from the 4-parameter distribution is $Z = \beta \ast (\text{rgamma}(m, \theta, \theta)/\text{rgamma}(m, \alpha, \alpha))^{\eta}$.

In Figure 2.6 the pdf of the 4 parameter distribution for several values of $\alpha$, $\theta$, $\beta$ and $\eta$ is plotted. With fixed $\theta$, $\beta$ and $\eta$, the graph is slightly less right skewed as $\alpha$ becomes larger. With fixed $\alpha$, $\beta$ and $\eta$, an increase in $\theta$ yields a less flat graph. With fixed $\alpha$, $\theta$ and $\eta$, the graph is more right skewed as $\beta$ becomes larger. As $\eta$ increases with fixed $\alpha$, $\theta$ and $\beta$, the graph becomes more spread-out.

![4-parameter PDF](image)

Figure 2.6: The pdf of the 4 parameter distribution as $\alpha$, $\theta$, $\beta$ and $\eta$ vary.

### 2.4.2 Non-parametric Model

Claim sizes can also be modeled non-parametrically, where each claim $z_i$ of the past is assigned a probability $1/n$ of reappearing in the future. Each claim is regarded as a random variable $\hat{Z}$ for which

$$\Pr(\hat{Z} = z_i) = \frac{1}{n}, \quad i = 1, ..., n. \quad (2.49)$$

Then the cumulative distribution function is a step function that jumps $1/n$ at each of the $n$ data points. Note that these weights are positive and sum to 1, and the distribution is called the *empirical distribution*. The mean and standard deviation of the empirical distribution are
20
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\[ E(\hat{Z}) = \sum_{i=1}^{n} \frac{1}{n} z_i = \bar{z} \quad \text{and} \quad sd(\hat{Z}) = \sqrt{\sum_{i=1}^{n} \frac{1}{n}(z_i - \bar{z})^2}. \] \hspace{1cm} (2.50)

The empirical distribution is easy to set up and to simulate from, and we only need to assume that the historical data are independent and identically distributed. However, skewness tends to be small, and no simulated claim can be larger than what we know from the historical data. Hence, we need a large number of observations in order for the empirical distribution to be a good choice.

2.5 Reserve

The reserve (solvency capital) is the funds an insurance company is obligated to set aside to cover future obligations. Hence, the reserve ensures regulators that the insurance company is able to cover significant losses [Bølviken, 2014, p. 5]. The mathematical formulation is

\[ \Pr(X > q_{\epsilon}) = \epsilon \] \hspace{1cm} (2.51)

where \( X \) is the the total claim at portfolio level and \( \epsilon \) is a small number (for example 1%). Then the reserve, \( q_{\epsilon} \), should be large enough such that the probability that the total loss \( X \) exceeds the amount of the reserve is very small.

2.5.1 Monte Carlo Simulation

Calculating the reserve is essential in general insurance and the Monte Carlo method is the general tool for the job since the underlying processes can be too complex for analytic manipulation. The technique was first developed by three scientists who worked on a nuclear weapon project called the Manhattan Project. They named the method after the gambling hot spot in Monaco, since chance and random outcomes are central to the modeling technique, similar to games like roulette, dice and slot machines [Thomopoulos, 2012, p. 1].

The Monte Carlo method rely on repeated random sampling to study properties of a statistic’s sampling distribution and its behavior. The results of these numerous scenarios can give us a "most likely" case, along with a statistical distribution to understand the risk and uncertainty involved.
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In actuarial applications the Monte Carlo method is used to estimate an upper percentile of the loss distribution.

**Theorem 2.5.1. Strong Law of Large Numbers.**

Let $X_1, ..., X_N$ be a sequence of independent and identically distributed random variables. Assume that $E(X_1) < \infty$. For $N \geq 1$, denote the empirical mean of $X_1, ..., X_N$ by

$$\bar{X}_N := \frac{1}{N} \sum_{i=1}^{N} X_i.$$  

Then, the Strong Law of Large Numbers (SLLN) states that [Graham and Talay, 2013, p. 13]

$$\lim_{N \to \infty} \bar{X}_N = E(X_1), \quad P - a.s.$$  

The accuracy of the estimate depends on the number of simulation used in the Monte Carlo method. Hence, the Strong Law of Large Numbers is at the core of the Monte Carlo method used below.

**2.5.2 Estimation of the Reserve**

Suppose we use Monte Carlo simulation to generate a sample of $m = 1\,000\,000$ values of the total loss $X$, and order them from smallest to largest. With solvency levels of $\epsilon_1 = 0.05$ and $\epsilon_2 = 0.01$, we are interested in the upper percentiles $q_{0.95}$ and $q_{0.99}$ of the portfolio liability $X$. A Monte Carlo simulation with $m = 1\,000\,000$ should give a good estimate of the true underlying distribution of $X^*$.

First, we draw $X^*_1, ..., X^*_m$ and sort them in rising order as $X^*_{(1)} \leq ... \leq X^*_{(m)}$. Then, we let $\hat{q}_\epsilon^* = X^*_{(1-\epsilon)m}$. By Theorem 2.5.1 it can be shown that $\hat{q}_\epsilon^* \xrightarrow{m \to \infty} \hat{q}_\epsilon$. A more detailed procedure is given in the algorithm below.
Algorithm 2 Computing the reserve with Monte Carlo

1: Input: \( m, J\mu T, \xi, \hat{\alpha}, \epsilon \)
2: \( \mathcal{X}^* \leftarrow 0 \)
3: for \( j = 1, \ldots, m \) do
4: \hspace{1em} Generate \( N_j^* \sim \text{Poisson}(J\mu T) \)
5: \hspace{1em} for \( i = 1, \ldots, N_j^* \) do
6: \hspace{2em} Draw \( Z_i^* \sim \text{Gamma}(\hat{\alpha}, \hat{\xi}) \)
7: \hspace{1em} \( \mathcal{X}_j^* \leftarrow Z_1^*, \ldots, Z_{N_j^*}^* \)
8: Sort \( \mathcal{X}_1^*, \ldots, \mathcal{X}_m^* \) as \( \mathcal{X}_1^* \leq \ldots \leq \mathcal{X}_m^* \)
9: Return \( \hat{\mathcal{q}}^* \leftarrow \mathcal{X}_{(1-\epsilon)m}^* \)

In Algorithm 2 we have used a Poisson/Gamma portfolio where \( J\mu T \) is the expected number of claims and \( m \) is the number of simulations used. The parameters \( \hat{\alpha} \) and \( \hat{\xi} \) are estimated from the maximum likelihood method. Line 1 and 6 can be replaced by another set of estimated parameters and claim size distribution, respectively.
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Simulation

Today computers have sufficient power to run complex simulations that allow for the analysis of models that are not suitable for analytic approaches. We want to compare the reserve from the different true distributions using measures such as bias and root mean squared error, with special attention to the performance of the 3- and 4-parameter distributions relative to the two-parameter distributions. In this way we can determine if the 3- and 4-parameter models provide a good fit when the sample are from a two-parameter distribution. To assess this we will perform a simulation study.

3.1 Plan for the Simulation Study

The simulation involves specific steps in order for the simulation study to be successful. These can be summarized in three steps, where the goal is to determine values relating to the distribution of the aggregated loss $X$ [Panjer et al., 2008, p. 612].

1. Build a model for $X$ which depends on random the variables $N$ and $Z_1, Z_2, ..., Z_N$ with known distributions and independencies.
2. For $j = 1, ..., m$ generate random values for $N$ and $Z_1, Z_2, ..., Z_N$ using the model from step 1, and then compute $X_j^*.$
3. Estimate quantiles of interest which in our case is the upper percentiles $q_{0.95}$ and $q_{0.99}$ as described in Algorithm 2.
3.2 The model

The model used to compute the aggregated loss, and furthermore the reserve, is a combination of the model for the number of claims $N$ and claim sizes $Z = Z_1, \ldots, Z_N$. We will only use the Poisson model for modeling claim frequency. For the claim sizes, however, we will use either the Gamma, Weibull, Pareto, extended Pareto or the 4-parameter distribution as the true distribution, and thereafter estimate the parameters for all five distributions and compute the corresponding reserve. We rerun the simulation for each of the five distributions as the true distribution. Hence, for the steps in section 3.1, we will

- Try three different sample sizes.
- Use each of the five distributions as the true distribution with suitable parameters.

For each scenario we will first simulate a certain number of samples $n$ from the true distribution. Thereafter the parameters of each of the five distributions will be estimated using maximum likelihood, where the starting values are determined by the method of moments. Finally we compute the corresponding reserves, with the estimated parameters, by $m$ Monte Carlo simulations as specified in Algorithm 2.

Hence, if we use Gamma as the true distribution, the entire process becomes

\[
\begin{align*}
\text{n claims } z_1, \ldots, z_n & \rightarrow \hat{\mu}, \hat{\alpha}, \hat{\xi} \rightarrow \hat{X}_1^*, \ldots, \hat{X}_m^* \\
& \rightarrow \hat{q}_{(1-\epsilon)m}^* = \hat{X}_{(1-\epsilon)m}^*
\end{align*}
\]

where the R functions `parEstimate_gamma()` and `reserve_gamma()` estimate the parameters and reserve, respectively (see Appendix B.2). That is, if we use Gamma as the true distribution we want to compute the reserve for all the five distributions. First we need to sample $n$ random variables by the R-command $Z = \xi \ast \text{rgamma}(m, \alpha, \alpha)$. Then the functions `parEstimate_gamma()`, ..., `parEstimate_fourPar()` take the $Z$ values as input and estimate the parameters for each of the distributions by the maximum likelihood method. For the extended Pareto and 4-parameter distributions we use the method of moments estimates as starting values for the `optim()` function. The maximum likelihood estimated parameters are sent to some other functions, `reserve_gamma()`, ..., `reserve_fourPar()`, which calculate the corresponding reserves as stated in Algorithm 2. This is repeated $N$ times for each distribution as the true distribution and for three different sample sizes $n$. 
3.3. \textit{PARAMETER SETTING}

In order to generate continuous random variables from the distributions we will use the following R-commands.

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Random variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gamma</td>
<td>( Z = \xi \ast \text{rgamma}(m, \alpha, \alpha) )</td>
</tr>
<tr>
<td>Weibull</td>
<td>( Z = \text{rweibull}(m, \alpha, \beta) )</td>
</tr>
<tr>
<td>Pareto</td>
<td>( Z = \beta((U)^{-1/\alpha} - 1), U \sim \text{uniform} )</td>
</tr>
<tr>
<td>extended Pareto</td>
<td>( Z = \beta \ast \theta/\alpha \ast \text{rgamma}(m, \theta, \theta)/\text{rgamma}(m, \alpha, \alpha) )</td>
</tr>
<tr>
<td>4 Parameter</td>
<td>( Z = \beta \ast (\text{rgamma}(m, \theta, \theta)/\text{rgamma}(m, \alpha, \alpha))^{-\eta} )</td>
</tr>
</tbody>
</table>

### 3.3 Parameter Setting

For each of the five distributions, we need to find suitable parameter values. The claim size distributions we are considering are skewed to the right, non-negative and unimodal. The Gamma\((\alpha, \xi)\) and Weibull\((\alpha, \beta)\) distributions can be used when the tail of the probability density function is not \textit{too heavy}. On the other hand, the Pareto\((\alpha, \beta)\) distribution is very heavy-tailed and is a popular choice in branches with high probability of large claims. To gain more flexibility we can add parameters to the models. The extended Pareto\((\alpha, \theta, \beta)\) and 4-parameter\((\alpha, \theta, \beta, \eta)\) are such models, with three and four parameters, respectively. Keeping these characteristics in mind, we can find suitable parameter values presented in the table and plot below. For simplicity reasons we will choose the parameters such that the mean of the distributions is close to one. This can easily be scaled up to any desired expectation.

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Parameter values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gamma</td>
<td>( \alpha = 3.4, \xi = 1 )</td>
</tr>
<tr>
<td>Weibull</td>
<td>( \alpha = 3.4, \beta = 1.1 )</td>
</tr>
<tr>
<td>Pareto</td>
<td>( \alpha = 3.4, \beta = 2.4 )</td>
</tr>
<tr>
<td>extended Pareto</td>
<td>( \alpha = 3.4, \theta = 2.0, \beta = 1.2 )</td>
</tr>
<tr>
<td>4 parameter</td>
<td>( \alpha = 3.4, \theta = 2.9, \beta = 0.6, \eta = 1.2 )</td>
</tr>
</tbody>
</table>
Moreover, the following settings will be used.

- Number of simulations in each experiment: $N = 500$
- Sample sizes: $n = 5,000, 500, 50$
- Expected number of occurrences: $J\mu T = 50$
- Number of MC-simulations: $m = 1,000,000$

We know that when the sample size decreases, the uncertainty in the estimate of the reserve becomes larger. Despite this, we want to know if it is still possible to use the 3- and 4-parameter distributions for all sample sizes. Therefore we use three different sample sizes. The Monte Carlo method will use $m = 1,000,000$ simulations to provide an accurate assessment of the total risk. The simulation models specified in the R-code in Appendix B.2 are now ready to be executed.
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Reserve

In this chapter, the reserves $q_{0.95}$ and $q_{0.99}$ will be estimated for each of the five distributions. When using more than one model for computing the reserve, we are faced with the task of choosing between the models. Quantities such as the bias and root mean squared error can help us assess the fit of these models. We will present the bias and root mean squared error (RMSE) for each of the five distributions and evaluate their fit relative to the true distribution.

4.1 Error Analysis

The bias of an estimator is the difference between the estimator’s expected value and the true value of the parameter being estimated. An estimator with bias equal to zero is called unbiased [Casella and Berger, 2002, p. 330]. We can calculate the bias of the reserve from

$$
\hat{b} = E(\hat{q} - q) \simeq \frac{1}{N} \sum_{j=1}^{N} (\hat{q}_{\epsilon,j} - q^*_\epsilon),
$$

(4.1)

where $\hat{q}_{\epsilon,j}$ is the estimated reserve and $q^*_\epsilon$ is the true reserve estimated with MC methods. A negative bias indicates that the estimated reserve is underestimated and a positive bias indicates that we have an overestimated reserve.

The root mean squared error is a commonly used measures of the differences between the sample and population values estimated by a model. The value is computed by taking the average of the squared differences between each estimated value and its corresponding true value [Ranka et al., 2010, p. 430]. Hence, the RMSE is the standard deviation of the residuals (prediction errors). The RMSE is simply the square root of the mean squared errors
error, and therefore the RMSE amplifies and severely punishes outliers. The RMSE for the reserve can be calculated from

$$\hat{\text{RMSE}} = \sqrt{E(\hat{q}_\epsilon - q_\epsilon)^2} \simeq \sqrt{\frac{1}{N} \sum_{j=1}^{N} (\hat{q}_{\epsilon,j} - q_{\epsilon}^*)^2}.$$  \hspace{1cm} (4.2)

The true reserves, $q_{\epsilon}^*$, are calculated by Algorithm 2 with the true parameter values specified in Table 3.2, where we use $m = 10000000$ MC-simulations. Using ten million simulations will make Monte Carlo uncertainty very small indeed [Bølviken, 2014, p. 356]. The true reserves are given in Table 4.1 below.

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>Gamma</th>
<th>Weibull</th>
<th>Pareto</th>
<th>extPareto</th>
<th>4-parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>63.670</td>
<td>61.825</td>
<td>72.983</td>
<td>69.788</td>
<td>72.997</td>
</tr>
<tr>
<td>0.01</td>
<td>69.852</td>
<td>67.348</td>
<td>87.431</td>
<td>81.430</td>
<td>89.714</td>
</tr>
</tbody>
</table>

### 4.1.1 Sample Size: 5 000

First, we check the sample size $n = 5000$. From the Law of Large Numbers, in Theorem 2.5.1, we know that as the number of observations becomes large, the variance approaches zero. When the sample size is $n = 5000$ the maximum likelihood method tends to produce more or less the same estimated parameters for each run $j = 1, \ldots, N$, which again produces more precise reserve estimates.

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>$\hat{b}$</th>
<th>Gamma</th>
<th>Weibull</th>
<th>Pareto</th>
<th>extPareto</th>
<th>4-parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>-0.011</td>
<td>0.119</td>
<td>14.222</td>
<td>3.965</td>
<td>1.143</td>
<td></td>
</tr>
<tr>
<td>RMSE</td>
<td>0.502</td>
<td>0.515</td>
<td>14.288</td>
<td>7.197</td>
<td>4.106</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>-0.012</td>
<td>0.087</td>
<td>20.188</td>
<td>6.202</td>
<td>1.449</td>
<td></td>
</tr>
<tr>
<td>RMSE</td>
<td>0.553</td>
<td>0.556</td>
<td>20.286</td>
<td>11.209</td>
<td>4.741</td>
<td></td>
</tr>
</tbody>
</table>
When Gamma is the true distribution we get the biases and root mean squared errors as presented in Table 4.2. The Gamma distribution obviously has the best fit with lowest bias and RMSE for both the $q_{0.95}$ and $q_{0.99}$ reserves. The resembling Weibull distribution is not far behind, providing a good fit to the Gamma distributed data. The Pareto distribution, however, fits poorly. This is as expected given that the Pareto distribution is a very heavy-tailed distribution and the Gamma distribution is a moderate-tailed distribution. Furthermore, the extended Pareto distribution, with three parameters, has a better fit than the Pareto, but not as good as the 4-parameter distribution. Even though the four parameters has weakened the simplicity, the bias and RMSE is quite low and the model provides a good fit to the Gamma distributed sample. It is also worth noting that the 4-parameter is slightly overestimating the reserve. In general insurance it is a good idea to rather risk overestimation than to risk underestimation. This welcomes a conservative risk strategy.

Table 4.3: True distribution: Weibull ($n = 5000$)

<table>
<thead>
<tr>
<th></th>
<th>Gamma</th>
<th>Weibull</th>
<th>Pareto</th>
<th>extPareto</th>
<th>4-parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon = 0.05$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\hat{b}$</td>
<td>2.101</td>
<td>0.017</td>
<td>36.705</td>
<td>2.721</td>
<td>1.053</td>
</tr>
<tr>
<td>RMSE</td>
<td>2.126</td>
<td>0.295</td>
<td>36.768</td>
<td>2.863</td>
<td>2.674</td>
</tr>
<tr>
<td>$\epsilon = 0.01$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\hat{b}$</td>
<td>3.219</td>
<td>0.018</td>
<td>58.639</td>
<td>3.403</td>
<td>1.272</td>
</tr>
<tr>
<td>RMSE</td>
<td>3.241</td>
<td>0.323</td>
<td>58.788</td>
<td>3.569</td>
<td>3.009</td>
</tr>
</tbody>
</table>

In Table 4.3, the biases and root mean squared errors are given when Weibull is the true distribution. The results are very much similar to the results in Table 4.2, where Gamma was the true distribution. The Gamma distribution fits the data well, but not as well as the Weibull distribution fitted the Gamma data in Table 4.2. This could be explained by the slightly smaller tails in the Weibull distribution than in the Gamma distribution (see Figure 3.1). Using the same logic, we can see that the Pareto distribution provides an even worse fit than earlier. The extended Pareto distribution still has a good fit where the extra parameter does not seem to make a big difference for the RMSE. The 4-parameter distribution provides the best fit of all, except the true distribution, with the lowest bias. Again, the 4-parameter model is slightly overestimating the reserve.
When Pareto is the true distribution, as in Table 4.4, we can see that the more light-tailed distributions Gamma and Weibull do not fit the data very well. They are both underestimating the reserve which can have a major impact on the company’s financial situation. At the same time, this is as expected because of the different tails. The extended Pareto and the 4-parameter distributions, however, fit the data exceptionally well. Hence, the 3- and 4-parameter model is a very good choice when we have a large heavy-tailed sample. Also, their RMSE is not that large, justifying the use of the extra parameters.

In Table 4.5 the biases and root mean squared errors are given when extended Pareto is the true distribution. The Gamma and Weibull distributions do not fit these data very well and are both underestimating the reserve. The Weibull distribution fits the data to some degree better than the Gamma distribution. The Pareto distribution is also underestimating the reserve, but is preferable to the Gamma and Weibull distributions. Moreover, the 4-parameter distribution provides a really good fit of the true distribution, for both the $q_{0.95}$ and $q_{0.99}$ reserves.
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Table 4.6: True distribution: 4 parameter \((n = 5000)\)

<table>
<thead>
<tr>
<th>(\epsilon = 0.05)</th>
<th>Gamma</th>
<th>Weibull</th>
<th>Pareto</th>
<th>extPareto</th>
<th>4-parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\hat{b})</td>
<td>-5.930</td>
<td>-5.571</td>
<td>-4.203</td>
<td>1.551</td>
<td>-0.043</td>
</tr>
<tr>
<td>RMSE</td>
<td>6.201</td>
<td>5.814</td>
<td>4.502</td>
<td>2.807</td>
<td>2.422</td>
</tr>
<tr>
<td>(\epsilon = 0.01)</td>
<td>(\hat{b})</td>
<td>-14.622</td>
<td>-13.881</td>
<td>-10.710</td>
<td>4.748</td>
</tr>
</tbody>
</table>

When the 4-parameter is the true distribution we get the quantities as in Table 4.6. Gamma, Weibull, Pareto and extended Pareto are special cases of the 4 parameter distribution. These special cases have less parameters, and consequently less flexibility. We can see that they do not fit the true distribution as well as the 4-parameter model fit the true distribution. The extended Pareto provides a reasonably good fit with a slightly overestimating of the reserve. The two-parameter models, however, are all underestimating the reserve and do not fit the true distributed data very well. This underestimation can make it tough to cover the liabilities for losses.

4.1.2 Sample Size: 500

For a sample size \(n = 500\), we still have a substantial amount of observations, but the variation can be slightly larger when calculating the maximum likelihood estimated parameters. This can further lead to more varying reserves, and greater bias and RMSE.

Table 4.7: True distribution: Gamma \((n = 500)\)

<table>
<thead>
<tr>
<th>(\epsilon = 0.05)</th>
<th>Gamma</th>
<th>Weibull</th>
<th>Pareto</th>
<th>extPareto</th>
<th>4-parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\hat{b})</td>
<td>0.077</td>
<td>0.116</td>
<td>17.666</td>
<td>5.289</td>
<td>0.970</td>
</tr>
<tr>
<td>RMSE</td>
<td>1.542</td>
<td>1.572</td>
<td>17.911</td>
<td>8.867</td>
<td>3.265</td>
</tr>
<tr>
<td>(\epsilon = 0.01)</td>
<td>(\hat{b})</td>
<td>0.146</td>
<td>0.104</td>
<td>25.610</td>
<td>8.506</td>
</tr>
<tr>
<td>RMSE</td>
<td>1.694</td>
<td>1.729</td>
<td>25.961</td>
<td>14.495</td>
<td>3.770</td>
</tr>
</tbody>
</table>

When Gamma is the true distribution we get the biases and root mean squared errors as presented in Table 4.7. The results are very much comparable with the results in Table 4.2, although the bias and RMSE are a bit larger for Gamma, Weibull, Pareto and extended Pareto. This is as
expected since we have a smaller sample size. For the 4-parameter model, however, the bias and RMSE are smaller than for $n = 5000$. This could simply be a coincidence or an effect of the true distribution being more uncertain, which the added flexibility of the 4-parameter distribution handles well.

Table 4.8: True distribution: Weibull ($n = 500$)

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>Gamma</th>
<th>Weibull</th>
<th>Pareto</th>
<th>extPareto</th>
<th>4-parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.05$</td>
<td>$\hat{b}$</td>
<td>2.254</td>
<td>-0.048</td>
<td>41.390</td>
<td>1.864</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>2.433</td>
<td>0.877</td>
<td>41.559</td>
<td>2.396</td>
</tr>
<tr>
<td>$0.01$</td>
<td>$\hat{b}$</td>
<td>3.493</td>
<td>-0.052</td>
<td>68.521</td>
<td>2.357</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>3.639</td>
<td>0.950</td>
<td>68.915</td>
<td>2.972</td>
</tr>
</tbody>
</table>

In Table 4.8, Weibull is the true distribution. The biases and root mean squared errors are approximately the same as in Table 4.3 when $n = 5000$. And again, the extended Pareto and 4-parameter model provide an even better fit when the sample is $n = 500$. We especially notice how well the 4-parameter model fits the Weibull distributed samples.

Table 4.9: True distribution: Pareto ($n = 500$)

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>Gamma</th>
<th>Weibull</th>
<th>Pareto</th>
<th>extPareto</th>
<th>4-parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.05$</td>
<td>$\hat{b}$</td>
<td>-4.680</td>
<td>-4.649</td>
<td>0.008</td>
<td>0.013</td>
</tr>
<tr>
<td>$0.01$</td>
<td>$\hat{b}$</td>
<td>-10.252</td>
<td>-9.778</td>
<td>0.647</td>
<td>0.753</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>11.679</td>
<td>11.229</td>
<td>10.948</td>
<td>11.281</td>
</tr>
</tbody>
</table>

When Pareto is the true distribution we get the biases and root mean squared errors presented in Table 4.9. The Gamma and Weibull distributions underestimates the reserve and do not produce a good fit of the data. On the other hand, the extended Pareto and 4-parameter distribution fit the data well, but not as well as for the $n = 5000$ case. We know that the Pareto distribution is a very heavy-tailed distribution, and with an even lower sample size, the greatness of the tail is tough to determine. We can clearly see this from in the 4-parameter case. The bias and RMSE jumps from $b_{4P} = 0.383$ to $\hat{b}_{4P} = 2.557$ and from $RMSE_{4P} = 7.280$ to $RMSE_{4P} = 15.412$, respectively, when we consider the 95% percentile and
the 99% percentile. Hence, we could say that the 4-parameter model fits reasonably well up to some threshold.

Table 4.10: True distribution: extended Pareto \((n = 500)\)

<table>
<thead>
<tr>
<th>(\epsilon)</th>
<th>(\hat{b})</th>
<th>Gamma</th>
<th>Weibull</th>
<th>Pareto</th>
<th>extPareto</th>
<th>4-parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.05)</td>
<td></td>
<td>-3.447</td>
<td>-2.895</td>
<td>-1.369</td>
<td>0.038</td>
<td>0.244</td>
</tr>
<tr>
<td></td>
<td>(\text{RMSE})</td>
<td>5.126</td>
<td>4.782</td>
<td>3.854</td>
<td>4.770</td>
<td>5.170</td>
</tr>
<tr>
<td>(0.01)</td>
<td></td>
<td>-7.414</td>
<td>-6.620</td>
<td>-3.872</td>
<td>0.389</td>
<td>1.319</td>
</tr>
<tr>
<td></td>
<td>(\text{RMSE})</td>
<td>8.576</td>
<td>7.941</td>
<td>5.759</td>
<td>7.414</td>
<td>9.575</td>
</tr>
</tbody>
</table>

In Table 4.10 the biases and root mean squared errors are presented when extended Pareto is the true distribution. Now, the Gamma and Weibull distributions fit the data a little bit better than they did when the two parameter model, Pareto, was the true distribution in Table 4.9. The Pareto distribution gives a reasonably good fit for \(\epsilon = 0.05\) and \(\epsilon = 0.01\). Moreover, the 4-parameter model has a very low bias, but because of the added uncertainty coming as a result of the smaller sample size, the RMSEs is not that good. However, it produces the best fit of all the models, except the true distribution.

Table 4.11: True distribution: 4 parameter \((n = 500)\)

<table>
<thead>
<tr>
<th>(\epsilon)</th>
<th>(\hat{b})</th>
<th>Gamma</th>
<th>Weibull</th>
<th>Pareto</th>
<th>extPareto</th>
<th>4-parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.05)</td>
<td></td>
<td>-6.031</td>
<td>-5.763</td>
<td>-4.148</td>
<td>1.918</td>
<td>0.704</td>
</tr>
<tr>
<td></td>
<td>(\text{RMSE})</td>
<td>7.864</td>
<td>7.458</td>
<td>6.523</td>
<td>7.742</td>
<td>8.190</td>
</tr>
<tr>
<td>(0.01)</td>
<td></td>
<td>-14.778</td>
<td>-14.166</td>
<td>-10.537</td>
<td>6.089</td>
<td>3.380</td>
</tr>
<tr>
<td></td>
<td>(\text{RMSE})</td>
<td>15.872</td>
<td>15.214</td>
<td>12.514</td>
<td>16.382</td>
<td>19.707</td>
</tr>
</tbody>
</table>

When the 4-parameter is the true distribution we get the quantities presented in Table 4.11. Other than the 4-parameter model, none of the distributions seems to provide a good fit when the sample comes from a 4-parameter distribution. All the two-parameter models are underestimating the reserve. It is the 4-parameter model which has the best fit, with the extended Pareto model not that far behind. It is interesting that the RMSEs are smaller for the 3-parameter model than for the 4-parameter model. Again, this could be a result of the lesser sample size, making it harder to, especially, determine the tail of the distribution.


4.1.3 Sample Size: 50

For a sample size of just \( n = 50 \) it is very difficult to find the maximum likelihood estimates in the five models. The variability could be enormous and the shape parameters can be overestimated. Furthermore this will create large uncertainty in the reserve estimates, and corresponding large values of root mean squared errors since it is especially sensitive to large values.

<table>
<thead>
<tr>
<th>( \epsilon = 0.05 )</th>
<th>Gamma</th>
<th>Weibull</th>
<th>Pareto</th>
<th>extPareto</th>
<th>4-parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{b} )</td>
<td>0.628</td>
<td>0.153</td>
<td>25.390</td>
<td>8.348</td>
<td>0.943</td>
</tr>
<tr>
<td>RMSE</td>
<td>4.977</td>
<td>5.090</td>
<td>26.848</td>
<td>15.975</td>
<td>5.513</td>
</tr>
<tr>
<td>( \epsilon = 0.01 )</td>
<td>( \hat{b} )</td>
<td>0.951</td>
<td>0.111</td>
<td>39.080</td>
<td>15.160</td>
</tr>
<tr>
<td>RMSE</td>
<td>5.452</td>
<td>5.593</td>
<td>41.139</td>
<td>32.230</td>
<td>6.382</td>
</tr>
</tbody>
</table>

In Table 4.12, the biases and root mean squared errors are presented for the five distributions when Gamma is the true distribution. Obviously, from \( \hat{b}_W = 0.176 \) and \( \hat{b}_W = 0.147 \) the Weibull model fits very well in the whole tail. At the same time we observe that the corresponding RMSEs are quite large. This probably means that we have more uncertainty than earlier when the sample size was larger. The Pareto model produces a really poor fit of the Gamma distributed sample. This means that the extreme right tail is exposed to overestimation as this model assumes more large claims than reasonable. The extended Pareto distribution has a bit better fit, but it is still not an adequate model to use. Finally, the 4-parameter distribution provides a good fit bearing in mind the small sample size.

<table>
<thead>
<tr>
<th>( \epsilon = 0.05 )</th>
<th>Gamma</th>
<th>Weibull</th>
<th>Pareto</th>
<th>extPareto</th>
<th>4-parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{b} )</td>
<td>2.693</td>
<td>-0.003</td>
<td>51.544</td>
<td>1.218</td>
<td>-0.270</td>
</tr>
<tr>
<td>RMSE</td>
<td>3.953</td>
<td>2.787</td>
<td>52.443</td>
<td>3.682</td>
<td>6.214</td>
</tr>
<tr>
<td>( \epsilon = 0.01 )</td>
<td>( \hat{b} )</td>
<td>4.138</td>
<td>-0.016</td>
<td>91.498</td>
<td>1.645</td>
</tr>
<tr>
<td>RMSE</td>
<td>5.222</td>
<td>3.016</td>
<td>93.463</td>
<td>5.493</td>
<td>6.688</td>
</tr>
</tbody>
</table>

In Table 4.13, the biases and root mean squared errors have been calculated with Weibull as the true distribution. The results are very much like
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the results in Table 4.12. The biggest difference is that the Pareto model has an even worse fit than when the sample was Gamma distributed. At the same time, the extended Pareto model has a better fit. The Weibull distribution has a more concentrated shape than Gamma which makes the Pareto model a poor choice of model (see Figure 3.1). The 4-parameter distribution produces a really good fit based on the bias $\hat{b}_{4P} = -0.270$ and $\hat{b}_{4P} = -0.248$. Because of the small sample size, the RMSEs tells us that we must use this model with caution. Still, the 4-parameter is a good choice, at least for the more light-tailed distributions.

Table 4.14: True distribution: Pareto ($n = 50$)

<table>
<thead>
<tr>
<th></th>
<th>Gamma</th>
<th>Weibull</th>
<th>Pareto</th>
<th>extPareto</th>
<th>4-parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon = 0.05$</td>
<td>$\hat{b}$</td>
<td>-4.183</td>
<td>-4.195</td>
<td>5.532</td>
<td>19.388</td>
</tr>
<tr>
<td></td>
<td>$\text{RMSE}$</td>
<td>14.934</td>
<td>14.621</td>
<td>25.335</td>
<td>98.322</td>
</tr>
<tr>
<td>$\epsilon = 0.01$</td>
<td>$\hat{b}$</td>
<td>-9.759</td>
<td>-9.331</td>
<td>15.830</td>
<td>94.475</td>
</tr>
<tr>
<td></td>
<td>$\text{RMSE}$</td>
<td>19.110</td>
<td>18.813</td>
<td>59.691</td>
<td>577.862</td>
</tr>
</tbody>
</table>

Table 4.15: True distribution: Pareto ($n = 50$) without extreme reserve estimates

<table>
<thead>
<tr>
<th></th>
<th>Gamma</th>
<th>Weibull</th>
<th>Pareto</th>
<th>extPareto</th>
<th>4-parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon = 0.05$</td>
<td>$\hat{b}$</td>
<td>-4.367</td>
<td>-4.346</td>
<td>4.672</td>
<td>7.702</td>
</tr>
<tr>
<td></td>
<td>$\text{RMSE}$</td>
<td>14.709</td>
<td>14.415</td>
<td>23.642</td>
<td>33.448</td>
</tr>
<tr>
<td>$\epsilon = 0.01$</td>
<td>$\hat{b}$</td>
<td>-9.967</td>
<td>-9.511</td>
<td>13.364</td>
<td>27.118</td>
</tr>
<tr>
<td></td>
<td>$\text{RMSE}$</td>
<td>18.924</td>
<td>18.621</td>
<td>53.025</td>
<td>102.328</td>
</tr>
</tbody>
</table>

When Pareto is the true distribution, we get the biases and root mean squared errors presented in Table 4.14. The moderate-tailed distributions, Gamma and Weibull, does not fit the data very well. This underestimation has been consistent for all sample sizes, although the RMSEs are a bit larger. For the more heavy-tailed distributions, the small sample size seems to create some complications. Even though the sample follows a Pareto distribution, the Pareto model struggles to fit the data. The extended Pareto model encounters the same problem. The issue is most noticeable far out in the right tail with a bias and RMSE of $\hat{b}_{EP} = 94.475$ and $\hat{RMSE}_{EP} =$
There is also a large overestimation in the 4-parameter model, but much better than for the extended Pareto model.

There are a few extreme reserve estimates which pulls up the biases and RMSEs. When there are few data available, the optim() function is struggling to find the maximum likelihood estimates. This can make extreme reserve estimates. If we ignore the 20 – 30 largest reserve estimates we get the quantities as in Table 4.15. All models are still providing great uncertainty in cases of heavy tails and few sample data. One can hardly expect anything better.

Table 4.16: True distribution: extended Pareto ($n = 50$)

<table>
<thead>
<tr>
<th></th>
<th>Gamma</th>
<th>Weibull</th>
<th>Pareto</th>
<th>extPareto</th>
<th>4-parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon = 0.05$</td>
<td>$\hat{b}$</td>
<td>-2.860</td>
<td>-3.104</td>
<td>2.590</td>
<td>69.116</td>
</tr>
<tr>
<td>$\epsilon = 0.01$</td>
<td>$\hat{b}$</td>
<td>-6.737</td>
<td>-6.886</td>
<td>2.719</td>
<td>320.522</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>30.048</td>
<td>20.122</td>
<td>22.469</td>
<td>1004.811</td>
</tr>
</tbody>
</table>

Table 4.17: True distribution: extended Pareto ($n = 50$) without extreme reserve estimates

<table>
<thead>
<tr>
<th></th>
<th>Gamma</th>
<th>Weibull</th>
<th>Pareto</th>
<th>extPareto</th>
<th>4-parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon = 0.05$</td>
<td>$\hat{b}$</td>
<td>-2.834</td>
<td>-3.036</td>
<td>2.027</td>
<td>22.700</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>25.032</td>
<td>15.849</td>
<td>14.040</td>
<td>53.024</td>
</tr>
<tr>
<td>$\epsilon = 0.01$</td>
<td>$\hat{b}$</td>
<td>-6.681</td>
<td>-6.757</td>
<td>1.937</td>
<td>75.968</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>29.806</td>
<td>19.740</td>
<td>21.929</td>
<td>186.961</td>
</tr>
</tbody>
</table>

In Table 4.16 and Table 4.17, the biases and root mean squared errors are presented for extended Pareto as the true distributions. The results have many similarities to the results in Table 4.14 and Table 4.15. The Gamma and Weibull distributions are underestimating the reserve, while the Pareto and 4-parameter distributions are overestimating the reserve. The 4-parameter model produces a slightly better fit of the sample distribution than in the previous tables. The heavy tails and few available data makes it hard to fit a model to the true distribution.
4.2. **SUMMARY**

Table 4.18: True distribution: 4-parameter ($n = 50$)

<table>
<thead>
<tr>
<th></th>
<th>Gamma</th>
<th>Weibull</th>
<th>Pareto</th>
<th>extPareto</th>
<th>4-parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon = 0.05$</td>
<td>$\hat{b}$</td>
<td>-6.599</td>
<td>-6.742</td>
<td>-1.618</td>
<td>55.640</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>16.910</td>
<td>15.809</td>
<td>16.749</td>
<td>161.694</td>
</tr>
<tr>
<td>$\epsilon = 0.01$</td>
<td>$\hat{b}$</td>
<td>-15.392</td>
<td>-15.291</td>
<td>-4.763</td>
<td>266.878</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>23.575</td>
<td>22.614</td>
<td>28.930</td>
<td>937.720</td>
</tr>
</tbody>
</table>

Table 4.19: True distribution: 4-parameter ($n = 50$) without extreme reserve estimates

<table>
<thead>
<tr>
<th></th>
<th>Gamma</th>
<th>Weibull</th>
<th>Pareto</th>
<th>extPareto</th>
<th>4-parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon = 0.05$</td>
<td>$\hat{b}$</td>
<td>-7.045</td>
<td>-7.005</td>
<td>-2.518</td>
<td>23.337</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>15.166</td>
<td>14.509</td>
<td>13.985</td>
<td>54.746</td>
</tr>
<tr>
<td>$\epsilon = 0.01$</td>
<td>$\hat{b}$</td>
<td>-15.915</td>
<td>-15.615</td>
<td>-6.835</td>
<td>85.994</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>22.110</td>
<td>21.458</td>
<td>20.972</td>
<td>202.773</td>
</tr>
</tbody>
</table>

Finally, in Table 4.18 and Table 4.19 the biases and root mean squared errors are given when the 4-parameter distribution is the true distribution. Because of their moderate tails, the Gamma and Weibull distributions underestimate the reserve. The Pareto model has the lowest bias, but it is also underestimating the reserve. The extended Pareto model has a really poor fit. With a sample of only $n = 50$, the maximum likelihood method could overestimate the parameters, which can produce extreme values of the reserve. Even the 4-parameter model is struggling to fit the true distribution.

4.2 **Summary**

In this chapter, we have presented the biases and root mean squared errors for each of the five distributions as the true distribution and for three different sample sizes. The most interesting part of the results is how well the 3- and 4-parameter distributions fit to the two parameter special cases. We add parameters to the distributions to make the model more flexible. At the same time, this weakens the simplicity of the model. However, the 4-parameter model fits the data very well indeed, both for the light-tailed and heavy-tailed distributions.
The 4-parameter even provides a better fit than the three parameter extended Pareto distribution which is struggling to fit the more light-tailed distributions. When the sample size decreases, the uncertainty in the reserve estimates increases. The 4-parameter model has a reasonable good fit all over for sample size $n = 5000$ and $n = 500$. When $n = 500$ the extended Pareto model provides a slightly better fit for the heavy-tailed Pareto distribution. This is, however, not enough to exclude the 4-parameter model.

When the sample size is as low as $n = 50$, the tail becomes especially hard to capture. The parameters estimated by the maximum likelihood method can be overestimated, which creates reserve estimates that are far away from the true reserve. For the moderate-tailed distributions, the 4-parameter model is still very much applicable. When we have a more heavy-tailed sample, the 4-parameter model overestimates the reserve and hence does not fit the data that well. Be that as it may, perhaps our risk strategy is to be on the cautious side, which welcomes overestimation. It is a good idea to rather risk overestimation than to risk underestimation. At the same time, one should not overestimate too much as this binds capital.
Chapter 5

Conclusion

The total loss $\mathcal{X}$ depends on two random variables, the claim frequency $N$ and the claim sizes $Z_1,...,Z_N$. Claim sizes are typically modeled through simple two parameter distributions such as the Gamma, Weibull and Pareto distributions. An alternative is to use more flexible models which can be fitted to both light-tailed and heavy-tailed samples. An idea is to use the 4-parameter model, introduced in Chapter 2, with the previous mentioned distributions as special cases. In this way we can use only one model for different samples which can save us a lot of time, and more importantly, we can avoid choosing the wrong model that can have major consequences such as over- or underestimation.

We have used a simulation study to review how well the 3- and 4-parameter models estimate the reserve compared to the special cases Gamma, Weibull or Pareto distribution. The performance of the models was evaluated on the basis of the bias and root mean squared error of their reserve estimates.

We would like a model that is both simple, and at the same time provides a good fit of the true distribution. The moderate-tailed two-parameter models, Gamma and Weibull, tend to underestimate when fitted to a heavy-tailed sample. In the opposite case the heavy-tailed two parameter Pareto distribution overestimates the reserve when the sample follows a distribution with lighter tails. The added flexibility in the 3- and 4-parameter model handles the different shape and tails of the distributions much better. Even though the simplicity of the model is weakened when using the 4-parameter model instead of the extended Pareto model, it provides an even better fit in cases where the 3-parameter model is struggling to fit the more light-tailed distributions.

In general insurance it is crucial for the companies to set aside enough funds to cover future obligations. Therefore, when it comes to reserve es-
it is important not to underestimate the reserve. If the reserves prove to be inadequate in the future, we would have to increase reserves, which would reduce earnings and could have a material adverse effect on the insurance companies results of operations and financial condition. Therefore, it is a good idea to rather risk overestimation than to risk underestimation. At the same time, one should not overestimate too much as this may affect the affordability of insurance policies. Also, unnecessarily large reserve binds capital that may be better used to boost productivity and create employment [UNS, 2015]. From the results presented in tables in Chapter 4 the 4-parameter model is always slightly overestimating the reserve. Hence, the 4-parameter model is a conservative choice.

Combining the fact that the 4-parameter model has a good fit of the different types of samples and that it is a somewhat conservative choice, we can conclude that the ideas originally motivated for this thesis indeed has its justification. That is, that we can use the flexible 4-parameter model as a "standard model" to estimate the reserve when samples have different shape and tails. However, we must be cautious when handling small sample sizes.

When it comes to further work on the error analysis, it could be interesting to test another model for the claim frequency. The claim frequency $N$, in this thesis, are assumed to follow a Poisson distribution. We could instead use a negative binomial distribution and investigate if the results differ. Also, we could check if a model with five or six parameters provide an even better fit than the 4-parameter model, and how well this model perform for small sample sizes.
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Appendices
Appendix A

Mathematical Elaborations

A.1 Probability

We start with some notation and definitions for basic quantities related to a random variable $X$. The cumulative distribution function (or just distribution function) $F_X$ of $X$, is the probability that $X$ will take a value less than or equal to $x$. Hence, it is given by

$$F_X(x) = \Pr(X \leq x), \quad x \in \mathbb{R}. \quad (A.1)$$

The function $F_X$ is non-decreasing and right-continuous [Gray and Pitts, 2012, p. 2]. Also, $0 \leq F_X(x) \leq 1$ for all $x \in \mathbb{R}$, $\lim_{x \to \infty} F_X(x) = 1$ and $\lim_{x \to -\infty} F_X(x) = 0$.

A continuous random variable $X$ has a probability density function (pdf) $f_X$, which is a non-negative function with $\int_{-\infty}^{\infty} f_X(t)dt = 1$, such that the distribution function of $X$ is [Gray and Pitts, 2012, p. 2]

$$F_X(x) = \int_{-\infty}^{x} f_X(t)dt, \quad x \in \mathbb{R}, \quad (A.2)$$

Hence, $f_X(x) = \partial F_X(x)/\partial x$. The probability that $X$ takes on a value in the interval $[a, b]$ is the area in this interval and under the density curve.

If we let $X$ be a discrete random variable that takes values in $\mathbb{N}$, then $\Pr(X = x), x \in \mathbb{R}$, is the probability mass function of $X$. Since the pmf is a function that gives the probability that a discrete random variable $X$ is exactly equal to some value $x$, we see that $\Pr(X = x) = 0$ for $x \notin \mathbb{N}$. So for a discrete random variable concentrated on $\mathbb{N}$, the probability mass function is specified by $\sum_{k=0}^{\infty} \Pr(N = k) = 1$. Then, the distribution function of $X$ is [Gray and Pitts, 2012, p. 3]
\[ F_X(x) = \sum_{k \leq x} \Pr(X = k), \quad x \in \mathbb{R}. \]  

(A.3)

### A.2 Inversion

Assume that we can draw uniform random variables \( U \) for which all values between zero and one are equally likely to occur. By manipulating these uniforms we can generate other random variables \( X \) for a desired distribution with a cumulative distribution function \( \Pr(X \leq x) = F(x) \). \( F(x) \) must be a strictly increasing and continuous distribution function. Then \( F(x) = u \) has the inverse solution \( x = F^{-1}(u) \), and we define

\[ X = F^{-1}(U) \quad \text{or} \quad X = F^{-1}(1 - U), \quad U \sim \text{uniform}. \]  

(A.4)

First, we notice that

\[ \Pr(U \leq F(x)) = F(x) \]

for each \( x \) such that \( F(x) \in [0, 1] \). Since \( F(X) \) is strictly increasing we have that

\[ U \leq F(x) \iff F^{-1}(U) \leq x. \]

Hence the event \( U \leq F(x) \) occurs if and only if \( F^{-1}(U) \leq x \) and we conclude that [Scholtes, 2001]

\[ \Pr(F^{-1}(U) \leq x) = \Pr(U \leq F(x)) = F(x). \]

Thus, we have a simple general sampling technique. However, it requires that we are able to calculate \( F^{-1}(\cdot) \).

The cumulative distribution function of the Pareto distribution is

\[ F(x) = 1 - (1 + x/\beta)^{-\alpha}, \quad x > 0. \]  

(A.5)

By solving the equation \( F(x) = u \) for \( x \) we get the inverse of the cdf

\[ F^{-1}(u) = \beta((1 - u)^{-1/\alpha} - 1), \]  

(A.6)

which is the simple Pareto sampler.
A.3. EXTENDED PARETO: A REPRESENTATION

A.3 Extended Pareto: A Representation

Sampling from the extended Pareto distribution can be simplified by representing the extended Pareto variable $Z$ as

$$Z = \frac{\theta \beta G_\theta}{\alpha G_\alpha}.$$  

This can be shown by transformation. If we let $Z = X/Y$ where $X$ and $Y$ are independent and positive random variables with density functions $g_\theta(x)$ and $g_\alpha(y)$, respectively. Then, we have

$$F(z) = \Pr(Z \leq z) = \Pr(X \leq zY) = \int_0^\infty \Pr(X \leq zy)g_\alpha(y)dy.$$  

Differentiating with respect to $z$, we get the density function of $Z$

$$f(z) = F'(z) = \frac{\partial}{\partial z} \int_0^\infty \Pr(X \leq zy)g_\alpha(y)dy$$

$$= \int_0^\infty \frac{\partial}{\partial z} \Pr(X \leq zy)g_\alpha(y)dy$$

$$= \int_0^\infty yg_\theta(zy)g_\alpha(y)dy,$$

since

$$\frac{\partial}{\partial z} \Pr(X \leq zy) = \frac{\partial}{\partial z} F_X(zy) = yF'_X(zy) = yg_\theta(zy).$$

Let $X = \theta G_\theta$ and $Y = \alpha G_\alpha$, where $G_\theta$ and $G_\alpha$ are standard Gamma distributions with mean one and shape $\theta > 0$ and $\alpha > 0$, respectively. Then, with $g_\theta(x) = x^{\theta-1}e^{-x}/\Gamma(\theta)$ and $g_\alpha(y) = y^{\alpha-1}e^{-y}/\Gamma(\alpha)$,

$$f(z) = \frac{z^{\theta-1}}{\Gamma(\theta)\Gamma(\alpha)} \int_0^\infty y^{\alpha+\theta-1}e^{-y(1+z)}dy = \frac{z^{\theta-1}}{\Gamma(\theta)\Gamma(\alpha)} \frac{1}{(1+z)^{\alpha+\theta}} \int_0^\infty w^{\alpha+\theta-1}e^{-w}dw$$

after substituting $w = y(1+z)$ in the integral. Utilizing that $\Gamma(s) = \int_0^\infty t^{s-1}e^{-t}dt$ we obtain

$$f(z) = \frac{\Gamma(\alpha + \theta)}{\Gamma(\theta)\Gamma(\alpha)} \frac{z^{\theta-1}}{(1+z)^{\alpha+\theta}},$$

which is the extended Pareto density (2.36) when $\beta = 1$. 

\(\text{(A.8)}\)
Appendix B

R codes

B.1 R code - Chapter 2

```r
# = = = = = = = = = = = = = = = = Poisson Distribution = = = = = = = = = = = = = = = = = = = = = = =
# The probability mass functions are plotted
n=seq(0,40,1)
lambda=c(2,6,12)

plot(0,0,xlim=c(0,30),ylim=c(0,0.3),main="Poisson PMF","p",xlab="",ylab="",cex.axis=1.5,cex.main=2)
legend("topright",legend=c("lambda=2","lambda=6","lambda=12"),pch=c(0,1,2),lty=NA,lwd=1.5,box.lty=0,cex=1.5)
lines(n,dpois(n,lambda[1]),type="p",lwd=1.5,pch=0)
lines(n,dpois(n,lambda[2]),type="p",lwd=1.5,pch=1)
lines(n,dpois(n,lambda[3]),type="p",lwd=1.5,pch=2)
abline(h=0)

# = = = = = = = = = = = = = = = = = Gamma Distribution = = = = = = = = = = = = = = = = = = = = = = =
density_gamma=function(m,alpha,xi){
# m simulations from the Gamma model with shape alpha and mean xi are
generated and plotted.
for (i in 1:length(alpha)){
G=rgamma(m,alpha[i],alpha[i])
Z=xi[i]*G
d=density(Z,from=0,adjust=2)
lines(d$x,d$y,lty=i,type="1",lwd=1.5)
}
}
density_gamma(m=1000000,alpha=c(2,4,4),xi=c(3,3,5))
```


```r
# = = = = = = = = = = = = = = = = = = = = = = Weibull D i s t r i b u t i o n = = = = = = = = = = = = = = = = = = = = = = = = =
density_weibull=function (m, alpha, beta) {
  # The Weibull density parameters shape alpha and scale beta are estimated from m simulations and plotted.
  plot(0, 0, xlim=c(0.5), ylim=c(0.16), main="Weibull PDF", xlab="", ylab="", xaxs="i", yaxs="i", cex.axis=1.5, cex.main=2)
  legend("topright", legend=c("alpha=2, beta=0.8", "alpha=3, beta=0.8", "alpha=3, beta=1.5"), lty=c(1, 2, 3, 4), lwd=1.5, box.lty=0, cex=1.5)
  for (i in 1:length(alpha)) {
    Z=rweibull(m, alpha[i], beta[i])
    d=density(Z, from=0, adjust=2)
    lines(d$sx, d$sy, lty=i, type="l", lwd=1.5)
  }
  density_weibull(m=1000000, alpha=c(2, 3, 3), beta=c(0.8, 0.8, 1.5))
}

# = = = = = = = = = = = = = = = = = = Extended Pareto D i s t r i b u t i o n = = = = = = = = = = = = = = = = = = =
density_extPareto=function (m, alpha, theta, beta) {
  # m simulations of the Extended Pareto model with shape parameters alpha and theta, and scale parameter beta are generated and plotted.
  plot(0, 0, xlim=c(0.5), ylim=c(0.21), main="Extended Pareto PDF", xlab="", ylab="", xaxs="i", yaxs="i", cex.axis=1.5, cex.main=2)
  legend("topright", legend=c("alpha=10, theta=3, beta=4", "alpha=30, theta=3, beta=4", "alpha=30, theta=5, beta=4", "alpha=30, theta=5, beta=7"), lty=c(1, 2, 3, 4), lwd=1.5, box.lty=0, cex=1.5)
  for (i in 1:length(alpha)) {
```
B.2 R code - Chapter 3

```
X = theta[i] / alpha[i] * rgamma(m, theta[i], theta[i]) / rgamma(m, alpha[i], alpha[i])
Z = beta[i] * X
d = density(Z, from=0, adjust=2)
lines(d$x, d$y, lty=i, type="l", lwd=1.5)
}
density_extPareto(m=1000000, alpha=c(10,30,30,30), theta=c(3,3,5,5),
                  beta=c(4,4,4,7))

# = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = =
# 4-parameter Distribution
# = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = =
density_4par = function (m, alpha, theta, beta, eta) {
  # m simulations from the 4-parameter model where the parameters alpha,
  # theta, beta and eta are generated and plotted.
  plot(0,0, xlim=c(0,25), ylim=c(0,0.3), main="4-parameter PDF", xlab="", ylab="",
       xaxs="i", yaxs="i", cex.axis=1.5, cex.main=2)
  legend("topright", legend=c("alpha=10, theta=3, beta=4, eta=0.8", 
                            "alpha=30, theta=3, beta=4, eta=0.8", 
                            "alpha=30, theta=5, beta=4, eta=0.8", 
                            "alpha=30, theta=5, beta=7, eta=0.8", 
                            "alpha=30, theta=5, beta=7, eta=1.2"), lty=c(1,2,3,4,5), lwd=1.5, box.lty=0, cex=1.5)
  for (i in 1:length(alpha)) {
    X = rgamma(m, theta[i], theta[i]) / rgamma(m, alpha[i], alpha[i])
    Z = beta[i] * X^eta[i]
    d = density(Z, from=0, adjust=2)
    lines(d$x, d$y, lty=i, type="l", lwd=1.5)
  }
density_4par(m=1000000, alpha=c(10,30,30,30,30), theta=c(3,3,5,5,5),
              beta=c(4,4,4,7,7), eta=c(0.8,0.8,0.8,0.8,1.2))
```

R_code/R_code_chapter2.R

B.2 R code - Chapter 3

```
# Finding suitable parameter values
#
# We plot the pdf for Gamma, Weibull, Pareto, extended Pareto and 4-
# parameter, and use their characteristics to find suitable
# parameters:
m=5000
plot(0,0, xlim=c(0,0.6), ylim=c(0,1.3), main="All pdf's", xlab="", ylab="",
     xaxs="i", yaxs="i", cex.axis=1.5, cex.main=2)
legend("topright", legend=c("Gamma", "Weibull", "Pareto", "ext Pareto",
                           "4 Parameter"), lty=c(1,2,3,4,5), lwd=1.5, box.lty=0, cex=1.5)
```
# Gamma:
alpha_g=3.4
xi_g=1
Z_g=xi_g*rgamma(m, alpha_g, alpha_g)
d=density(Z_g, from=0)
lines(d$x, d$y, lty=1, type="l", lwd=1.5)

# Weibull:
alpha_w=3.4
beta_w=1.1
Z_w=rweibull(m, alpha_w, beta_w)
d=density(Z_w, from=0)
lines(d$x, d$y, lty=2, type="l", lwd=1.5)

# Pareto:
alpha_p=3.4
beta_p=2.4
U=runif(m, 0, 1)
Z_p=beta_p*(U^-1/alpha_p-1)
d=density(Z_p, from=0)
lines(d$x, d$y, lty=3, type="l", lwd=1.5)

# Extended Pareto:
alpha_ep=3.4
theta_ep=2.0
beta_ep=1.2
Z_ep=beta_ep*theta_ep/alpha_ep*rgamma(m, theta_ep, theta_ep)/rgamma(m, alpha_ep, alpha_ep)
d=density(Z_ep, from=0)
lines(d$x, d$y, lty=4, type="l", lwd=1.5)

# 4−parameter:
alpha_4p=3.4
theta_4p=2.0
beta_4p=0.6
eta_4p=1.2
Z_4p=beta_4p*(rgamma(m, theta_4p, theta_4p)/rgamma(m, alpha_4p, alpha_4p))^-eta_4p
d=density(Z_4p, from=0)
lines(d$x, d$y, lty=5, type="l", lwd=1.5)

# ------------------- Gamma Distribution -------------------
nlogL_gamma=function(alpha, z){
  -alpha*(log(alpha)-1)+lgamma(alpha)+alpha*(log(mean(z))-mean(log(z)))
}
parEstimate_gamma=function(z){
  # Estimating the parameters
  # ----------------------------------
  # --- Gamma Distribution ----
  nlogL_gamma=functio
The parameters $\alpha$ and $\xi$ are estimated where $\alpha$ is minimized by the optimize() function. The estimated parameters are returned by the parEstimate_gamma() function:

```r
xi_hat = mean(z)
o = optimize(nlogL_gamma, c(0.0001, max(z)), z = z)
alpha_hat = o[[1]]
results = matrix(c(alpha_hat, xi_hat), 1, 2)
return(results)
```

---

### Weibull Distribution

```r
nlogL_weibull = function(alpha, z) {
  beta_alpha = mean(z ** alpha) ** (1/alpha)
  -sum(dweibull(z, alpha, beta_alpha, log = T))
}

parEstimate_weibull = function(z) {
  o = optimize(nlogL_weibull, c(0.0001, 50), z = z)
  alpha_hat = o[[1]]
  beta_hat = mean(z ** alpha_hat) ** (1/alpha_hat)
  results = matrix(c(alpha_hat, beta_hat), 1, 2)
  return(results)
}
```

---

### Pareto Distribution

```r
nlogL_pareto = function(beta, z) {
  alpha_beta = 1/mean(log(1+z/beta))
  -log(alpha_beta/beta) + (1+1/alpha_beta)
}

parEstimate_pareto = function(z) {
  o = optimize(nlogL_pareto, c(0.0001, max(z)), z = z)
  beta_hat = o[[1]]
  alpha_hat = 1/mean(log(1+z/beta_hat))
  results = matrix(c(alpha_hat, beta_hat), 1, 2)
  return(results)
}
```
```r
nlogL_extPareto=function(s, z)
{
# Function "nlogL_extPareto" returns the negative of the log-
# likelihood:

  t=exp(s)
  -lgamma(t[1]+t[2])+lgamma(t[1])+lgamma(t[2])+t[2]*log(t[3])-(t[2]-1)*mean(log(z))+(t[1]+t[2])*mean(log(1+z/t[3]))
}

findAlpha=function(alpha, zBar, s2, skewZ) {
  theta=zBar^2*(alpha-1)/(s2*(alpha-2)-zBar^2)
  2*sqrt(((alpha-2)/(theta*(alpha+theta-1)))*(alpha+2+theta-1)/(alpha-3)-skewZ)
}

parEstimate_extPareto=function(z) {
  # First we use the method of moments to find starting values for
  # the optim() function:
  zBar=mean(z)
  s2=var(z)
  skewZ=mean((z-zBar)^3)/s2^1.5
  tmp=try(unroot(findAlpha, interval=c(3.0000001, 500), extendInt="yes", zBar=zBar, s2=s2, skewZ=skewZ)$root, silent=TRUE)
  if(is.numeric(tmp)) {
    alpha.start=tmp
    } else {
    alpha.start=3.00001
    }
  if(s2*(alpha.start-2)-zBar^2<0){
    alpha.start=2+(0.1+zBar^2)/s2
    }
  theta.start=zBar^2*(alpha.start-1)/(s2*(alpha.start-2)-zBar^2)
  beta.start=zBar*(alpha.start-1)/theta.start
  # The parameters alpha, theta and beta are estimated by the optim()
  # function which minimizes the nlogL_extPareto() function. We
  # use alpha.start, theta.start and beta.start as starting values.
  # The estimated parameters are returned by the parEstimate_
  # extPareto() function:
  o=optim(log(c(alpha.start, theta.start, beta.start)), nlogL_extPareto, z=z)
  alpha_hat=exp(o$par[1])
  theta_hat=exp(o$par[2])
  beta_hat=exp(o$par[3])
  results=matrix(c(alpha_hat, theta_hat, beta_hat), 1, 3)
  return(results)
}
```
nlogL_fourPar=function(s,z){
# Function "nlogL_fourPar" returns the negative of the log-likelihood:

t=exp(s)
-\log(\Gamma(t[1]+t[2]))-\log(\Gamma(t[1]))-\log(\Gamma(t[2]))-t[2]*\log(t[2])+t[2]*
\log(t[1])+t[2]/t[4]*\log(t[3])+log(t[4])-(t[2]/t[4])-1)*mean(
\log(z))+(t[1]+t[2])*mean(log(1+(t[2]/t[1])*(z/t[3])^((1/t[4]))))
}

parEstimate_fourPar=function(z){
# First we use the method of moments to find starting values for the optim() function:

zBar=mean(z)
s2=var(z)
skewZ=mean((z-zBar)^3)/s2^1.5

tmp=try(uniroot(findAlpha, interval=c(3.0000001,100), extendInt="yes",
zBar=zBar, s2=s2, skewZ=skewZ)$root, silent=TRUE)
if(is.numeric(tmp)){
alpha.start=tmp
}
else{
alpha.start=3.00001
}
if(s2*(alpha.start-2)-zBar^2<=0){
alpha.start=2+0.1+zBar^2)/s2
}
theta.start=zBar^2*(alpha.start-1)/(s2*(alpha.start-2)-zBar^2)
beta.start=zBar*(alpha.start-1)/alpha.start
eta.start=1

# The parameters alpha, theta, beta and eta are estimated by the optim() function which minimizes the nlogL_fourPar() function. The estimated parameters are returned by the parEstimate_fourPar() function:
o=optim(log(c(alpha.start,theta.start,beta.start,eta.start)),nlogL_fourPar,x=z)
alpha_hat=exp(o$par[1])
theta_hat=exp(o$par[2])
beta_hat=exp(o$par[3])
eta_hat=exp(o$par[4])
results=matrix(c(alpha_hat,theta_hat,beta_hat,eta_hat),1,4)
return(results)
}
APPENDIX B. R CODES

# Estimating the reserve

# Gamma Distribution

reserve_gamma=function(m, JuT, alpha, xi, epsilon) {

# The reserve with solvency level epsilon is estimated for a Poisson/Gamma portfolio with JuT as the expected number of claims, and m is the number of simulations used. The parameters alpha and xi are the estimated parameters when a certain distribution is fitted. The estimated reserve q-epsilon is returned by the function reserve_gamma():

N=rpois(m,JuT)
Z=matrix(0,m)
for (i in 1:m) {
  Z[i]=sum(xi*rgamma(N[i], alpha, alpha))
}
q_epsilon=array(0, length(epsilon))
for (i in 1:length(epsilon)) {
  q_epsilon[i]=sort(Z)[(1-epsilon[i])*m]
}
return(q_epsilon)
}

# Weibull Distribution

reserve_weibull=function(m, JuT, alpha, beta, epsilon) {

# The reserve with solvency level epsilon is estimated for a Poisson/Weibull portfolio with JuT as the expected number of claims, and m is the number of simulations used. The parameters alpha and beta are the estimated parameters when a certain distribution is fitted. The estimated reserve q-epsilon is returned by the function reserve_weibull():

N=rpois(m,JuT)
Z=matrix(0,m)
for (i in 1:m) {
  Z[i]=sum(rweibull(N[i], alpha, beta))
}
q_epsilon=array(0, length(epsilon))
for (i in 1:length(epsilon)) {
  q_epsilon[i]=sort(Z)[(1-epsilon[i])*m]
}
return(q_epsilon)
}

# Pareto Distribution

reserve_pareto=function(m, JuT, alpha, beta, epsilon) {

# The reserve with solvency level epsilon is estimated for a Poisson/Pareto portfolio with JuT as the expected number of claims, and m
is the number of simulations used. The parameters alpha and beta are the estimated parameters when a certain distribution is fitted. The estimated reserve $q-\varepsilon$ is returned by the function `reserve_pareto()`:  

```r
N = rpois(m, JuT)
Z = array(0, m)
for (i in 1:m) {
  Z[i] = sum(beta * (runif(N[i]) * (-1/alpha) - 1))
}
q_\varepsilon = array(0, length(epsilon))
for (i in 1:length(epsilon)) {
  q_\varepsilon[i] = sort(Z)[(1 - epsilon[i]) * m]
}
return(q_\varepsilon)
```

# Extended Pareto Distribution

The reserve with solvency level $\varepsilon$ is estimated for a Poisson/extended Pareto portfolio with $JuT$ as the expected number of claims, and $m$ is the number of simulations used. The estimated reserve $q-\varepsilon$ is returned by the function `reserve_extPareto()`:  

```r
N = rpois(m, JuT)
Z = array(0, m)
for (i in 1:m) {
  Z[i] = sum(beta * theta / alpha * rgamma(N[i], theta, theta) / rgamma(N[i], alpha, alpha))
}
q_\varepsilon = array(0, length(epsilon))
for (i in 1:length(epsilon)) {
  q_\varepsilon[i] = sort(Z)[(1 - epsilon[i]) * m]
}
return(q_\varepsilon)
```

# 4-parameter Distribution

The reserve with solvency level $\varepsilon$ is estimated for a Poisson/4-parameter portfolio with $JuT$ as the expected number of claims, and $m$ is the number of simulations used. The estimated reserve $q-\varepsilon$ is returned by the function `reserve_fourPar()`:  

```r
N = rpois(m, JuT)
Z = array(0, m)
for (i in 1:m) {
  Z[i] = sum(beta * theta / alpha * rgamma(N[i], theta, theta, beta) / rgamma(N[i], alpha, alpha, beta))
}
q_\varepsilon = array(0, length(epsilon))
for (i in 1:length(epsilon)) {
  q_\varepsilon[i] = sort(Z)[(1 - epsilon[i]) * m]
}
return(q_\varepsilon)
```
for (i in 1:m) {
  Z[i] = sum(beta * (rgamma(N[i], theta, theta) / rgamma(N[i], alpha, alpha))^eta)
}

q_epsilon = array(0, length(epsilon))
for (i in 1:length(epsilon)) {
  q_epsilon[i] = sort(Z)[(1 - epsilon[i]) * m]
}
return(q_epsilon)

# ---
# Simulation study
# ---
reserve_all = function(z) {
  # Function "reserve_all" returns the estimated reserve of all distributions Gamma, Weibull, Pareto, extended Pareto and 4-parameter, when z follows the true distribution:
  gamma_estimate = parEstimate_gamma(z)
  res_gamma = reserve_gamma(m=1000000, JuT=50, alpha=gamma_estimate[1], xi=gamma_estimate[2], epsilon=c(0.05, 0.01))
  weibull_estimate = parEstimate_weibull(z)
  res_weibull = reserve_weibull(m=1000000, JuT=50, alpha=weibull_estimate[1], beta=weibull_estimate[2], epsilon=c(0.05, 0.01))
  pareto_estimate = parEstimate_pareto(z)
  res_pareto = reserve_pareto(m=1000000, JuT=50, alpha=pareto_estimate[1], beta=pareto_estimate[2], epsilon=c(0.05, 0.01))
  extPareto_estimate = parEstimate_extPareto(z)
  res_extPareto = reserve_extPareto(m=1000000, JuT=50, alpha=extPareto_estimate[1], theta=extPareto_estimate[2], beta=extPareto_estimate[3], eta=extPareto_estimate[4], epsilon=c(0.05, 0.01))
  fourPar_estimate = parEstimate_fourPar(z)
  res_fourPar = reserve_fourPar(m=1000000, JuT=50, alpha=fourPar_estimate[1], theta=fourPar_estimate[2], beta=fourPar_estimate[3], eta=fourPar_estimate[4], epsilon=c(0.05, 0.01))
  return(c(res_gamma[1], res_weibull[1], res_pareto[1], res_extPareto[1], res_fourPar[1], res_gamma[2], res_weibull[2], res_pareto[2], res_extPareto[2], res_fourPar[2]))
}

# ---
# Gamma – True Distribution
# ---
N=500
n=5000 # n=50, number of historical data
alpha=3.4
xi=1

reserve_trueGamma = matrix(NA, nrow=N, ncol=10)
for (i in 1:N)
  z = xi * rgamma(n, alpha, alpha)
  reserve_trueGamma[i,] = reserve_all(z)

# Creates a file "Reserve_trueGamma_5000.txt" containing the estimated reserve when Gamma is the true distribution:
write.table(reserve_trueGamma, file="Reserve_trueGamma_5000.txt", row.names=FALSE, col.names=c("Gamma.05", "Weibull.05", "Pareto.05", "extPar.05", "4Par.05", "Gamma.01", "Weibull.01", "Pareto.01", "extPar.01", "4Par.01"))

# ----------------------------------- Weibull – True Distribution -----------------------------------
N=500
n=5000 # n=500, n=50, number of historical data
alpha = 3.4
beta = 1.1
reserve_trueWeibull = matrix(NA, nrow=N, ncol=10)
for (i in 1:N)
  z = rweibull(n, alpha, beta)
  reserve_trueWeibull[i,] = reserve_all(z)

# Creates a file "Reserve_trueWeibull_5000.txt" containing the estimated reserve when Weibull is the true distribution:
write.table(reserve_trueWeibull, file="Reserve_trueWeibull_5000.txt", row.names=FALSE, col.names=c("Gamma.05", "Weibull.05", "Pareto.05", "extPar.05", "4Par.05", "Gamma.01", "Weibull.01", "Pareto.01", "extPar.01", "4Par.01"))

# ----------------------------------- Pareto – True Distribution -----------------------------------
N=500
n=5000 # n=500, n=50, number of historical data
alpha = 3.4
beta = 2.4
reserve_truePareto = matrix(NA, nrow=N, ncol=10)
for (i in 1:N)
  z = beta * (runif(n) ** (-1/alpha) - 1)
  reserve_truePareto[i,] = reserve_all(z)

# Creates a file "Reserve_truePareto_5000.txt" containing the estimated reserve when Pareto is the true distribution:
write.table(reserve_truePareto, file="Reserve_truePareto_5000.txt", row.names=FALSE, col.names=c("Gamma.05", "Weibull.05", "Pareto.05", "extPar.05", "4Par.05", "Gamma.01", "Weibull.01", "Pareto.01", "extPar.01", "4Par.01"))

# ----------------------------------- Extended Pareto – True Distribution -----------------------------------
N=500
n=5000 # n=500, n=50, number of historical data
alpha = 3.4
theta = 2.0
beta = 1.2

reserve_trueExtPareto = matrix(NA, nrow=N, ncol=10)

for (i in 1:N){
z = beta*theta/alpha*rgamma(n, theta, theta)/rgamma(n, alpha, alpha)
reserve_trueExtPareto[i,] = reserve_all(z)
}

# Creates a file "Reserve_trueExtPareto_5000.txt" containing the estimated reserve when extended Pareto is the true distribution:
write.table(reserve_trueExtPareto, file="Reserve_trueExtPareto_5000.txt", row.names=FALSE, col.names=c("Gamma.05", "Weibull.05", "Pareto.05", "extPar.05", "4Par.05", "Gamma.01", "Weibull.01", "Pareto.01", "extPar.01", "4Par.01"))

N=500
n=5000 # n=500, n=50, number of historical data
alpha = 3.4
theta = 2.9
beta = 0.6
eta = 1.2

reserve_trueFourPar = matrix(NA, nrow=N, ncol=10)

for (i in 1:N){
z = beta*(rgamma(n, theta, theta)/rgamma(n, alpha, alpha))^eta
reserve_trueFourPar[i,] = reserve_all(z)
}

# Creates a file "Reserve_trueFourPar_5000.txt" containing the estimated reserve when 4-parameter is the true distribution:
write.table(reserve_trueFourPar, file="Reserve_trueFourPar_5000.txt", row.names=FALSE, col.names=c("Gamma.05", "Weibull.05", "Pareto.05", "extPar.05", "4Par.05", "Gamma.01", "Weibull.01", "Pareto.01", "extPar.01", "4Par.01"))

R_code/R_code_chapter3.R

B.3 R code - Chapter 4

# Calculate the bias and root mean squared error

# Functions that takes the true reserve and the estimated reserves as input and calculate the biases:

bias.05 = function(my_data, true_reserve){ # epsilon = 0.05
  b_hat = array(0, 5)
  for (j in 1:5){
    ...
b_hat[j] = 1/500 * sum(my_data[,j] - true_reserve) 
return(b_hat)

bias.01 = function(my_data, true_reserve) {  
  # epsilon = 0.01  
  b_hat = array(0, 5)  
  for (j in 1:5) {  
    b_hat[j] = 1/500 * sum(my_data[,5+j] - true_reserve)  
  }  
  return(b_hat)
}

# Functions that takes the true reserve and the estimated reserves as input and calculate the root mean squared errors:

RMSE.05 = function(my_data, true_reserve) {  
  # epsilon = 0.05  
  RMSE_hat = array(0, 5)  
  for (j in 1:5) {  
    RMSE_hat[j] = sqrt(1/500 * sum((my_data[,j] - true_reserve)^2))  
  }  
  return(RMSE_hat)
}

RMSE.01 = function(my_data, true_reserve) {  
  # epsilon = 0.01  
  RMSE_hat = array(0, 5)  
  for (j in 1:5) {  
    RMSE_hat[j] = sqrt(1/500 * sum((my_data[,5+j] - true_reserve)^2))  
  }  
  return(RMSE_hat)
}

# = = = = = = = = = = = = = = = = = Gamma Distribution = = = = = = = = = = = = = = = = = =


alpha = 3.4  
xi = 1  
true_reserve = reserve_gamma(m=10000000, JuT=50, alpha, xi, epsilon=c(0.05, 0.01))  
write.table(true_reserve, file="True_Reserve_Gamma.txt", row.names=FALSE, col.names=FALSE)  

true_reserve.05 = true_reserve[1]  
true_reserve.01 = true_reserve[2]

# Calculate the bias and RMSE when n=5000:  
round(bias.05(Reserve_trueGamma_5000, true_reserve.05), digits=3)  
round(bias.01(Reserve_trueGamma_5000, true_reserve.01), digits=3)  
round(RMSE.05(Reserve_trueGamma_5000, true_reserve.05), digits=3)  
round(RMSE.01(Reserve_trueGamma_5000, true_reserve.01), digits=3)
# Weibull Distribution

```r

alpha = 3.4
beta = 1.1
true_reserve = reserve_weibull(m=10000000, JuT=50, alpha, beta, epsilon=c(0.05, 0.01))
write.table(true_reserve, file="True_Reserve_Weibull.txt", row.names=FALSE, col.names=FALSE)
```

# Calculate the bias and RMSE when n=5000:

```r
round(bias.05(Reserve_trueWeibull_5000, true_reserve.05), digits=3)
round(bias.01(Reserve_trueWeibull_5000, true_reserve.01), digits=3)
round(RMSE.05(Reserve_trueWeibull_5000, true_reserve.05), digits=3)
round(RMSE.01(Reserve_trueWeibull_5000, true_reserve.01), digits=3)
```

# Pareto Distribution

```r

alpha = 3.4
beta = 2.4
true_reserve = reserve_pareto(m=10000000, JuT=50, alpha, beta, epsilon=c(0.05, 0.01))
write.table(true_reserve, file="True_Reserve_Pareto.txt", row.names=FALSE, col.names=FALSE)
```

# Calculate the bias and RMSE when n=5000:

```r
round(bias.05(Reserve_truePareto_5000, true_reserve.05), digits=3)
round(bias.01(Reserve_truePareto_5000, true_reserve.01), digits=3)
round(RMSE.05(Reserve_truePareto_5000, true_reserve.05), digits=3)
round(RMSE.01(Reserve_truePareto_5000, true_reserve.01), digits=3)
```

# Alternatively, without extreme reserve estimates:

```r
```

```r
true_reserve.05 = true_reserve[1]
true_reserve.01 = true_reserve[2]
```
# Calculate the bias and RMSE when n=5000:
round(bias.05(Reserve_truePareto_5000_2,true_reserve.05),digits=3)
round(bias.01(Reserve_truePareto_5000_2,true_reserve.01),digits=3)
round(RMSE.05(Reserve_truePareto_5000_2,true_reserve.05),digits=3)
round(RMSE.01(Reserve_truePareto_5000_2,true_reserve.01),digits=3)

# = = = = = = = = = = = = = = = = = = Extended Pareto Distribution = = = = = = = = = = = = = = = = = = =

alpha=3.4
theta=2.0
beta=1.2
ture_reserve=reserve_extPareto(m=10000000,JuT=50,alpha,theta,beta,
epsilon=c(0.05,0.01))
write.table(true_reserve,file="True_Reserve_extPareto.txt",row.names=
FALSE,col.names=FALSE)
true_reserve.05=true_reserve[1]
true_reserve.01=true_reserve[2]

# Calculate the bias and RMSE when n=5000:
round(bias.05(Reserve_trueExtPareto_5000,true_reserve.05),digits=3)
round(bias.01(Reserve_trueExtPareto_5000,true_reserve.01),digits=3)
round(RMSE.05(Reserve_trueExtPareto_5000,true_reserve.05),digits=3)
round(RMSE.01(Reserve_trueExtPareto_5000,true_reserve.01),digits=3)

# Alternatively, without extreme reserve estimates:
true_reserve.05=true_reserve[1]
true_reserve.01=true_reserve[2]

# Calculate the bias and RMSE when n=5000:
round(bias.05(Reserve_trueExtPareto_5000_2,true_reserve.05),digits=3)
round(bias.01(Reserve_trueExtPareto_5000_2,true_reserve.01),digits=3)
round(RMSE.05(Reserve_trueExtPareto_5000_2,true_reserve.05),digits=3)
round(RMSE.01(Reserve_trueExtPareto_5000_2,true_reserve.01),digits=3)

# = = = = = = = = = = = = = = = = = = = = 4-parameter Distribution = = = = = = = = = = = = = = = = = = =
Reserve_trueFourPar_5000=read.table("/Users/simenholter/Documents/Skole/MastersThesis2017/Reserve/Reserve_trueFourPar_5000.txt",header=T)

alpha=3.4
theta = 2.9
beta = 0.6
eta = 1.2

t = reserve_fourPar(m=1000000, J, T = 50, alpha, theta, beta, eta,
epsilon = c(0.05, 0.01))
write.table(t, file="True_Reserve_fourPar.txt", row.names=
FALSE, col.names=FALSE)

# t = read.table("/Users/simenholter/Documents/Skole/
MastersThesis2017/Reserve/True_Reserve_FourPar.txt", header=F)

t = reserve[1]
t = reserve[2]

# Calculate the bias and RMSE when n=5000:
round(bias.05(Reserve_trueFourPar_5000, t[1]), digits=3)
round(bias.01(Reserve_trueFourPar_5000, t[2]), digits=3)
round(RMSE.05(Reserve_trueFourPar_5000, t[1]), digits=3)
round(RMSE.01(Reserve_trueFourPar_5000, t[2]), digits=3)

# Alternatively, without extreme reserve estimates:
Reserve_trueFourPar_5000_2 = read.table("/Users/simenholter/Documents/
Skole/MastersThesis2017/Reserve/Reserve_trueFourPar_5000_2.txt", header=T)
t = read.table("/Users/simenholter/Documents/Skole/
MastersThesis2017/Reserve/True_Reserve_FourPar.txt", header=F)

t = reserve[1]
t = reserve[2]

# Calculate the bias and RMSE when n=5000:
round(bias.05(Reserve_trueFourPar_5000_2, t[1]), digits=3)
round(bias.01(Reserve_trueFourPar_5000_2, t[2]), digits=3)
round(RMSE.05(Reserve_trueFourPar_5000_2, t[1]), digits=3)
round(RMSE.01(Reserve_trueFourPar_5000_2, t[2]), digits=3)