Can Open Science save us from a solar-driven monsoon?
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ABSTRACT

Numerous studies have been published claiming strong solar influences on the Earth's weather and climate, many of which include documented errors and false-positives, yet are still frequently used to substantiate arguments of global warming denial. Recently, Badruddin & Aslam (2015) reported a highly significant relationship between the Indian monsoon and the cosmic ray flux. They found strong and opposing linear trends in the cosmic ray flux during composites of the strongest and weakest monsoons since 1964, and concluded that this relationship is causal. They further speculated that it could apply across the entire tropical and sub-tropical belt and be of global importance. However, examining the original data reveals the cause of this false-positive: an assumption that the data's underlying distribution was Gaussian. Instead, due to the manner in which the composite samples were constructed, the correlations were biased towards high values. Incorrect or problematic statistical analyses such as this are typical in the field of solar-terrestrial studies, and consequently false-positives are frequently published. However, the widespread adoption of Open Science approaches, placing an emphasis on reproducible open-source analyses as demonstrated in this work, could remedy the situation.
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1. Introduction

Monsoons are planetary-scale circulations that are major features of the tropical atmosphere and the global climate system. Although monsoons in different locations have somewhat different characteristics, monsoon climates are all characterised by a strong seasonal precipitation cycle. Around two-thirds of humanity live within regions influenced by monsoons, and for these people, the onset, intensity and duration of the monsoonal rains are key to their prosperity.

The Indian Summer Monsoon (ISM) is associated with deep convection and rainfall across the northern Indian Ocean and the Indian continent south of around 20 N. The bulk of rainfall migrates from the Indian Ocean region in vernal equinox, to the southern and south-eastern Asian continent and neighbouring ocean regions by northern solstice. It returns northward in autumnal equinox, extending as far as northern Australia in the east, and Madagascar in the west in southern solstice (Clift & Plumb 2008).

Numerous studies have drawn links between variations in solar activity and the intensity of monsoon rainfall based on evidence from paleoclimatic proxy data (e.g. Neff et al. 2001; Fleitmann et al. 2003; Gupta et al. 2005; Wang et al. 2005; Agnihotri et al. 2011; Tiwari et al. 2015; Xu et al. 2015), from reanalysis data (e.g. Kodera 2004) and from modern observational data (e.g. Mehta & Lau 1997; Bhattacharyya & Narasimha 2005; Maitra et al. 2014; Chaudhuri et al. 2015). However, a mechanism which could account for the reported relationships is unclear, although there are several possibilities: broadly, these mechanisms include so-called top-down solar UV irradiance effects, bottom-up total solar irradiance effects and relationships between atmospheric ionisation from the cosmic ray (CR) flux to aerosols and clouds (Gray et al. 2010).

Recently, a study by Badruddin & Aslam (2015), hereafter BA15, reported a strong link between the solar-modulated CR flux and the ISM. Based on a statistical analysis of observed neutron monitor counts and precipitation records since 1964, they concluded that increases in the CR flux during the ISM resulted in abnormally intense precipitation, while decreases in the CR flux resulted in abnormally weak precipitation. If true, such a relationship would have significant implications for the climate system and importantly be of relevance to the predictability of the ISM. However, as shown in this work, this claim is unsupported by the evidence. As with many solar-terrestrial studies, the numerous pitfalls involved in the statistical analysis of geophysical data led BA15 to produce a false-positive result.

Moreover, of broader interest is a recognition of the large number of fallacious solar-terrestrial studies (e.g. as noted by Pittock 1978, 2009; Farrar 2000; Kristjansson & Kristiansen 2000; Damon & Laut 2004; Sloan & Wolfendale 2008; Benestad & Schmidt 2009; Calogović et al. 2010; Laken et al. 2012b; Laken & Čalogović 2013b; Benestad et al. 2015). False-positives within this field are of particular concern, as they contribute to a politically-motivated global warming denial movement, providing material for groups intending to affect policy, such as the Heartland Institute’s Nongovernmental International Panel on Climate Change (NIPCC) or the Centre for the Study of Carbon Dioxide and Global Change (Dunlap & McCright 2010; Benestad et al. 2015). Encouragingly however, a recent shift to open-access, and highly-repeatable workflows offers an opportunity for rapid communal development (and cross-checking) across a broad range of fields, including solar-terrestrial studies: at minimum, such approaches can more effectively facilitate the peer-review process and enhance the quality and reliability of future
publications. To illustrate this, this manuscript is supported by an accompanying IPython Notebook (Pérez & Granger 2007), enabling users of the open-source software to easily check, repeat and alter the analysis. This notebook (and all accompanying data) are openly available from figshare (Laken 2015).

2. Data

I have used identical data to the BA15 study: precipitation data over India (source the Indian Institute of Tropical Metrology, Pune, India), and neutron monitor data from Oulu (65.05° N, 25.47° E, 0.8 GV; Usoskin et al. 2001), both monthly means over the period of 1964–2011. A time-series of these data are shown in Figure 1. The strong seasonal precipitation cycle of the monsoon is clearly visible, with the monthly rainfall varying from ~0 mm month$^{-1}$ during the dry season to ~250 mm month$^{-1}$ in the wet season. The Oulu neutron monitor data show monthly average counts (min$^{-1} \times 10^3$) and span four 11-year solar cycles (beginning with solar cycle 20).

A precipitation climatology, calculated by compositing the calendar months of the precipitation data, clearly shows the seasonal changes associated with the ISM (Fig. 2). Uncertainty is indicated on the vertical bars in standard error of the mean (SEM), given in Eq. (1), where $\sigma$ is the sample standard deviation and $n$ is the sample size:

$$SEM = \frac{\sigma}{\sqrt{n-1}} .$$  \hspace{0.2cm} (1)

Subtracting the climatological mean from the precipitation time-series leaves the anomalous ($\delta$) precipitation. This can be used as a measure of how intense or weak the precipitation is for any given month or season, with negative (or positive) values indicating below (or above) average rainfall. This statistic is shown in Figure 3 for means over the months of May–September.

BA15 ranked the ISM anomalies, isolating the years of the most positive and negative $\delta$ precipitation. Their list is given in Table 1. They used these years as the basis for two epoch superposed analysis (composite) samples, to test the hypothesis that variations in the cosmic ray flux (indicated by neutron monitor counts) correspond to these periods of weak and intense ISM precipitation. The composite technique is well suited for such an analysis, as the accumulation and averaging of successive events is useful for isolating low-amplitude signals within data where background variability would otherwise obscure detection (Chree 1913, 1914). However, there are numerous difficulties to effectively use this methodology which must be taken into account so as to arrive at robust conclusions (e.g. as described in Laken & Čalogović 2013a).
3. Analysis

3.1. Creating the composites

BA15 examined linear changes in monthly neutron monitor counts, analysed over \( m = 5 \) month periods (during the months of May–September) from two samples, each comprised of \( n = 12 \) years of monthly-resolution data: i.e. composites from two matrices of \( n \times m \) elements. The composites – which are vectors of the matrices averaged in the \( n \)-dimension – are, respectively, referred to as the “Drought” and “Flood” samples. The samples are shown in Figure 4, with the May–September periods highlighted.

BA15 evaluated the Pearson’s correlation coefficients (\( r \)-values) of the means from the \( D \) and \( F \) samples from May to September and evaluated the statistical significance at the two-tailed probability (\( p \)) value (assuming a Gaussian distribution), to test their hypothesis (\( H_1 \): the CR flux possesses a statistically significant and anti-correlated linear trend during the \( D \) and \( F \) samples). They obtained values of \( r = -0.95 \) (\( p = 0.01 \)) for \( D \) and \( r = 0.99 \) (\( p = 1 \times 10^{-3} \)) for \( F \).

At first glance, it is certainly true that these data appear to show a linear change over the highlighted period, anti-correlated between the \( D \) and \( F \) samples. This is confirmed quantitatively with Pearson’s \( r \) correlation analysis and shown to be statistically significant. (As a side point, I note that correlations estimated from data with trends such as these imply a lower effective degree of freedom than the number of data points. If unaccounted for, this will lead to misjudgements in the significance of the correlations.) Before robust conclusions can be drawn from these data however, there are several issues to further examine: firstly, the certainty with which we can know the \( r \)-values of the \( D \) and \( F \) samples given the uncertainty in the data, and secondly, the assumptions regarding the significance tests. I shall now address these issues in turn.

3.2. Uncertainty in the \( r \)-values of the composites

As shown in Figure 4, the uncertainty around the composite means is large. It is possible to calculate the \( r \)-values that can be obtained within this uncertainty range through re-sampling methods, giving a more comprehensive overview of the possible relationship between the \( D \) and \( F \) samples and the CR flux data. I have done this by assuming any value within the ±1 SEM range is equally valid, and repeatedly randomly substituting these values and re-calculating Pearson’s \( r \). The result of this procedure is shown in Figure 5. For comparison the \( r \)-values of the composite means are marked for both samples. The \( p \)-values, from the traditional statistical approach used by BA15 which assumes a Gaussian distribution, are also displayed. Several features are immediately apparent:

1. The results confirm that the \( D \) and \( F \) samples are skewed towards extreme, and opposing \( r \)-values.
2. The realisations cover a large range of \( r \)-values, even of opposing sign, particularly in the case of the \( F \) sample.
3. Traditional statistical methods show the majority of the correlations do have a low \( p \)-value.
4. The re-sampling indicates that the simple mean may have overestimated the \( r \)-value of the \( F \) sample, as the majority of realisations suggest slightly lower values occurred more frequently.
5. The \( r \)-value of the \( D \) sample appears more robust, as it coincides with one of the densest portions of its distribution.

In essence, the \( D \) and \( F \) samples indeed show opposing trends, which traditional statistical tests confirm to be significant, as BA15 reported. From these results, BA15 concluded that a solar-monsoon link exists and operates via a theoretical CR flux cloud connection. They speculated that this connection impacts the monsoon in the following manner: increases in the CR flux enhance low cloud, rainfall, and surface evaporation, and consequently decrease temperature (and vice versa). They further speculated that their findings may be expanded to the whole tropical and sub-tropical belt, and as a result may impact temperatures at a global scale.

However, while the \( r \)-values of the the \( D \) and \( F \) samples certainly show that a strong, linear change in the CR flux is occurring, I argue that this is neither surprising, nor significant, and ultimately does not support the conclusions of BA15. The main error results from the assumption that the \( r \)-values should possess a Gaussian distribution, as I shall demonstrate.

Fig. 4. Reproduction of the composite samples of BA15, showing the monthly-resolution pressure-adjusted neutron monitor count rate (units: counts min\(^{-1} \times 10^3\)) from Oulu station (65.05° N, 25.47° E, 0.8 GV) occurring during 12 years of Indian monsoon “Drought” (D) and “Flood” (F) conditions. Composite means (in the matrix \( m \)-dimension) are plotted, with error ranges shown as ±1 standard error of the mean (SEM) value. The period of May–September, selected by BA15 for Pearson’s correlation analysis, has been emphasised in the plots.

Fig. 5. The potential range of \( r \)-values of the \( D \) (red) and \( F \) (blue) samples accounting for uncertainty (left panel). Corresponding \( p \)-values from traditional statistical methods assuming a Gaussian distribution are also shown (right panel). Distributions are estimated from Pearson’s \( r \) correlations of neutron monitor counts during resamples of the \( D \) and \( F \) composites, wherein values within the ±1 SEM range were considered equally likely to occur. The \( r \)- and \( p \)-values from the means of the \( D \) and \( F \) samples (solid black lines of Fig. 4) are indicated by markers.
fact that in order to effectively estimate statistical significance through a MC method, it is necessary to replicate the sample conditions as closely as possible – failure to do so can result in very significant biases in the resulting MC. For example, in this MC the years are random (i.e. the $n$-dimension described in Sect. 3.1), however, the $m$ dimension is not (i.e. the months of May–September are from the same random $n$). While seemingly innocuous, such particularities are important: If, for example, both the $n$ and $m$ were random, it would remove temporal autocorrelation from the samples, significantly altering the distribution.

The 4th order polynomial fit, plotted in Figure 6 and given in Eq. (2), follows the MC-generated distribution. The most noticeable disagreement between the fit and the distribution arises at the extreme tails, where the density again begins to decline. A considerably higher order fit ($\sim$10th order) is required to capture the behaviour at the extreme tails. However, the approximation from the 4th order polynomial is sufficient to reliably estimate the density of a given histogram bin over the vast majority of the distribution:

$$p(r) = 0.01344r^4 - 8.354 \times 10^{-5}r^3 - 0.001013r^2$$
$$+ 0.0002559r + 0.007552.$$  

Comparing the densities estimated from the 4th order polynomial fit to the Gaussian fit gives the following: for the $D$ sample mean $r$-value of $\sim$0.95, the predicted density in a Gaussian distribution is 0.005, however the polynomial fit estimates the density to be 0.017 (3.7 times greater). For the mean $r$-value of the $F$ sample, $\sim$0.99, the Gaussian estimates a density of 0.004, while the density from the polynomial estimate is 0.020 (4.4 times greater).

In a more general comparison, the extreme tails of the Gaussian distribution covering 5% of its density (in the 0–2.5th and 97.5–100th percentile range) used as a threshold of statistical significance, comparatively relate to 18% of the polynomial density.

Consequently, the high $r$-values obtained in the BA15 composites do not support a relationship between extremes in Indian precipitation during the monsoon and co-temporal changes in the CR flux, but rather, they are simply among the most commonly obtained values based on BA15’s experimental design.

4. Discussion

The main mechanism suggested to link the CR flux to cloud is via ion-mediated nucleation (Carslaw et al. 2002). The Cosmics Leaving OUtdoor Droplets (CLOUD) experiment at CERN has demonstrated that ion-mediated nucleation may lead to enhancements in aerosol formation of 2–10 times neutral values under specific laboratory conditions – low temperatures characteristic of the upper troposphere, and with low concentrations of amines and organic molecules – however, this effect is absent under conditions more closely representing the lower troposphere (Kirby et al. 2011; Almeida et al. 2013). Despite this, even if we assume that a significant nucleation of new aerosol particles forms with solar activity, climate model experiments (which include aerosol microphysics schemes) have found that this would still not result in a significant change in either concentrations of cloud condensation nuclei or cloud properties. This is because the majority of

3.3. Monte Carlo simulations of the null hypothesis

The CR flux oscillates as solar activity progresses from minimum to maximum over the course of the ~11-year solar Schwabe cycle. Consequently, by compositing small samples of 5-month periods from a time-series of CR data, as BA15 have done, it is inevitable that the resulting values will regularly show a strongly increasing or decreasing tendency. In other words, the population of $r$-values, which can be derived from 5-month composites of data dominated by the 11-year solar-cycle, is certain to be ergodic and biased towards extreme values rather than Gaussian.

I demonstrate this using a Monte Carlo (MC) sampling approach, as shown in Figure 6, which shows a normalised histogram calculated from the $r$-values of 100,000 randomly generated composite samples. Each composite was calculated from matrices of neutron monitor counts of equal dimensions ($n \times m$ elements) to the original $D$ and $F$ samples, over May–September periods, randomised in the $n$-dimension. These data clearly show that the densest parts of the distributions are towards extreme $r$-values.

I note that the May–September restriction is not strictly required, as the CR flux is an external forcing and therefore not related to seasonality. In reality the only requirement is that the MC-samples span an identical time-period as the original samples (5 consecutive months). For more details on the MC method applied to solar-terrestrial studies, including information related to determining optimal size of the simulations, see Laken & Čalogović (2013a).

My statement that the composites are “of equal dimensions to the original” is particularly important, as it alludes to the

---

**Fig. 6.** Normalised histogram of $r$-values drawn from 100,000 Monte Carlo composites representing the null hypothesis ($H_0$). Data are Pearson’s $r$-values from the Oulu neutron monitor. The histogram has 101 bins over an $x$-axis range of $\sim$1 to 1. For comparison, a normalised Gaussian distribution is plotted on the dashed line: BA15 wrongly assumed the data possessed this distribution. A 4th order polynomial fit to the $H_0$ population is plotted on the solid line: this fit can be used to calculate the density (or probability, $p$) of a given $r$-value.

---
the newly formed particles are effectively scavenged by pre-existing larger aerosols (Pierce & Adams 2009; Snow-Kropla et al. 2011; Dunne et al. 2012; Yu et al. 2012). These conclusions are supported by satellite and ground-based observations (e.g. Erlykin et al. 2009; Kulmala et al. 2010; Laken et al. 2012; Benestad 2013; Krissansen-Totton & Davies 2013). For these and additional reasons, the IPCC AR5 concluded that the CR flux has played no significant role in recent global warming (Boucher et al. 2013).

The numerous pitfalls into which solar-terrestrial studies in particular may fall were lucidly outlined decades ago by Pittock (1978, 1979, 1983). More recently, Pittock (2009) also reflected on the main points of these studies in the context of the ability of solar variations to account for any portion of observed climate change. Despite a general awareness of common issues in the field, many studies with improper statistical methods, flawed experimental designs, black-box approaches and ad hoc hypotheses still frequently appear. Consequently, the literature is replete with cases of demonstrated false-positives (Benestad et al. 2015), many of which continue to be used as the basis for global warming denial (e.g. such as in Idso & Singer 2009; Idso et al. 2013), immediately making cases such as the one described in this manuscript in need of address. In this context, Open Science approaches, such as the publication of the code and data accompanying manuscripts (as I have done with this work (Laken 2015), provide a means of ensuring transparency and scientific progress.
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