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Abstract

Assessment is an integral part of society and education, and for this reason it is important to know what you measure. This thesis is about explanatory item response modelling of an abstract reasoning assessment, with the objective to create a modern test design framework for automatic generation of valid and precalibrated items of abstract reasoning. Modern test design aims to strengthen the connections between the different components of a test, with a stress on strong theory, systematic item design, and advanced technological and statistical tools. Such an approach seeks to improve upon the traditionally weak measures found in education and social sciences in general.

The thesis is structured in two parts. Part one presents the theoretical basis of the dissertation, and part two presents the empirical analysis and results of the assessment. The first chapter establishes an understanding of the general field of which this study has been conducted. The second chapter delves into the particular content domain relevant for the assessment. The third chapter presents the actual assessment that is the object of investigation. The fourth chapter presents a comprehensive report on a cognitive lab. The fifth chapter presents the factors on which the actual explanatory item response modelling of the assessment is founded on. The last chapter present a general discussion and conclusion of the study.
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Part I

Introduction to the Methodological Field, the Content Domain, and the Assessment

The following part presents the theoretical basis of the dissertation. The first chapter establishes an understanding of the general methodological field under which this study has been conducted. The second chapter delves into the particular content domain relevant for the assessment. The third chapter presents the actual assessment that is the object of investigation.
Chapter 1

Modern Test Design
– the Methodological Field –

Assessment is an integral part of education. Teachers make test quizzes for assessing their students learning, governments set up national exams to monitor and safeguard educational quality, and even internationally there is an interest in comparing educational outcomes by means of large scale educational assessments such as Programme for International Student Assessment (PISA) (OECD, 2016) or Trends in International Mathematics and Science Study (TIMSS) (Mullis & Martin, 2013). Tests have also widely used for a long time to screen for candidates by for instance human resources (HR) companies (Raven, 2000a) or universities (Sternberg, 1985). Pellegrino (2003) nicely outlines three core component that should be part of every and each of such assessments:

Any assessment must meld three key components: cognition, which is a model of how students represent knowledge & develop competence in the domain; observations, which are tasks or situations that allow one to observe students performance; and interpretation, which is a method for making sense of the data relative to our cognitive model. Much of what weve been doing in assessment has been based on impoverished models of cognition, which has led us to highly limited modes of observation that can only yield extremely limited interpretations of what students know. (Pellegrino, 2003, page 49)
Figure 1.1: Components of an assessment

Hence, when interested in assessing how proficient a person is in content domains like for instance mathematics, English grammar or abstract reasoning we need to design a measurement instrument or test that can differentiate between high and low performers. For that you first need tasks or situations that give opportunity to observe mathematics performance - this role can be filled by test items in a traditional mathematics exam for instance. Secondly you would need theory to help define which and in what way these items are relevant to the skills and learning of the mathematics domain. Thirdly, models and other tools are needed to make inferences and decisions based on performance on these items in light of the theoretical foundations. Finally all three components need of course to interact with each other to create an integrated assessment. This is graphically represented in the assessment triangle in Figure 1.1. The triangle would generally apply to assessments made for most content domains.

What you intend to assess is considered a latent construct as it only manifests itself in observable behaviour through the item tasks. Hence, the test items define the bounds of the measure that can be obtained and determine the concrete operationalisation of the construct that is to be assessed. In the social sciences, the items thought to represent the latent constructs have traditionally been poorly defined. The design and specification of a test and its items has often been a rather artisanal undertaking. The items have mostly been individually hand-crafted by content experts (Drasgow, Luecht, & Bennett, 2006),
leaving it be a more of a creative inspiration-driven exercise where the main theoretical foundation is the assumed common understanding of the item writers. This has left item generation rather disconnected from scientific theory on cognition and learning (Hunt, Frost, & Lunneborg, 1973). The combination of an unsystematic approach to item design and the weak theoretical foundation for the entire measurement instrument (Drasgow et al., 2006) are part of the reasons why education and social sciences in general, are still haunted by weakly defined measures.

Modern test design approaches that go under different labels such as Evidence Centered Design (R. Mislevy & Riconscente, 2006; R. Mislevy, Steinberg, Almond, Haertel, & Penuel, 2001; R. J. Mislevy, Almond, & Lukas, 2003, see e.g.), in Assessment Engineering (Luecht, 2003, 2013), and in Cognitive Systems Design (Embretson, 1994, 1995, 1998) hope to counter this tradition of weakly defined measures. All the modern test design approaches have in common that they aim to strengthen the connections between the different components with a stress on strong theory, systematic item design, and advanced technological and statistical tools.

1.1 Validity and calibration of items

Traditionally, calibration and validation of the test would mostly happen a posteriori, with psychometric calibration and theoretical validation only coming into play after the test has been created and administered (Lai, Gierl, & Breithaupt, 2012). The validation has traditionally been performed on the scale level, by mapping the nomothetic span of the construct (Embretson, 1998). This is done by correlating test scores with other scores on selected measures of constructs that are expected to converge or diverge with the construct underlying your own test (Campbell & Fiske, 1959; Cronbach & Meehl, 1955).

Yet, validity is more than just knowing the network of relations between constructs - it is also about knowing the theoretical mechanisms underlying the behaviour of your items (Whitely, 1983). More specifically, you want to identify the specific properties or facets of the items that might influence how participants respond, also known as radicals, as well as facets which are merely cosmetic, which are known as incidentals (Irvine &
Kyllonen, 2002). In essence, radical and incidental elements form the core of what is often called the item model (Drasgow et al., 2006). Your item model would be the operationalisation of a cognitive theory on your assessment (Embretson, 1998). It is the explicit representation of all the variables in your item (Gierl, Zhou, & Alves, 2008) and thus defines the measure.

Under a weak theoretical design approach, validation does not really occur at the item level. Instead focus is on statistical detection of specific items with ill-functioning psychometric characteristics such that detected 'misfitting’ items can be physically eliminated from the item pool (Bond & Fox, 2001). It is established that these items do not work out as intended, but we have no clue or interest in the reasons why they are inadequate to measure the construct. Generating a large pool of items to expand or renew an existing test or item bank either relies on a lot of inspiration of many item writers or a reuse of old items by a process called item cloning. The former approach does require some informal convergence of item writers on what type of items are eligible, comparable to the existing one, and in line with guidelines and blueprints from the weak theoretical framework. The latter cloning approach (Glas & van der Linden, 2003) copies an existing item but merely makes some cosmetic changes to create the new cloned item. This means that clones should be radically the same, but incidentally different. Yet, if the only knowledge you have on the item level is a descriptive account of item difficulty, you are left without anything but hypothetical knowledge of which item facets are radicals and incidentals under a weak theory approach. The decision of what item facets to change is largely based on the intuition of the designer, and this substantially limits how much you can do without unintentionally altering the way the item behave.
What is needed first and foremost for making the most of modern test design approach is a viable item model. Unfortunately, generating valid item models is not always realistic in all situations where assessments are being made. Especially in poorly defined content domains, there are few established principles on which to generate a model. In contrast, if your construct is sufficiently well-defined, strong theory on item radicals and incidentals is available. These radicals and incidentals can be employed as factors in an experimental design for the items of an item bank. Creating templates that define what your items are supposed to look like Gierl et al. (2008) (e.g., stem, item structure, response alternatives etc. For an example template, see Figure 1.2) then even allow you to automatically generate tons of theoretically motivated items and easily fill up an item bank. If the item model is also transformed to a statistical model that can predict the impact of item radicals on psychometrical item behaviour, then in principle we can also simultaneously precalibrate newly generated items without having to field trial them. One could in essence be able to create individually tailored items on demand, based on nothing but a list of item facets and a mathematical model to combine them. Alas this type of item model would be very hard to attain with absolute certainty, and might or might not be an utopia.
Figure 1.2: Example of an item template used for generating items in mathematics

Note. The template has some fixed features, and some variables. The two variables first on the element list, I1 and I2, changes numbers only, hence in this case are merely incidentals. The other two variables act as radicals, and they switch between geometric concepts of varying degree of difficulty. If there was no strong theory on difficulty of geometry items, only the two incidentals could be altered safely. In that case any generated items from this template would be a clone. This illustration was borrowed from the report of Gierl et al. (2008) on assessment engineering.
1.2 Item response theory

It is however possible to strive for a representationally valid test, by developing a strong theory and using a method called item response theory (IRT). IRT is not really a theory, but a family of statistical measurement models used for item response data (Baker & Kim, 2004). It is the current method of choice in assessment practice. The core of IRT are the common measurement scale(s) locating both persons as well as items in the same metric system. Furthermore, any item response model formulates the response probability of a person on a given item of the test as a function of characteristics of both the person as well the item. This leads to a whole IRT family of models that all have three main assumptions in common:

1. **Dimensionality**: A small set of dominant factors explain individual differences and response variation between persons and response interdependence within a person;
2. **Conditional Independence**: Once you know someone’s position on the latent dimensions, a response on one item cannot provide any extra information anymore with respect to the person’s response on another item;
3. **Monotonicity**: The item characteristic curves specifying the relation between the latent dimensions and the observed item response are always non-decreasing (i.e., more proficient persons will never have a lower chance of answering an item correctly, than low proficient persons).

The reason why IRT is so popular, is exactly because it lets you calibrate both the item and person parameters jointly on the same (usually logit) scale. Persons can be compared to persons, items to items, and even persons to items all on the same scale using the same measurement units. This is more useful than the other alternative scaling method, classical test theory, as the latter leads to person-focused norm-referenced measurement scales. Here there is no scale link between the person and item parameters. As soon as the selected set of items changes, new norms need to be computed and a new scale and score units arise. In contrast, if the IRT model fits for item bank, it implies that we can meaningfully compare persons to persons regardless of the set of items that were actually administered to each person (i.e., technically this is sometimes called the IRT invariance property). This is because both persons and items are positioned on the same scale with
scores in the same metric, and this opens up for all kinds of exciting opportunities for test assembly.

Furthermore, having established a common scale, it becomes possible to extend the IRT model with explanatory predictors based on the item model (De Boeck & Wilson, 2004). This implies that item parameters can now be modeled not on an unique item-wise individual basis, but on a more general theoretical basis as a function of the radicals defined in the item model and not determined by the incidental cosmetic elements. This explanatory IRT approach opens up for generalising the scale from the observed sample of calibrated items to unobserved instances in the theoretical item population, essentially giving just a little glimpse of utopia still (Section 1.1).

1.3 Test assembly

Whereas traditionally the assembly of a new test from an existing item bank would involve selecting a fixed set of items that comply to some vaguely defined blue-print criteria, modern test design and use of explanatory IRT opens up effective and efficient pathways for the assembly of more tailored tests, because you can generate valid and pre-calibrated items on demand.

Tests can be tailored with respect to a specific purpose. Through strong theory we know how to generate valid items that will behave as intended. For diagnostic screening purposes of low performers we need a test targeted at the lower side of the scale. Strong theory tells us what items to make as we know what to manipulate and how.

Similarly for selection purposes, you would want to assembly several equivalent test forms targeted at the upper-end of the scale. Here as well, strong theory can guide us which items to generate and include in the item bank for the tests, with IRT allowing us to create the equivalent test forms as all generated items are scaled in the same metric.

Yet tests can also be tailored to each specific individual by setting up a so-called computer adaptive test (CAT) (Van der Linden & Glas, 2009; Wainer, 2000). Computational and statistical techniques from item response theory (IRT) and decision theory are combined to implement a test that can behave interactively during the test process and adapts
towards the level of the person being tested. The implementation of such a CAT relies on an iterative sequential algorithm that searches the pool of available items (a so-called item bank) for the optimal item to administer based on the current estimate of the persons level (and optional external constraints). The subsequent response on this item provides new information to update the persons proficiency estimate. This selection-responding-updating process continues until the person ability level is pinpointed with sufficient certainty or you run out of available items. The advantage of this is twofold. Firstly, the number of items needed to get a reliable estimate of the person diminishes. Secondly, as there would be no need for the persons to answer items that are way too easy or too difficult for them, tests would be gentler on the persons (i.e., test burden decreases). For a CAT to work well you want a large IRT-calibrated item bank, which in a modern test design is easily accommodate with theory-driven automatic item generation and psychometric item models.

1.4 Bridge to content domain

The intention of this overall project is to create a modern test design framework for an existing abstract reasoning assessment, with the long term goal of automatic item generation and the development of a CAT. The role of this particular thesis study is mainly to serve as a proof of concept for the feasibility of the long-term goal, but also to lay the groundwork for an item model.

The rest of the chapters in Part I deals with the theoretical foundation of the study. Relevant cognitive theory from the content domain will be presented in Chapter 2, before describing the current abstract reasoning assessment in Chapter 3. Part II contains the empirical work laid down in the study. Chapter 4 reports the comprehensive results from a cognitive lab, consisting of a think-aloud, an interview, as well as a small performance questionnaire. Chapter 5 presents the results of a logical-rational task analysis based on the creation an artificial intelligence to solve the test, synthesised with the already defined radicals from the general content domain and findings from the cognitive lab to create a tentative item model - formulating the concrete hypotheses of the study. These hypotheses are then tested using explanatory item response modelling of the existing
abstract reasoning assessment. Chapter 6 is a general discussion of the implications of the findings for further development of the assessment, with concluding remarks.
Chapter 2

Abstract Reasoning
– the Content Domain –

2.1 Abstract Reasoning, Fluid Intelligence and Complex Problem Solving

Reasoning is a very old scientific discipline, going back to the ancient Greek study of logic and rhetoric. The ability to string together logical arguments was an important mark of intelligence, and this was naturally an important requirement for participating in the politics of the time, as it is today. This ability to argue effectively and coherently is still a valued skill in much of society, and hence reasoning tests are a popular criterion for mapping, screening or ranking for selection, and many popular intelligence tests usually include both verbal and figural reasoning tasks or subtests (Hunt, 2011). Reasoning in itself can be described as an explicit sequential application of a set of rules to a formal problem (Gilhooly, 2004). Common operationalisation principles behind the assessment of reasoning are to present cases or sets of premises and either make the person generate a conclusion themselves, judge the validity of a presented conclusion or rule, or make an inference from a problem (Leighton, 2004).

Reasoning tasks with a rich basis in meaningful cultural content might have a tendency
to confound the measurement of intelligence with other factors such as social and cultural background (see Cattell, 1940; Flynn, 2007). To amend such culturally rich tasks, researchers introduced abstract figural tasks, as for instance used in the Ravens Progressive Matrices (RPM) (Raven, 2000b) and the Cattell culture fair test (Cattell, 1940), that are supposed to tap into the intelligence construct without taxing language ability or prior knowledge (Raven, 2000a). It is debatable whether this actually worked (Wüstenberg, Greiff, & Funke, 2012), but the general idea is that these tests should be more fair for a diverse group of people. Abstract reasoning tests generally differ from other complex problem solving measures in that it is supposed to be more context- and content-independent (Leighton & Sternberg, 2003), contrasted to incorporating the context as part of the assessment (Raven, 2000a). Abstract reasoning is also characterised as being fairly static, where you are given all the necessary information from the very start, as opposed to for instance assessments of more complex problem solving measures, where persons have to strategically interact with some sort of system in order to gather the relevant information to solve the problem (Wüstenberg et al., 2012).

The generality of abstract reasoning tests has made these tests popular for a long time. After all, abstract geometric problems are considered the classic way of assessing individual difference in fluid intelligence (Marshalek, Lohman, & Snow, 1983). There are many factors that might limit (or bound) rational problem solving or reasoning ability, both human-, and task-wise (Simon, 1972). The rational way of solving problems, based on deep processing with cognitive scripted procedures, is more effective than superficial heuristic strategies (Sweller, 1988), but require sufficient processing power in accordance with the complexity of the task. People are quite limited in terms of information-processing capability (Miller, 1956), and when making assessments of individual differences in reasoning or other intellectual abilities, we essentially want to take advantage of this fact.

To differentiate between the persons taking the test, it is important to include items of varying difficulty. A general theory on what facets constitutes the problem difficulty, the so-called 'radicals', in an abstract reasoning test is somewhat challenging to determine, as most tests differ in some way, both with the item structure as well as the type of elements and rules the test contain (Jacobs & Vandeventer, 1972). According to Stanovich, Sá, and West (2004), reasoning errors usually have two sources: a lack of mental capacity
as well as the challenge of understanding the premises of the rules. Identifying potential theoretically-motivated radicals that tap into these two sources is the primary goal of this section.

2.2 Potentially relevant Cognitive Processes and Resources

One of the most famous and extensively studied reasoning tests in this domain are the RPM (Raven, 2000a; Wüstenberg et al., 2012), which consist exclusively of what is called matrix and completion problems (Carpenter, Just, & Shell, 1990; Embretson, 1998, 2004). An example of an easy matrix and completion problem can be found in Figure 2.1, and a more difficult one in Figure 2.2. These are mostly based around pattern recognition across the two dimensions of a figural matrix, and are perhaps best described by the task analysis of Carpenter et al. (1990):

*Each problem consists of a 3 x 3 matrix, in which the bottom right entry is missing and must be selected from among eight response alternatives arranged below the matrix.* [sic] (Note that the word entry refers to each of the nine cells of the matrix). Each entry typically contains one to five figural elements, such as geometric figures, lines, or background textures. The test instructions tell the test-taker to look across the rows and then look down the columns to determine the rules and then to use the rules to determine the missing entry. (Carpenter et al., 1990, page 4)
Quite a decent amount of work has been done on identifying the radicals of matrix and completion problems, and in particular the RPM. Item facets putting greater demand on the working memory of the persons should be considered as a starting point for working out the radicals in most cases. In his review, Primi (2001) claims that radicals of a matrix test can be divided into three types: A) the amount of information, B) the type of rules, and C) the perceptual organisation of the item. Although originally targeting matrix completion tasks, this general synthesis framework should have some merit for understanding other abstract reasoning tasks such as the assessment that is the focus in Chapter 3 and should prove useful in identifying potential radicals that can be later used to construct more specific item models.

2.2.1 Amount of Information

Amount of informations refers to the quantity of elements and rules in the problem, which has generally been associated with working memory load (Arendasy & Sommer, 2005; Hosenfeld, 1997; Mulholland, Pellegrino, & Glaser, 1980).

Gilhooly (2004) defines two main approaches to working memory: a single pool of resources approach, and a multi-components approach. The single pool working memory varies both between as well as within persons. It has a storage component and a processing component. The resource functions as a bottleneck for information processing, where the amount of information one is able to recall, defines ones working memory capacity. Items with a high information density would put a higher load on the working memory capacity of the person, thus leading to individual differences in this respect. The multiple components approach is based on the Baddeley and Hitch (1974) three-pronged working memory model. It consist of two working memory systems, the phonological loop and visuospatial sketchpad, which are regulated by a higher-order central executive. Verbal and spatial information is thus processed in separate independent systems. The executive functions constitute a persons goal management ability among other things (Miyake et al., 2000). This is thought to be a central factor determining abstract reasoning ability, as the ability to partition up the reasoning task into tangible chunks and sub-goals is crucial for effectively solving them (Carpenter et al., 1990).
Figure 2.1: Easy example item from a matrix and completion test

Which of the patterns completes the picture?

Note. This item was borrowed from a demonstration test at the Concerto platform developed by the Psychometric Centre, University of Cambridge (The Psychometrics Centre, n.d.). Here the horizontal rule cycles features and the vertical rule numbers within a set. It can also be referred to as distribution of three-values.
Figure 2.2: Slightly more difficult example item from a matrix and completion test

Note. This item was borrowed from a demonstration test at the Concerto platform developed by the Psychometric Centre, University of Cambridge (The Psychometrics Centre, n.d.). The rule in question here is a subtraction rule, also referred to as distribution of two-values. More features are involved here than in Figure 2.1.
Persons construct mental models of the reasoning problems by modelling the relations between the premises of the problem (Johnson-Laird, 2004). If there are enough premises and relations, the persons will not be able to reason properly because that load is too large (Stanovich et al., 2004). As working memory capacity most likely determines the person’s ability to maintain complex representations, or mental models, of the relations between the premises in the problem (Stanovich et al., 2004), a problem which complexity exceeds the capacity of the person, should be an important cause of reasoning errors.

2.2.2 Type of Rules

Next to the more quantitative aspect of amount of information, also the qualitative aspect of the rules themselves is important within the reasoning process. The quality aspect refers to the different changes that can happen to the elements in a problem. Jacobs and Vandeventer (1972) categorised rule types from 1335 matrix items from 22 different tests, and ordered them into a universe of twelve types of rules: Identity, shape, shading and size change, movement in a plane, flip-over of a shape, reversal of order of elements, adding elements, addition of features, unique addition (duplicates get negated), number series addition, and alternation between elements in a set. For the RPM, Carpenter et al. (1990) synthesised the rule categories of A) constants in a row, B) quantitative pairwise progression across the rows, C) figure addition or subtraction (facets are arithmetically operated to produce a product), D) distribution-of-three-values (alternations within a set of elements in a row) and E) distribution of two-values (identical features negate each other, leaving only the unique). From this theory, it was possible to successfully generate new matrix and completion items (Embretson, 1998). Of course all these rule types are based on problems that has a 3x3 matrix structure, so all of them would not be directly applicable to other cases.

Primi (2001) made a three level rule complexity taxonomy. Simple rules like shape or size changes should be the most tangible at level one. Level two rules has to do with spatial changes, like rotation of a shape, which would be less tangible than the simple changes. The most abstract rules at level three are classified as complex or conceptual rules, where groupings of the item features are mainly on a structural or conceptual level that makes simple pattern recognition not necessarily straightforward, like for instance
adding features or feature attributes, or altering features with respect to conceptually abstract categories instead of visually salient progressions.

Having a diversity of rule types in the test could contribute to individual differences in problem solving success by challenging the persons ability to connect changes happening to the item features in a meaningful way. There is some grounds to claim that persons apply a fixed repertoire of rules when reasoning (Stanovich et al., 2004). Hence if there is a lack of conception of, or misconstruation of a rule present in a given problem, the reasoning would be erroneous right from the start.

2.2.3 Perceptual Organisation

Information processing is a key cognitive mechanism. According to Atkinson and Shiffrin (1968), information is processed by the sensory memory, before it enters the short term memory (hereafter referred to as working memory). The information that is rehearsed may eventually be stored in the long term memory, where it can be retrieved back to the working memory under certain conditions. This process is an integral part of successful reasoning, as it contributes to controlling, regulating and actively maintaining task-relevant information (Miyake & Shah, 1999, in Gilhooly, 2004).

Not only the amount of information or the rule type are a cause of errors in the reasoning process. Perceptual factors not directly stemming from rule complexity can be the cause of failure to understand the problem. According to Primi (2001), there are perceptual features independent of the other categories that contribute to item difficulty on their own by conforming to or violating gestalt principles of perceptual harmony. More specifically, it relates to “ambiguity, contradiction among perceptual and conceptual groupings, and the number of misleading cues” (Primi, 2001, page 50). In other words, items with features that incidentally come across as perceptually ambiguous, challenge the problem solving process of the persons by blurring the systematic patterns in the problem.
Chapter 3

Abstract Reasoning Test

– the Assessment –

The particular assessment under investigation in this study is an older version of a high stakes job recruitment test. It is a linear power test, computer-based, and the persons are under test-wise time constraint. The assessment is characterized by being an unknown system where the participants have to decipher some problem rules in order to solve a problem. It is modelled on other abstract reasoning tests, like the RPM.

3.1 Basic description of the test
The test consists of ten testlets. A testlet is basically a set of items attached to a common stimulus (Wainer & Kiely, 1987), and in this case, the stimulus is a problem (Figure 3.1), with four individual items connected to it (Figure 3.2). Each problem consists of two sets of figures, respectively the start figures and end figures. Between the two figure sets, there are a number of buttons. The buttons determine which operation is performed on one or more basic figures. The changes happening between the start and end figures then have to be matched with the corresponding buttons in each row to find out what rule they operate. The person must then apply the relevant rules to the start figures in four related items, choosing, from five alternatives, which end figure he or she thinks is the right one given the buttons (in essence, rules) present in that item. Only one of the alternatives is correct.

In Figure 3.1, we see three rows of figures, each with one figure in the start and end set. There are also three different buttons in the problem, arranged across the rows. We can see that the buttons F4 and F5 are isolated in their rows, and it is thus an easy task to identify the rules associated with them, which is respectively enlarging the figure and turning it white. The two buttons in row one are dependent on each other, so you need to decipher other rows to solve them, but since it is known from row three that F5 changes the colour, F3 must then turn the circle into a square. Although this is the logic by design, it is not explicitly stated whether the operation is a one-way or a two-way operation (the size change in Figure 3.1 an example). Persons have to figure this out for themselves, either when working on another row where the changes are reversed, or when
Figure 3.2: The items connected to the example problem in Figure 3.1.
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trying to apply the derived rules to the items (for example item one in Figure 3.2).

Figure 3.3: Example of a slightly scarier problem from the abstract reasoning test.

A person solving the test is presented with testlets of cumulatively escalating difficulty (see for example Figure 3.3), and has to solve as many as possible until the time runs out.

### 3.2 Data and data processing

The test data were acquired from the international HR company that owns the test, and consist of a sample of Belgian nationals \((n = 6689)\) that took the test as part of a job recruitment process.

<table>
<thead>
<tr>
<th></th>
<th>Original (n)</th>
<th>Adjusted (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>6689</td>
<td>6519</td>
</tr>
<tr>
<td>Male</td>
<td>4255</td>
<td>4144</td>
</tr>
<tr>
<td>Female</td>
<td>2063</td>
<td>2016</td>
</tr>
<tr>
<td>Unknown</td>
<td>371</td>
<td>359</td>
</tr>
<tr>
<td>Flemish speaking</td>
<td>4552</td>
<td>4438</td>
</tr>
<tr>
<td>French speaking</td>
<td>2137</td>
<td>2081</td>
</tr>
</tbody>
</table>

It is natural that some persons took the test without making serious attempts at solving
it, either because they just skimmed through or because of some test administration error or failure. Thus any person with a total time spent being in the bottom 2.5% of the sample were removed from further analysis (see Table 3.1). Remaining was a total of 6519 persons, where 4255 were male, 2016 female and the remaining 359 were classified as unknown. The data also included information on their native language, of which 4438 reported speaking Flemish, compared to 2081 French.

The persons were under test-wise time pressure, which means that many persons were unable to answer all the items before the time ran out. In situations where you are interested in information on the persons, not reaching some items could be interpreted as an indicator of ability, and thus a non-response should be scored as a wrong answer. When you are interested in the items however, running out of time gives you no additional information on the difficulty of any of the items the person did not reach (R. J. Mislevy & Wu, 1996). Since the focus in this thesis is to investigate item properties, responses with zero recorded reaction time were presumed not reached, and considered missing.

In the study, the term participant exclusively refers to the particular sample of people participation in the cognitive lab. When referring to people in general, the term person is used, to keep with the terminology of IRT.

### 3.3 Feasibility of Modern Test Design

The abstract figural item contents of this reasoning test makes it a prime candidate for a redesign according to modern test design principles. In order to modernise the test design, it will be necessary to further establish a sound theoretical basis for the creation of an item model. In the first line, this could be achieved by reverse-engineering the existing assessment to identify concrete item facets - radicals and/or incidentals - based on both cognitive theory as well generated input from initial analyses of the existing item pool. Alternative methods, be it qualitative or quantitative, can be used to assist in making causal explanations by letting you explore phenomena and triangulate your findings (Shadish, Cook, & Campbell, 2002). Exploring how the test is structured logically as well as how people solve it in practice are natural steps in generating theory on how it works. In order to investigate the human factors when solving the test, a
cognitive lab study was set up. The assessment was also studied from a more rational perspective by performing a task analysis and creating an artificial intelligence algorithm (artificial intelligence (AI)) to solve the items. Input from theory, cognitive lab, and the task analysis were synthesised in order to create a preliminary item model. In order to provide an initial validation of this item model, factors from the item model will be operationalised as explanatory predictors which are put to the test by performing explanatory IRT modelling on the actual test data.

There are some constraints that come along with building an item model based on the existing test design. Because the test consist of testlets, the effective item pool size is smaller than the actual item pool size. Every item does not present a unique problem, but every set of four (in essence, testlet) does. Furthermore, the item pool of the existing test does not have the design-wise rigour of a true experiment. There is no experimental design or randomization across any of the item facets that we might end up investigating, and thus it would be difficult to determine or disentangle all causal mechanisms underlying the responses on the item pool. Combining the lack of experimental design and the limited item pool size, we see that any conclusions stemming from reverse-engineering the existing assessment cannot be guaranteed to be robust. Hence, this is only the initial phase of a larger project, and the establishment of any radicals or incidentals would have to be corroborated later in properly designed experiments.

### 3.3.1 Software and graphics

The statistical analyses were coded in the software environment R (R Core Team, 2015) using the package lme4 (Bates, Mächler, Bolker, & Walker, 2015) to estimate the item response models. All statistical graphics were made using the R package ggplot2 (version 2.0, Wickham, 2009). Other figures were constructed using Tikz (Tantau, 2015), a graphics package for \LaTeX. Initial analysis of the audio-data from the cognitive lab were done using NVivo 10 (QSR International Pty Ltd., 2012), before being processed with R.
Part II

Generation and Empirical Validation of an Initial Theoretical Item Model

The following part presents the empirical analyses and results to start and inform the initial reverse-engineering of the assessment. The fourth chapter puts forward a comprehensive report on the cognitive lab. The fifth chapter covers the explanatory item response modelling of the assessment. The sixth and last chapter presents a general discussion and conclusion of the study.
Chapter 4

Theory generation
– Cognitive laboratory –

The method chosen for the exploratory procedure is the cognitive laboratory. This is a group of methods often used to investigate cognitive processes during person-artefact interactions (Ericsson & Simon, 1993; Nielsen, Clemmensen, & Yssing, 2002), and has its historical origins in the introspection procedures of early German experimental psychology, having since become an important research tool for both psychologists and educationalists (Leighton, 2005). The most basic elements in the lab toolbox (Katz, Moon, & King, 2015) are the concurrent think-aloud procedure and the retrospective interview, in addition to the usability study. There are numerous variations of the method, but according to Katz et al. (2015), they differ in general in that the concurrent think-aloud is a procedure where the participant talks aloud whilst performing the task, with the researcher being broadly non-interfering; the participant in the retrospective interview first solves the task, then gets to explain his thinking; the researcher continuously prompts the participant in the usability study to interact with the task in a certain way. Of course these can be, and often are, used in combination.

Variations of the method have been used in psychometrics and educational measurement studies on multiple occasions. Katz, Bennett, and Berger (2000) used the concurrent think-aloud procedure to generate categories of strategies when solving mathematics
problems, and investigated the effect of item format on use of said strategies; Carpenter et al. (1990) used the think-aloud method in conjunction with eye-trackers to generate theory on how people solve matrix problems in an intelligence test; Winter, Kopriva, Chen, and Emick (2006) administered a mathematics test with a post-hoc interview, in order to obtain information on item interpretation, cognitive processes involved when solving each item, as well as the saliency of specific features of each item. The method is also used in a wide range of other research fields, from development of diagnostics tools (see e.g. Paap, Lange, van der Palen, & Bode, 2015) to human-computer interaction research (Bastien, 2010; Nielsen et al., 2002).

Originally used to specifically gather information on what goes on in a person’s short-term memory (Ericsson & Simon, 1993), a cognitive laboratory approach was deemed to be well suited for enriching the information on the abstract reasoning test in question. Finding information on what item features functions as radicals was one key objective when doing the cognitive lab, as these features constitutes differences in item difficulty (Gierl & Haladyna, 2013). I was also interested in anything the participants might express that could shed light on consequences of having a testlet based test structure. To investigate this, the time participants spent deciphering the problem rules and applying them to each item, was coded to see if there were any interesting patterns. The expectation was that participants with a strong focus on rule learning would spend a greater proportion of time deciphering, and would be more efficient when solving the items.

4.1 Methods and materials

This part of the study utilises a cognitive laboratory procedure where participants were asked to solve a sample of test items while thinking aloud, fill out a questionnaire and participate in a post-hoc interview. The think-aloud are designed to uncover what is going on in a participant’s short-term memory before they internalize the experiences and in that way taint the information with their own rationalisations. The questionnaire used is the NASA task load index (NASA TLX), a tool widely used to study workload in person-artefact interactions (Hart, 2006). The questionnaire should be well suited to shed light on the workload involved when solving the test. The interview makes participants
give their own retrospective interpretation of what happened during the think-aloud, in order to give an account of their perspective and to clear up any issues.

The set-up roughly correspond to a breakdown of the cognitive lab procedures that is common in the field today, the concurrent and retrospective accounts of what goes on in the cognition of the participants, as well as the usability aspect of taking the test.

4.1.1 Materials

Before beginning the data gathering, the method was piloted, to see whether it was possible to get good, usable data from the procedure, and to check the quality of the data gathering protocol. This led to a number of changes to the protocol that supported the feasibility of the method. The number of items the participants were supposed to solve was reduced, as exhaustion poses a danger to the quality of the obtainable data (Nielsen et al., 2002). Starting from a universe of 40 items distributed across ten testlets, the original intention was to use every testlet and ease the strain on the participants by converting seven of the ten into single item problems. However, the piloting suggested that this conversion did not reduce the strain on the participant noticeably, so a sample of six testlets was selected purposefully to represent both the easier and more difficult parts of the test. Every second testlet in the sample was designated to be a single item problem, and thus got three of their four items removed at random. This leaves a sample of three full testlets and three single item problems. The sampled problems was ordered from easiest to most difficult according to the test set design, and gathered into a booklet.

A protocol for the think-aloud was made, so as to ensure a uniform procedure for every participant. The interview was set up to be a semi-structured interview, which is a set-up where an interview guide is created with basic topics and questions, but with the intention of deviating from it as new information surfaces and the theory gets saturated (Creswell, 2012). The actual protocol for the think-aloud can be found in Appendix A, and the interview guide in Appendix C. The think-aloud and interviews were all conducted in Norwegian, and consequently most of the materials were in the same language. The instructions for the test had been translated from Dutch to Norwegian (see Appendix B for the translated instructions). The test itself was not translated, as the instructions were deemed sufficient for the participants to know what to do. The NASA TLX was kept in
its original English language. All participants were administered the same booklet of test items. The participants were supplied with pens for filling out the test, with no specific instructions on how to use them aside from what was in the test instructions.

4.1.2 Sample

When looking for participants, internal comparability was emphasised over generalisability. Given that information redundancy increases quite rapidly in cognitive lab studies (Nielsen, 1994), six participants were deemed to be sufficient. A convenience sample of ethnic Norwegian, young adult, social science and humanities students was chosen, of which half were in their first year of bachelor studies, with the rest being in their late bachelor and master studies. The gender balance was equally male and female. Most of the participants reported having some experience with similar tasks or games, but none stood out in this regard. Each participant was awarded for participating with a lottery ticket.

4.1.3 Procedure

As recommended by Fonteyn, Kuipers, and Grobe (1993), participants were scheduled for individual sessions in a quiet and undisturbed environment at the university. Based on the pilot, it was estimated that the think-aloud would take roughly 20 minutes and the interview 10 minutes, with 30 minutes set aside as a margin in case these estimates were wrong. Time was set aside between the sessions, for the observer to write out the notes. After giving informed consent, the participant was given brief instructions on the think-aloud procedure. The participant was then instructed to read the instructions for the actual test itself (Appendix B), with minimal guidance from the observer, before again being reminded of the think-aloud instructions. These was to think aloud while solving the problems, and that the participant was not supposed to converse with the observer. If the participant for some reason stopped talking aloud, the observer would prompt him or her to continue talking. Because of experiences from the piloting regarding comprehension of the audio recordings, the participant was asked to be explicit about what he or she referred to when talking. Immediately after finishing the think-aloud,
the participant went on to quickly fill out the questionnaire, before commencing with the interview.

The participants were asked to try to solve the test efficiently, preferably within the twenty minutes specified by the instructions. Sessions that exceeded this time constraint were not aborted, however, as the participant’s ability to cope with time pressure was deemed less important than learning how the problems were being solved. Hence, avoiding incomplete data was deemed more important than comparability. The full session was audiotaped, for subsequent analysis.

4.1.4 Reflections on research credibility

Verbalising internal speech always entails some degree of interpretation and restructuring by the person (Vygotsky, Hanfmann, & Vakar, 2012), and this risks affecting both the think-aloud and the interviews. The interviews in particular risks participants rationalizing their thoughts, instead of giving pure and objective access to their cognitive processing. There is simply no way to guarantee that participants are able to put words to their own thoughts, or even understand exactly what is going on in the first place (Nisbett & Wilson, 1977). All the interviews were conducted just after the participants had finished the think-aloud and the NASA TLX, which might influence the trustworthiness of the information, taking into account the primacy and recency effect on human memory (Ebbinghaus, 1913), the richness of the accounts made by the participants might be somewhat biased against the middle testlets, with the effect being especially strong with the participants who spent the longest time on the later testlets, which also was the impression of the interviewer after undertaking the sessions.

The content validity of the cognitive lab could be better, as the sample of items used can neither be said to represent the unrestricted universe of possible abstract reasoning items in this format (there are many possible item features and rules that have yet to be tried out), nor the restricted universe of this test (Kane, 1982).

The results from the think-aloud can be said to have challenges regarding its ecological validity (Cole, 1996) relative to a real test situation. In a real test situation, the participants would be under a much stricter time constraint. The test would likely be
administered on a computer, and the participants would of course not be thinking aloud. They would likely be more externally motivated in the job recruitment setting than the participants in the present cognitive lab. Time data from the think-aloud procedure will not perfectly match time data from the real test situation. The patterns uncovered should, however, still be able to shed some light on what is going on when participants interact with the items, providing a basis for operationalising factors to use on real test data.

4.1.5 Ethical considerations

The participants all gave oral informed consent, in accordance with the specifications set by the Norwegian Social science Data services (NSD) (see Appendix E). Files and documents were stored securely in accordance with Norwegian data security laws. The data were anonymised before the analysis, and explicit identifying information was not kept with the data. Some of the participants were aware of each other’s participation, so to avoid compromising anonymity I have elected to not use numbered labels when presenting the data. Using randomised numbering of the participants would imply ordering, and since this is not there, they were given random aliases taken from an existing list of names (Meteorologisk Institutt, n.d.). Although the literature shows that there are some gender differences in intelligence on aggregate (see e.g. Halpern, 1997), no major patterns were observed in this small sample. Gendered names were therefore given at random, as to insure maximum anonymity.

4.2 Analysis

The data were analysed by categorising themes and concepts that arose when the participants solved problems. The analysis evolved with emerging theoretical saturation. Although there were some initial assumptions about what to expect, extracting the categories was an iterative sense-making process, where the data sources had to be continuously reassessed during the analysis. Original expectations were reshaped during the cognitive lab situation, and theory was later revised during analysis of the recorded
materials.

4.2.1 Think-aloud

Getting thoroughly transcribed and reliable verbal reports (as prescribed by Ericsson & Simon, 1993; Ohlsson, 2012) from the think-aloud procedure was deemed to be infeasible at present, taking time constraints on the project into account, and also impractical given the exploratory. Based on impressions from the initial lab situation, it was decided that the ideal way to analyse the think-aloud data, was to count the duration each participant spent on the problem and items in the test, in addition to any other behaviour at the given time, essentially turning the think-aloud into a poor man’s eye-tracker.

4.2.2 Interview

Meaningful information from the interview were analysed, and coded into categories (as well as some information from the think-aloud), with representative or interesting information translated and written up. Because of the time constraints on this project, the data were not transcribed verbatim, but time frames were electronically coded into categories on the audio files, with select parts being written up in English and presented. The quotations used in this document were translated by the author. Square brackets, [ ], have been utilized to fill in information about context, to skip digressions, or to condensate and clarify utterances that would have been impractical to write up directly. All quotations have been written down with varying degrees of interpretation, in order to insure good readability, and are thus not verbatim transcripts of the audio data.

4.3 Results

This section contains time counts and observational data from the think-aloud, excerpted parts from the interviews, and presentation of results from the NASA TLX as well as
from the test itself. The order of presentation corresponds to the chronology of the actual procedure.

4.3.1 Observations

In the think-aloud, it became apparent that the number of figures in each problem set challenged the decoding ability of the participants. When turning the page to a new problem, several participants seemed to be taken aback when faced with an escalating number of figures. They seemed quite overwhelmed by the sheer number of figures, even before they had started analysing the problem in detail. The number of figures had not originally been considered a noticeable theoretical feature in itself, but now had to be considered further as a radical at the problem level.

Some of the participants did manage to differentiate between addition or subtraction of a line and rotation of the whole figure, but most had trouble with pinpointing exactly what was going on when the figures contained no obvious clues to pinpoint rotation, like imperfect shapes or similar. In these cases, the participants mostly either interpreted the rule as a rotation or a double rule. Some instances with multiple rules altering similar figure features, like lines pointing in different directions, seemed to cause substantial frustration, with the perceptual saliency of the characteristic being especially important. Participants generally struggled to solve the whole problem in these instances, with several exclaiming “I really don’t understand what this button does, but I’ll give it a shot anyway” (Synne), or the like.

With the more salient figure features, like shapes and colours, rule finding strategy seemed to be a quite straight-forward procedure of matching the changes to buttons. As the participants encountered figure features that stood less out, however, they seemed less able to perceive the changes right away, thus having to resort to a rule finding strategy of cycling through any rule that might seem relevant to the problem. In addition, as they continue to solve the test, more rules were introduced, increasing the problem space. As more rules were introduced, the participants had to evaluate an increasing number of possible solutions.

Two of the six participants chose to take notes roughly from the start, and the rest either
waited to do this until at least half-way into the test, or they never did at all. Ole and Petra started taking notes at the kick-off (spending more time and getting the most correct), while Tor and Nina never wrote anything down (spending the least amount of time, but getting a lot of incorrect answers). Roar and Synne started taking notes along the way, the former at problem F, and the latter at problem C.

The participants turned out to be very dutiful to their instructions of avoiding gambling when unsure. When they had to guess, it was after spending a lot of time and effort trying to solve the problem, and as a consequence, most guesses were partially informed, that is, the participants had solved most of the testlet problem, but were missing one or two rules to completely get it. This was especially obvious in problems with rules that were hard to differentiate, where participants often were unsure about their choices.

4.3.2 Results from the think-aloud

Coding tree

There was no prior established criterion for distinguishing between which observed instances should be labelled as item oriented or problem oriented (Figure 4.1). This distinction was made based largely on the degree of pragmatism the participants showed (that is, more interested in just the item-relevant buttons), what elements they seemed to focus their thinking around, whilst also taking into account notes from the observer on where their attention seemed to be.

Table 4.1 shows the number of codes that were assigned to each of the nodes in the model, as well as the number of sources (that is, participants) that had codes associated with each node. As we can see, all nodes from the think-aloud had at least one code assigned to every participant, except for the item-orientation node, in which one participant, Petra, was exceptionally diligent and stuck to her starting strategy of deciphering each problem completely, paying no regard the attached items until satisfied with the rule derivation. The codes from the child nodes are aggregated into their parent node. It became obvious quite early that the participants not necessarily solved the items of each testlet in order, so some codes were associated specifically with the testlet node, usually when there was
no clear indication what item the participant was focusing on. This is shown in Table 4.1, where the number of codes for some of the testlets surpass the sum of codes for the items belonging to them. The consequences of this is further illustrated in Figure 4.5 and might affect how some of the results, most notably Figure 4.4 should be interpreted.
Figure 4.1: Code tree from the think-aloud

Think-aloud nodes

- Testlet (A:F)
- Problem oriented
- Item oriented
- Item (1:15)
Table 4.1: Frequency table of the number of codes used during the think-aloud procedure.

<table>
<thead>
<tr>
<th>Grandparent node</th>
<th>Parent node</th>
<th>Node</th>
<th>Codes</th>
<th>Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Think-aloud nodes</td>
<td>A</td>
<td>1</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>2 Think-aloud nodes</td>
<td>A</td>
<td>2</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>3 Think-aloud nodes</td>
<td>A</td>
<td>3</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>4 Think-aloud nodes</td>
<td>A</td>
<td>4</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>5 Think-aloud nodes</td>
<td>B</td>
<td>5</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>6 Think-aloud nodes</td>
<td>C</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>7 Think-aloud nodes</td>
<td>C</td>
<td>7</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>8 Think-aloud nodes</td>
<td>C</td>
<td>8</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>9 Think-aloud nodes</td>
<td>C</td>
<td>9</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>10 Think-aloud nodes</td>
<td>D</td>
<td>10</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>11 Think-aloud nodes</td>
<td>E</td>
<td>11</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>12 Think-aloud nodes</td>
<td>E</td>
<td>12</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>13 Think-aloud nodes</td>
<td>E</td>
<td>13</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>14 Think-aloud nodes</td>
<td>E</td>
<td>14</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>15 Think-aloud nodes</td>
<td>F</td>
<td>15</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>16 Think-aloud nodes</td>
<td>Think-aloud nodes</td>
<td>A</td>
<td>31</td>
<td>6</td>
</tr>
<tr>
<td>17 Think-aloud nodes</td>
<td>Think-aloud nodes</td>
<td>B</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>18 Think-aloud nodes</td>
<td>Think-aloud nodes</td>
<td>C</td>
<td>28</td>
<td>6</td>
</tr>
<tr>
<td>19 Think-aloud nodes</td>
<td>Think-aloud nodes</td>
<td>D</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>20 Think-aloud nodes</td>
<td>Think-aloud nodes</td>
<td>E</td>
<td>31</td>
<td>6</td>
</tr>
<tr>
<td>21 Think-aloud nodes</td>
<td>Think-aloud nodes</td>
<td>F</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>22 Think-aloud nodes</td>
<td>Think-aloud nodes</td>
<td>Item oriented</td>
<td>28</td>
<td>5</td>
</tr>
<tr>
<td>23 Think-aloud nodes</td>
<td>Think-aloud nodes</td>
<td>Problem oriented</td>
<td>31</td>
<td>6</td>
</tr>
<tr>
<td>24 Think-aloud nodes</td>
<td>Think-aloud nodes</td>
<td>Think-aloud nodes</td>
<td>176</td>
<td>6</td>
</tr>
</tbody>
</table>

Note. Table of descriptives of the number of codes used during the think-aloud procedure. The text columns correspond to the model in Figure 4.1. The code and source numbers are aggregated into their parent node. Some sequences were coded directly into the parent nodes, thus making the total bigger than its parts. The maximum number of sources is six.
Time spent

Figure 4.2: Boxplot of time spent on each testlet problem.

Note. The colour fill indicates whether the problem in question was a single item or a full testlet.

The participants generally spent a lot of time on the first, as well as the last two problems in the test, while the middle problems performed roughly equivalent of each other. Problem E in particular stands out as taking a lot more time than the other problems (Figure 4.2). The observer noted a warmup effect, in that the participants were somewhat inefficient when they started out, as they had to get accustomed to the format of
the test, and this can also be seen from the figures.

Figure 4.2 shows a substantial amount of variation in how much time the participants spent on solving the test. All of the participants but Tor and Petra spent substantially more time on the first testlet problem (A) than on the second (C), despite the latter being expected to be more difficult (Figure 4.3).

Figure 4.4 shows time spent on each item, grouped by which testlet problem they belong to. The first two items within problem A have more time coded to them than the last two. Problem D, E and F has huge variation, and generally more time spent on each item. This is not surprising, given that these problems should be considered the most complex. In other words, the participants either cracked the code, spent outrageous amounts of time solving it, or they guessed and moved on. The single items problem (B, D and F) showed a bit higher time spent than each of the items in the testlet problems, but the last two of these varied greatly.

However, this figure is not telling the whole story. We can see that the duration on problem D and F in Figure 4.4 looks quite similar, but there is a substantial difference between problem D and F in Figure 4.2. This discrepancy is caused by the way the variables were created, and if we look at Figure 4.5, we see that there is a lot of time spent on each testlet where the participants were not coded as spending time on any item, which means that they were preoccupied with solving the problem as a whole. Figure 4.2 and Figure 4.5 are also interestingly similar, showing that the testlets the participants spent the longest time on in general, were also the ones that they spent the most time not focusing on the items. Corroborating evidence can be found in Figure 4.6, where the degree of pragmatism showed by the participants was more directly coded for. We see that testlet F elicits more problem oriented behaviour than testlet D. This might actually be because the participants perceived problem F as more intimidating than problem D at first glance, as it has more rules and figures.

As shown in Figure 4.6 most time was spent focusing on either solving the general problem or figuring out each item. On the earlier items, most of the time was spent solving the problem and then applying the rules to the items, whereas when the test got harder, more time was spent focusing on the items.
Figure 4.3: Barplot of the amount of time each individual participant spent on each testlet.

![Barplot of time spent on each testlet](image)

Note. The colour indicates whether the problem in question was a single item or a full testlet.
Figure 4.4: Boxplot of time spent on item grouped by testlet problem.

Note. The colour indicates whether the problem in question was a single item or a full testlet.
Figure 4.5: Boxplot of residual time in each testlet not accounted for by aggregating the items.

Note. The colour indicates whether the problem in question was a single item or a full testlet.
Figure 4.6: Boxplot of time spent focusing on either solving the whole problem or each item.

Focus

<table>
<thead>
<tr>
<th>item oriented</th>
<th>problem oriented</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>B</td>
</tr>
</tbody>
</table>

Note. The colour indicates whether the problem in question was a single item or a full testlet. As can be seen from the datapoints, not all participants had every focus category coded to every testlet category.
The unwillingness of some of the participants to guess can contribute to explaining the large amount of time spent on testlet E and F in Figure 4.2. They tried hard to find the right solution, but were unable to fully decipher the problem, hence the large amount of time spent focusing on the items (Figure 4.6. Figure 4.4 gives corroborating evidence of this behaviour, as the later items in testlet E has more time coded to them than the early ones, suggesting that most of the participants never really solved the problem fully before attempting to deal with the items.

4.3.3 Usability aspects and performance

NASA task load index (NASA TLX)

Most participants reported feeling that solving the test was quite mentally demanding, with twelve as the lowest rating and an average of 15.5. Most also clearly felt a time pressure, with every participant rating ten or higher, and an average of 12.83. Physical strain was generally ranked low, with the notable exception of one participant (which was coincidentally also the person spending the shortest amount of time solving the test, as well as reporting the best self-perceived performance) (see Figure 4.7). These results are in line with Hart and Staveland (1988) who emphasise mental and temporal demand as the most important facets of the NASA TLX for simple cognitive tasks with time pressure. Scores on the performance factor centre around the middle of the scale, with quite a lot of spread. All but one of the participants report having to put in very much effort (the outlier still being above the middle of the scale). Their frustration was rated from the middle to the high end of the scale, also here with a fair amount of variation. The actual questionnaire can be found in Appendix D (please note that the performance factor has been inverted in Figure 4.7 for ease of interpretation).

Actual test performance

The three participants that spent the longest time on problem E and F in Figure 4.3, also reported amongst the lower self-reported performance (albeit this not reflected by actual performance). As we can see in Table 4.2, there is a positive relationship between
Figure 4.7: Boxplot of the results from the NASA TLX.

Note. The performance factor has been inverted for ease of interpretation.
the total time spent and the total score, with the two participants that spent less than twenty minutes achieving the lowest number of correct items. The performance variable form the NASA TLX seems a bit counter-intuitive, where we see a negative relationship between that the participants’ rating of their own performance and their actual score. In other words, struggling with the problems for an extended time, negatively affected their feeling of success. It is reasonable to assume that this results from some of the participants taking the “no gambling” instruction overly seriously, thus breaking the time constraint to work on the problems until they were quite certain of the right answer (as we for instance can see from the interviews with Quote 19).

It is worth to note that Ole and Petra, who took notes from the very start, spent the longest time and and had the most items correct. Tor and Nina did not take notes, spending the least amount of time, but getting the highest amount of incorrect answers. Roar and Synne started taking notes at problem F and problem C respectively, and spent a fair amount of time, getting a fair amount of items correct. On a side note, Roar in particular is an interesting case, as the problems he spent the longest time on was also the ones with the fewest correct items.

Table 4.2: Table of total test score, duration and Performance

<table>
<thead>
<tr>
<th>Participant</th>
<th>Total score</th>
<th>Duration</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Nina</td>
<td>4</td>
<td>17.70</td>
<td>11.00</td>
</tr>
<tr>
<td>2 Ole</td>
<td>14</td>
<td>55.28</td>
<td>11.00</td>
</tr>
<tr>
<td>3 Petra</td>
<td>13</td>
<td>49.22</td>
<td>7.00</td>
</tr>
<tr>
<td>4 Roar</td>
<td>8</td>
<td>38.18</td>
<td>12.00</td>
</tr>
<tr>
<td>5 Synne</td>
<td>9</td>
<td>28.83</td>
<td>16.00</td>
</tr>
<tr>
<td>6 Tor</td>
<td>7</td>
<td>17.92</td>
<td>20.00</td>
</tr>
</tbody>
</table>

Note. Maximum attainable score on the test was 15. total time spent from the think-aloud is in minutes. The self-reported performance variable from the NASA TLX is inverted of the actual questionnaire.
4.3.4 Results from the interview

Coding tree

The majority of categories from the protocol (Appendix C) were present in all interviews. The interviews also included demographic questions, but the results of these are summed up in the methods section.
Approaching the problem

The participants did follow a sequence when they approached the problems. Focusing on the buttons as key to understanding the problems, the most basic procedure for the easier items is to identify what buttons stood out (see e.g. Nina in Quote 1).

**Nina:** First I concentrated on the button, I did not try to identify the figure features. I looked at the base figures and the end figures, looking at what changed, and then going back to the starting point. The objective was to get a grip on the F-buttons ... [to compare and see what changed].  (1)
The participants then had to derive the rules by comparing the column of basic figures with the end figures (Tor gives a quite clear account on how he proceeded in Quote 2).

**Tor:** If one button was present in all the rows, and one figure characteristic changed in all of them, then I knew that those must be connected. And then you compare the other buttons and figure changes, to see which ones belong where. You start with what is similar, and then narrow it down to what is different. (2)

Observing how the participants solved the test, this method was often quite straightforward with the easy items, but as the test got harder and they discovered new rules, they quickly started interpreting the buttons as “doing” something to the figures, and the problem solving adapted to a state where they tried out different rules to see who fit the problem best, in essence breaking it down into comparing different models in a trial and error fashion.

Although this was not obvious to the observer during think-aloud procedure, all of the participants claimed they mostly had the items in the back of their heads when solving the problems. The participants disagreed on whether this was directly useful, with both Roar (Quote 9) and Petra (Quote 8) pointing out the necessity to solve the whole problem...
to be able to know the whole rule scheme. Synne goes more into detail about how she incorporated the items into her problem solving strategy, by answering the most obvious items first, and only then moving to the less obvious ones (Quote 3). This is also a recognition of the varying likeness of each item to the problem.

**Synne:** Yes. I started out solving the items from top to bottom, but I found out that it did not work, like “i can not get anything out of it, it can not be solved this simply. I must look at each of the items, and see what reoccurs, so that I can connect them ... which buttons make the changes”.

(3)

When there are salient buttons in the problems, this deciphering process is quite uncomplicated, allowing the participant to solve the problem rule by rule. However, whenever there is no one clear rule in which to start out from, the relations between the buttons in the problem become less obvious. In Quote 4, Nina talks about having to juggle many mental representations and compare them without having any certainty of the validity of each bit of theory.

**Interviewer:** Did it matter, how many different F-buttons were present?

**Nina:** When there were multiple F-buttons in different places, that’s when it became difficult, because then I had to choose which ... I don’t know if I was supposed to look at one of them specifically, but I started thinking: “which one of these F4-buttons fits the best here?”.

**Interviewer:** mhm?

**Nina:** But of course, the more factors in play, the more I had to take into account, which made it difficult. When you only had one, it was a little ... [trailing off], you could look at even more relationships, with one button.

(4)

One take from this participant is some evidence of increase of difficulty. The harder items are presumed to have less independent buttons, so in stead of working with one rule at a time, the participants having one that functions as a key starting point, she has no certainty of any one rule until she understands the whole problem. Paraphrased, the load on her mental capacity increased with the need to process the whole problem.
**Testlets vs single items**

When asked of the contrast between single item problems and testlets, responses were mixed. Some, like Tor (Quote 5), expressed that they felt the single items were more pleasant, with Tor adding that because you could move on, rather than having to respond to multiple items based on uncertain information.

**Tor:** It was a bit easier to solve problems with only a single item, because then I was much more confident of my response, but when the problem had several items, I would solve one, and then perhaps find out I had erred on the next, so then I had to go back and think “what did I do here”, and then go to the next one and do the same, and if they did not correspond, then I knew I had made a mistake. So it became easier in that I got some feedback, but then again if you discover mistakes in something you thought was right, then you become more insecure. (5)

This view was supported by Petra in Quote 6, who expresses that the full testlet made her focus more on deciphering the problem, and that when faced with single items, the focus became more pragmatic, in a sense that the participant only aimed to figure out enough of the problem to answer the relevant item.

**Interviewer:** The number of items differed between each testlet. How did you think that worked? How did you change your strategy between when there was few and when there was many [items]?

**Petra:** I was perhaps more focused on that [item], when it was only the one, but on the others I was more focused on moving onwards.

**Interviewer:** So, more focus on the first screen ..?

**Petra:** Yes.

**Interviewer:** ... solving the problem ...

**Petra:** Yes. (6)

Petra was one of the most ardent note-takers, which might have affected how she approached the test. However, others, like Roar (Quote 7) also stressed the importance of deciphering everything in order to be certain of their responses. He started to write the buttons down when solving the last of the sample problems, as the relationship between
the buttons in the problem got quite complex. He mentions struggling with deciphering the whole problem, as this is necessary to identify the correct rules, and failing to crack the code in certain testlets could very well explain the amount of time spent and lack of success mentioned in Section 4.3.3. He did not see any reason to adapt his problem solving behaviour to accommodate the differences in structure for the very same reason.

Roar: I felt that it was too much, that I couldn’t figure it out.
Interviewer: Did that concern all the testlets, or some in particular?
Roar: I think I sometimes caused myself some difficulties, because in some testlets I saw it afterwards ... I looked at [the problem], I focused on it before I looked at what I was supposed to find out [the particular item].
Interviewer: To you think it had any consequences?
Roar: I don’t know, you had to look at almost all [of the buttons] to eliminate anything.
[going on about the testlets]
Interviewer: Some items had also been removed from some of the sets [testlets]. Do you think it had anything to say?
Roar: That was actually quite pleasant.
Interviewer: You thought it was easier?
Roar: I didn’t really think about it.
Interviewer: Did it have any consequences for how you solved the problems?
Roar: No ... no I don’t think so. (7)

As stated earlier, Petra was the participant sticking most to her strategy all the way through the test. She was asked whether she tried to get information from other responses within the same testlet, but said that it did not occur to her, at least not consciously (Quote 8). She was one of the participants most heavily coded for problem orientation, with a high success rate but also a lot of time spent, and she used a solving strategy that was close to the rational way.

Petra: I didn’t feel that was needed, since I had this [pointing towards the problem], since it should apply ... perhaps I should have seen them more in relation with each other, I don’t know, I didn’t do that. (8)

The importance of understanding the problem as a whole resurfaced in several interviews,
with Roar summarising it in one sentence:

**Roar:** I am having a bit of trouble with this. You cannot just look at F6 and F8: here’s F6 and F8, you also have to know what F5 and F7 does to the figures. (9)

Some interesting insight about remembering the problem rules surfaced. When asked, Tor reported not having any issues with resetting his thinking when moving to a new problem. He did not take notes when solving the test, and in order to remember the problem rules, he used his own reasoning on previous items to inform the solving of subsequent items. Tor also reported feeling more insecure when solving the full testlets than the single items, because of the previously mentioned memorizing strategy.

**Interviewer:** [asking about the problem rules] Was it difficult to reset between the problems?

**Tor:** No, because I did not remember what I had thought. If I had a problem with four items [a full testlet], then I had to think back to what I had thought on the item above, so when I got to a new page [...] then I felt that I forgot them at once.

**Interviewer:** [following up on the testlet information] ... you took information from items you had already answered?

**Tor:** Yes. Or, I at least tried. If I was stuck, I went back [to a previous item] and thought “what did I think here? I have thought this and this, then that must be right”, and if I thought something new at the last item, then I had to go back and “was it really like that”? And if it was, then both were right, and if it was not, then both were wrong. (10)

He was echoed by another participant, who took the feedback problem even further:

**Nina:** Is it so that there really is no right answer, and so now I just made this all up? (11)
Radical and incidental elements

When being asked directly of the facets determining difficulty, the participants, like Tor in Quote 12, tended to bring up the number of figures in the rows of the problem screen.

**Tor:** When multiple changes occurred to that single square or circle, I didn’t think it was too difficult, but when it was like: circle square circle square, then I thought it was difficult.

**Interviewer:** Now you are talking about the number of figures?

**Tor:** Yes [...] the more figures, the more difficult, really. (12)

Some, like Synne (Quote 13) also mentioned the specific features of the different figures, focusing on the difficulty of and the characteristics of the rules involved.

**Synne:** it was not really the number of figures that did it [made the problem difficult], but rather what it changed within the figure, if the figure changed, or if the number of lines changed. It was not the number of figures that caused difficulties, but rather what changes occurred. (13)

This emphasis on the actual changes was corroborated by most of the participants, and most of them struggled in one way or the other with identifying some figure characteristic changes (in essence the problem rules). The most notable cases mostly involved problems containing rules that adds or removes lines within each figure (like Quote 14 and 15), which was often confused with rules where a line shifted 90 degrees.

**Interviewer:** what do you think about all the different [item features] changes, were some more difficult than others?

**Synne:** [referring to a button adding lines in one of the problems] ... I do not know what it did at that last item ... I never managed to understand what it actually did. What [one specific button] did at the last item. I think I got the other ones, but [that button] does something I could not quite get. (14)

The button in question controlling a rule adding or removing one line was present in testlet F. Synne actually managed to answer the item correctly (as well as three out
of four in testlet E containing similar rules), but clearly utilized an effective guessing strategy when not sure of the rational solution. Petra (Quote 15) also hit an obstacle when confronted with the lines rules, admitting to never understanding them in neither problem.

**Petra:** I got very confused when more elements were added, that one had to take into consideration, the crosses and ...

**Interviewer:** The figures on the side, or [the buttons] in the middle [of the problem]?

**Petra:** No, within the circles or squares itself, where there was ...

**Interviewer:** Here on the side, then, on the end figures and base figures?

**Petra:** Yes ... in that crosses and lines started appearing ... I didn’t manage to see the connection there.

**Interviewer:** Yes, I noticed that you struggled a bit on [that one testlet][...] the one where I interrupted you [...] it was the crosses [rules involving lines] that got you?

**Petra:** Yes.

[...]

**Interviewer:** But did you think that this testlet was more difficult than the one after?

**Petra:** No, I had in a way just accepted that I would not be able to figure out the crosses [rules involving lines], so I cared less about getting them right.

**Interviewer:** So you had in essence given up a bit on that last one?

**Petra:** Yes, or I decided to rather focus on understanding [the rest of the problem], than the crosses [rules involving lines] that I did not understand in the last problem.

**Interviewer:** So you utilized some way of educated guessing instead.

**Petra:** A bit, maybe. (15)

When two line rules (horizontal and vertical) are present within the same problem, they lose salience, and can easily be confused with rotation or just a line switch, and also requires the person to be extra thorough when deciphering it.
Radicals regarding the specific items were not much emphasised explicitly by many of the participants, and they were mostly preoccupied with deciphering the problems. Synne was one of the few who briefly touched upon it (Quote 16). A six-sided figure (distinguishing itself from the regular squares and circles) that only appeared a few times within the sampled items contributed to some frustration.

**Synne:** I thought the six-sided figure was a bit difficult, or irritating, but that was probably because it only appeared a couple of times, and I did not see it enough ... it is a special shape.  
(16)

For the instances where Synne was presented with a figure characteristic in the problem screen that was lacking in an item (and vice versa), she was forced to adapt her reasoning to a context that was slightly different from that for which the rule was derived. The six-sides could help distinguish rules involving figure rotation from rules involving adding and subtracting lines from the interior of the figures.

When it comes to item features that ought to be incidental, the button characteristics serves as an obvious example. Several participants had to ask whether the figure rules are transferable from one problem to another. There are identically named buttons across some of the testlets, which causes confusion about whether the testlets actually were independent. Most participants consequently referred to the buttons by name throughout the whole session, although this effect might have been amplified by their instructions to think aloud. It could however be a distraction, which was in fact brought up by Roar during the interview, where he complained that his reasoning was disturbed by the meaningful information embedded in the problem (Quote 17).

**Roar:** It was harder than I had thought. It was difficult with the buttons. I have taken some IQ tests at Mensa and such, and those times I have gotten pretty decent scores, but I feel that the patterns in their tests have been much easier to catch. I got confused by the buttons in this one.

**Interviewer:** You got confused by the buttons, not the figures?

**Roar:** I probably shouldn’t have looked at the buttons [thinking] yes, I had to do that.  
(17)
Guessing

All the participants admitted to having guessed at some point, but in this cognitive lab it seemed to be mostly made on an informed basis, where the participant had already managed to figure out some or most of the problem.

**Tor:** There were situations where I reasoned that several responses could be right, and if I could not be sure, then I had to guess. (18)

Ole discloses that he had to guess if he was unable to decipher the whole problem, but that he in those cases used heuristics in order to attempt to get the problem right (19). Again the culprit is the problem with multiple lines.

**Interviewer:** Did you have to guess sometimes?

**Ole:** I made some qualified guesses ... one could question whether they were qualified, though. I tried not to gamble, like I was instructed: “no gambling”, or I tried to avoid it in any case. When you are totally lost, then you have to make a choice, and I tried to make for the option with the highest number of right elements.

[...]

**Interviewer:** Was there something special that characterised the instances where you had to make an informed guess?

**Ole:** For example that I did not understand what one particular button did, like those streaks or lines and stuff, I never really got those. (19)

4.4 Summary

It is reasonable to assume that real test takers, when being stuck on a problem, would resort to guessing when they realise they are unable to decipher it cleanly. Rules in the same problem that are very similar would probably be prime causes, as well as information dense problems where the button configuration is more complex.
It could be imagined that the full testlets would somehow force the participants to focus more on a deeper understanding the problem, as more hinges on getting the rules right. Some participants with a less thorough strategy were using items in the same testlets as reference points and sources of information when solving the test, in essence structuring their problem solving strategy around the entire testlet. This seems to confirm some relevance of the testlet structure for modelling of the assessment.

In the interviews, the participants reported feeling stressed about having to solve entire testlets based on insufficient understanding of the problem rules. This is corroborated by the NASA TLX, where we see that the test was quite demanding, and the participants felt decent amounts of frustration when solving the test. That most of the participants not necessarily related to performance, and this could be explained by the test being somewhat confusing, and that it is no way to straightforwardly know the right solutions.

4.4.1 Radicals and incidentals

The number of figures in each problem most likely contributes to multiple categories of radicals. In addition to enwidening the rule space and adding possibilities for more complex and abstract rules, both the think-aloud and the interviews indicate that more figures add to the information load of the problem.

The number of unique buttons in each problem most represent the sheer quantity of rules. Rationally, this facet is an important radical, and this was also the impression during the think-aloud. Interestingly, most of the participants played down the importance of the number of buttons when asked about it during the interview. There can be several explanations for this: a) they might have misunderstood the questions, referring to the raw quantity, disregarding uniqueness, b) other radicals were more salient, stealing their attention, c) lack of variation in number of rules made them neglect it as a cause, d) a pragmatic approach, where the buttons were simply perceived as a way of ordering the figure changes, or e) in this context, the quantity of rules is actually a weaker radical than expected. Anyhow, the urge of the participants to write down the button rules, suggest demand was indeed put on their working memory capacity. This speaks, in line with theory, to the merit of the number of rules as a radical.
The additional figures seemed to increase the load on rule finding by increasing the amount of cross-checking needed for each hypothesized rule, as it has to fit every single figure in that row. Having more figures in each row also allows introduction of more abstract rules into the rule space of that problem.

Button rules involving figure features in the same problem screen that are too perceptually similar, specifically the double line rule, confuse the participants.

Participants sometimes asked for feedback during the think-aloud. Later problems builds on knowledge acquired from earlier problems, as the participants are gradually introduced to new rules as they solve the problems, and later on they are required to be able to finely distinguish these from each other. If they misinterpreted the earlier problem, they were at a disadvantage when trying to solve later problems.

When higher order rules, like reordering or rotation, are present in the problem, they are easy to confuse with lower order rules, especially when the figure features are less perceptually salient. If one rule is misinterpreted or wrongly applied, the like one is often also wrong, risking that the whole testlet is answered incorrectly. There was however some indication that the rotation rule, at least the more visually salient variants, would be more tangible than theoretically expected.
Chapter 5

Validation of the item model

To be able to generate a tentative item model, the knowledge from the cognitive lab, will be put together with a logical-rational task analysis of the test. This will then be put to the test using explanatory IRT. First, the statistical procedures briefly presented in Chapter 1 will be elaborated on in detail, as well as the descriptive NULL model. Thereafter the item model itself - the research hypothesis of the study - is synthesised, with the operationalisation and results of the different explanatory models to follow in short order.

5.1 From Descriptive to Explanatory Item Response Models

5.1.1 Descriptive NULL model

Let $Y_{pi}$ be the item response of person $p$ ($p = 1, 2, \ldots P$ with $P$ being the number of persons in the data: 6519) on item $i$ ($i = 1, 2, \ldots I$ with $I$ being the number of items in the test: 40). In item response theory the conditional probability of a correct answer is modelled as a function of characteristics of the persons on one side and properties of the items on the other side. Both sides come together in the so-called predictor component
$\eta_{pi}$, which under a 1-parameter logistic model (see Equation (5.1)) takes on positive values if the person’s ability $\theta_p$ exceeds the difficulty $b_i$ of the item, and negative values the other way around. In the positive case, the probability of responding correctly will be higher than 50%; in the negative case, the probability of responding correctly will be lower than 50%, and finally the probability of responding correctly will be exactly 50% when the item’s difficulty matches the person’s ability (i.e., $\eta_{pi} = \theta_p - b_i = 0$).

$$Pr(Y_{pi} = y_{pi}|\theta_p) = \frac{\exp[y_{pi}(\theta_p - b_i)]}{1 + \exp(\theta_p - b_i)} \quad (5.1)$$
In the diagram in Figure 5.1 the left side represent the person layer in the model, the red circle being the person unit, and the right side represent the item layer with the green circle being the item unit. A response is the result of a crossing of the two units, person and item, and as such this structure is sometimes called a cross-classified multilevel structure (De Boeck et al., 2011). Responses from the same person will hang together more strongly than responses from different persons, and at the same time, responses on the same item will hang together more strongly than responses on different items. Response variation between persons or between items is each modelled as random effects following a distribution with variance across persons $\sigma^2_{\theta_p}$ or across items $\sigma^2_{\beta_i}$. This so-called random-person-random-item response model can function as a descriptive baseline model.

The left panel of Figure 5.2 plots the 95% confidence intervals of the estimated item difficulties $b_i$ as a function of the item position $i$ in the test. The top-horizontal axis indicates which problem testlet the item is part of. We can see that the first five testlet problems were fairly easy, with most of the persons managing to get them correct. From problem six and onward, however, the probability of getting the items correct diminish quite a bit, and especially the last item is very difficult. The spread within each problem also seems to be greater for the early problems than the later ones. Take for example problem two and three: compared with the rest in their group, the third item in number two seems to be substantially easier, while the first item in problem 3 seems to be substantially more difficult. Differences like these most likely owe to factors pertaining each individual item, independent of the problem factors that are the focus of this study. It is easy to notice that the confidence intervals get increasingly wider the later you get in the test, and this is partially a consequence of less available observed responses on these items due to not all the persons managing to get all the way to the end of the test, but also a consequence of the more extreme difficulty of these items.

The right panel of Figure 5.2 plots the relative variance components in the random-person-random-item response model. These variance components allow to assess to what extent variation in response can be contributed to either the person or item side. Residual variation can then be seen as unknown idiosyncratic influences due to particular interactions between specific persons and specific items. This residual variation amounts to 45% of the total response variation in the current sample. Whereas 25% of the total
response variation can be explained by individual differences between persons ($\sigma_{\theta_p}$), up to 29% can be explained by individual differences between items ($\sigma_{b_i}$). Hence, there is a lot of variation in responses that can be ascribed to the particular items persons need to complete. Although we now have established that there is a lot to be explained at the item side, the question remains what the determining factors are behind these individual differences in the item pool!
Figure 5.2: Item difficulty, and variance components plot of the NULL model.

The points on the y axis are the estimated difficulty of the individual items on the x axis. The error bars represent the confidence intervals ($\alpha = .05$ two-tailed) around the estimates.
5.1.2 Explanatory extension

The descriptive model serves as the baseline, because none of the potential information on shared item properties has been used yet. From an item model perspective it can be considered to be a NULL model as it does not use any additional item information. To make use of this information and develop a formal item model, we can decompose the item difficulty in a part that can be predicted by item/problem properties and a residual part (see e.g. De Boeck & Wilson, 2004; Janssen, Schepers, & Peres, 2004).

An extra regression layer is added to the item side of the descriptive item response model (Equation (5.2)). The item difficulty parameter $b_i$ is now modeled as a weighted function of item predictor values $X_{ik}$ ($k = 1, 2 \ldots K$ with $K$ being the number of predictors in the item model) with regression weights $\beta_k$ representing the effect of predictor $X_k$ on item difficulty. To accommodate for the fact that the predictors will most likely not predict the item difficulty perfectly, the regression layer also contains a residual item difficulty term $\varepsilon_i$.

\[
\begin{align*}
    b_i &= \sum_{k=1}^{K} \beta_k X_{ik} + \varepsilon_i \\
    \sigma_b^2 &= \sigma_b^2 + \sigma_\varepsilon^2
\end{align*}
\]

(5.2)

The variation in item difficulty $\sigma_b^2$ is split up in explained variance $\sigma_{b,\text{hat}}^2$ accounted for by the item predictors and residual variance $\sigma_\varepsilon^2$ that is left unexplained by these predictors. In the descriptive baseline model, the regression weights $\beta_k$ can all be considered to be equalling zero, hence nullifying the explanatory predictors $X_k$. Also in the variance decomposition the total variance in item difficulty reduces to all residual unexplained variance ($\sigma_{b,\text{hat}}^2 = \sigma_\varepsilon^2$). In other words, the descriptive model is nested within the explanatory model and can function as a NULL model for comparisons. The overall effect of all $K$ item predictors in the explanatory model can be summarized by the percent explained item variance defined as $r_{item}^2 = 1 - \frac{\sigma_\varepsilon^2}{\sigma_b^2}$. 
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In our case, the item predictors in such an explanatory item response model will be hypothesized set of radicals based on characteristic features of the problem the item is part of. The effect of each predictor will be examined within their set, but also in isolation, to get a wider view of the situation.

5.2 Synthesizing the Radicals for an initial Item Model

As a starting point for structuring the item model a logical task analysis was performed that describes how the specific abstract reasoning problems in the test can be solved in a very systematical and rational way. This solution strategy was then also programmed in
the R programming language (R Core Team, 2015) as an artificial intelligence algorithm (AI). The task analysis is informed by the general theory from the content domain and focuses on the problem level as that came forward rather prominently in the cognitive lab. To make a comprehensive item model, the task analysis is also further supplemented by the findings from the cognitive lab, because in practice humans hardly ever act fully rational or as systematically as a computer. Human problem solving tends to rely slightly more on heuristics and trial & error.

The AI can be represented roughly by the diagram in Figure 5.4. Here the basic problem solving process is split into an inventorisation step and a matching step. The inventorisation of the problems can be said to pertain all the elements that will have to be stored in the working memory. The AI inventorized both the start and end set of figures in the

Figure 5.4: Flow chart of the artificial intelligence.

![Flow chart of the artificial intelligence](image)

Note. Perceptual ambiguity is assumed to impact all of the square nodes in the model.
problem by storing all directly observable visual features of the symbols (e.g., symbol type, color, ...) for both sets. To operationalise this inventorisation step into predictors for an item model, the sheer amount of information available in the problem needs to be quantified to be able to define the overall working memory load of the problem. More specifically, the inventorisation item predictors would include the number of figures and the number of rows in the start/end figure set of the problem, as well as the maximum number of features found in the figures of the problem. Note that the participants in the cognitive lab had also emphasised the number of figures as determining the perceived complexity of the problem.

The matching step involves matching the inventories of the start and end figures set, and aligning which inventory changes align with which buttons. In contrast to the participants, getting the AI to rationally do this basic matching was a fairly simple matter, and the noticeable part seemed to be the number of buttons, not minding the actual inventory configurations too much. The sheer number of feature changes might also be contributing to the information load of the problem; the logic being that the more changes need to be processed, the more demanding the matching should be.

For the simpler problems, the AI was able to directly connect buttons to inventory alterations in figure features, and as such derive the implied simple-change abstract reasoning rule. More complex problems, however, turned out to be unsolvable through normal operations alone, and in these cases the computer had to first try solving the problems through normal means and verify if this yielded the desired results, and if not, apply any combination of alternative abstract rules on the figures until it comes up with a solution that fits the desired outcome. These differences in rule complexity lead to an item predictor distinguishing between simple lower order rules and more complex higher order rules. Lower order rules would involve implied changes obvious to the bare eye (e.g., color change), with rule acquisition being a simple matter of inventorisation and matching. Rules of a higher order would have less obvious changes that lack a simple one-to-one relation and require the application of more involved operations (e.g., a reordering of inventory figures) on the problems to derive the abstract reasoning rule. Examples would be the reordering of inventory figures or the rotation of figures. The simplicity of the button configurations was also brought up as a factor in the cognitive lab. This was operationalised as an item predictor by counting the number of isolated
buttons in the problem; if a button was constantly present in either a single or all the rows, it should be easier to isolate and derive the rule attached to it. As there was an indication that the participants had some problems with rules involving addition or removal of features (especially lines), the presence/absence of such a rule was also included as a predictor.

Perceptual ambiguity naturally did not show up in the rational task analysis, but the cognitive lab was able to shed some light on facets, although originally intended to be incidental, that might in practice impact item difficulty. Ambiguity factors as an error source stem from the human part of problem solving, so should impact both inventorisation, matching and rule derivation, hence it is not put as an independent node in Figure 5.4. Participants of the cognitive lab identified two primary factors as causing ambiguity: When a problem included multiple perceptually conflicting rules, that is rules affecting item features that were perceptually very similar to each other, most participants struggled to make sense of the problem. The higher-order rotation rule was at times also confusing when there were no obvious visual cues that a rotation happened. Each ambiguity factor was coded as a presence/absence dummy item predictor.

<table>
<thead>
<tr>
<th>Model</th>
<th>Source</th>
<th>Variable type</th>
<th>Expected effect</th>
</tr>
</thead>
<tbody>
<tr>
<td># figures</td>
<td>Inventory</td>
<td>Cognitive lab</td>
<td>Count</td>
</tr>
<tr>
<td># features</td>
<td>Inventory</td>
<td>Task analysis</td>
<td>Count</td>
</tr>
<tr>
<td># rows</td>
<td>Inventory</td>
<td>Task analysis</td>
<td>Count</td>
</tr>
<tr>
<td>Mean change</td>
<td>Matching</td>
<td>Task analysis</td>
<td>Fraction</td>
</tr>
<tr>
<td># buttons</td>
<td>Matching</td>
<td>Task analysis</td>
<td>Count</td>
</tr>
<tr>
<td>Isolated buttons</td>
<td>Matching</td>
<td>Cognitive lab</td>
<td>Count</td>
</tr>
<tr>
<td>Rotate</td>
<td>Rule type</td>
<td>Task analysis</td>
<td>Categorical</td>
</tr>
<tr>
<td>Reorder</td>
<td>Rule type</td>
<td>Task analysis</td>
<td>Categorical</td>
</tr>
<tr>
<td>Add/ remove</td>
<td>Rule type</td>
<td>Task analysis</td>
<td>Categorical</td>
</tr>
<tr>
<td>Rule conflict</td>
<td>Ambiguity</td>
<td>Cognitive lab</td>
<td>Categorical</td>
</tr>
<tr>
<td>Non-visual cues</td>
<td>Ambiguity</td>
<td>Cognitive lab</td>
<td>Categorical</td>
</tr>
</tbody>
</table>

Table 5.1: Table of the predictors and expected effect

Note. The arrows show which direction the predictor is expected to affect the difficulty of the problem.

Table 5.1 provides an overview of the sets of potential item radicals and their hypothesized effects on item difficulty when they would be used as item predictors in the
explanatory item response models for the abstract reasoning test under investigation. In general it is expected that inventory load, matching load, rule complexity and perceptual ambiguity all increase item difficulty.

5.3 Explanatory item response modelling Results

The different explanatory predictors will be walked through in this section, grouped into relevant explanatory models. Model one or two consist of continuous variables (at least potentially; several manifests themselves as binaries in this study), either simple counts or counted fractions. Model three and four only consist of dummy coded (see Cohen, Cohen, West, & Aiken, 2003) categorical variables (or names, to keep with Mosteller and Tukey, 1977, referenced in Hand, 1996). Each explanatory item response model will be presented in an item difficulty plot contrasting estimated item difficulty $b_i$ to model predicted difficulty $\hat{b}_i$. A summary table of regression coefficients will be included for both the model with multiple predictors, as well as the models with the single predictors in isolation. At the end of the section is a summary table of comparisons between the different explanatory models and the descriptive NULL model.

5.3.1 Model one: inventorisation

Model one is the inventory model and includes three continuous predictors. The first predictor, the maximum number of figures in the problems, averaged at 2.2, with a minimum of one figure and a maximum of four (see Table 5.2). The $SD$ of 1.40 is quite large, which is natural, since the first five problems only had one figure on them, and most of the other problems have at least one row with four figures. The second predictor, the number of features, was created by summarising the total number of features in the problem, and averaged at 6.47 different features, with a minimum of 5 and a maximum of 10 and a $SD$ of 1.42. The third item predictor was simply the number of rows in the problem. There were no problems in the test with more than 4 rows and none with less than 3, with the majority having the latter amount.

The effect of each predictor within their set, as well as in isolation as a single predictor,
Table 5.2: Descriptive table of the predictors.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>SD</th>
<th>Min</th>
<th>Max</th>
<th>Variable type</th>
<th>Expected effect</th>
</tr>
</thead>
<tbody>
<tr>
<td># figures</td>
<td>2.20</td>
<td>1.40</td>
<td>1.00</td>
<td>4.00</td>
<td>Count</td>
<td>↑ -</td>
</tr>
<tr>
<td># features</td>
<td>6.47</td>
<td>1.42</td>
<td>5.00</td>
<td>10.00</td>
<td>Count</td>
<td>↑ -</td>
</tr>
<tr>
<td># rows</td>
<td>3.20</td>
<td>0.42</td>
<td>3.00</td>
<td>4.00</td>
<td>Count</td>
<td>↑ -</td>
</tr>
</tbody>
</table>

Note. The arrows show which direction the predictor is expected to affect the difficulty of the problem.

Table 5.3: Explanatory Item Response model 1: Regression coefficients of inventory-related predictors of item difficulty $b_i$.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Multiple Predictors</th>
<th>Single Predictor Models</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_k$</td>
<td>$\beta_k$</td>
<td>SE</td>
</tr>
<tr>
<td>constant</td>
<td>-6.70</td>
<td>0.84</td>
</tr>
<tr>
<td># figures</td>
<td>0.78</td>
<td>0.11</td>
</tr>
<tr>
<td># features</td>
<td>0.08</td>
<td>0.09</td>
</tr>
<tr>
<td># rows</td>
<td>1.03</td>
<td>0.29</td>
</tr>
<tr>
<td>multiple</td>
<td>$r^2_b = 0.75$</td>
<td></td>
</tr>
</tbody>
</table>

are summarized in Table 5.3. Both the number of figure columns and the number of rows in the problem show significant positive effects on item difficulty as expected (i.e. more figures or rows made the problem harder). However, the number of features surprisingly did not seem to have any effect at all (Table 5.3). The effects of the predictors did not change when combining them into a joined multiple regression like model, however there was some redundant information carried among the predictors, which we can see by comparing the combined sum of the $r^2_b$’s of the single predictor model with the multiple $r^2_b$. This comes from the correlation between the number of figures and the number of features and number of rows, such that the predictors explain some of the same variance in $b_i$.

We can see in Figure 5.5 that the inventory model predicts the first five problems to be fairly easy as they have limited inventory load. From problem seven on out, the items should have higher inventory load and be quite difficult, and problem ten would be really hard.
Table 5.4: Correlation matrix of the predictors

<table>
<thead>
<tr>
<th></th>
<th># figures</th>
<th># features</th>
<th># rows</th>
</tr>
</thead>
<tbody>
<tr>
<td># figures</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td># features</td>
<td>-.35</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td># rows</td>
<td>.49</td>
<td>-.05</td>
<td>1</td>
</tr>
</tbody>
</table>
Figure 5.5: Plot of predicted and estimated item difficulty in the inventory model.

Note. Horizontal lines represent predicted item difficulty $\hat{b}_i$, points represent estimated item difficulty $b_i$, with point size proportional to absolute residual item difficulty $|\hat{\varepsilon}_i|$.
5.3.2 Model two: matching

Model two is the matching model and consists of three continuous item predictors. The first item predictor, labelled the mean change, was constructed by counting the number of inventory changes going from the start to the end set of figures in the problem and dividing by the total number of features. This predictor essentially represents the proportion of the features that change in the problem. The mean across all items of this proportion was .28, with a $SD$ of .09, which means that $28\% \pm 9\%$ of the features would change on average across the whole test (see Table 5.5). The absolute least amount of change is 19%, roughly one fifth, and at the most is 46% that is almost half of the features in the problem changes. Each unique button in the problem represent a rule. The second item predictor is the number of unique buttons in a problem and has an average of 3.9, with a minimum of 3 and a maximum of 5 buttons, with a $SD$ of 42. Most of the problems have four unique buttons. The third predictor, labeled isolated buttons, represents the simplicity of the button configuration, and is the only predictor that is expected to have a negative effect on item difficulty. The simpler the button configuration is, the easier the matching can be executed to correctly solve the problem. The predictor has an average of 1.7 with a $SD$ of .67, and ranges from 1 to 3 isolated buttons. The expectation is that more isolated buttons will mean there are more independently derivable rules. This should in theory reduce the demand on the persons ability to mentally model the problem, by letting them partition it into more manageable chunks.

Table 5.5: Descriptive table of the predictors.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>SD</th>
<th>Min</th>
<th>Max</th>
<th>Type</th>
<th>Expected effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean change</td>
<td>.28</td>
<td>.09</td>
<td>.19</td>
<td>.46</td>
<td>Fraction</td>
<td>$\uparrow -$</td>
</tr>
<tr>
<td># buttons</td>
<td>3.90</td>
<td>.57</td>
<td>3.00</td>
<td>5.00</td>
<td>Count</td>
<td>$\uparrow -$</td>
</tr>
<tr>
<td>Isolated buttons</td>
<td>1.70</td>
<td>.67</td>
<td>1.00</td>
<td>3.00</td>
<td>Count</td>
<td>$- \downarrow$</td>
</tr>
</tbody>
</table>

Note. The arrows show which direction the predictor is expected to affect the difficulty of the problem.

The effect of each predictor within their set, as well as in isolation as a single predictor, are summarized in Table 5.7. When all the predictors are part of the same model, the number of unique buttons has a significant positive effect on item difficulty, and the number of isolated buttons has a significant negative effect. Both of the former is as
Table 5.6: Correlation matrix of the predictors

<table>
<thead>
<tr>
<th></th>
<th>Mean change</th>
<th># buttons</th>
<th>Isolated buttons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean change</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td># buttons</td>
<td>−.33</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Isolated buttons</td>
<td>−.09</td>
<td>.20</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5.7: Explanatory Item Response model 2: Regression coefficients of matching-related predictors of item difficulty $b_i$.

<table>
<thead>
<tr>
<th>Predictor $X_k$</th>
<th>Multiple Predictors &amp; Single Predictor Models</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta_k$</td>
<td>SE</td>
<td>$p$</td>
<td>$\beta_k$</td>
<td>SE</td>
</tr>
<tr>
<td>constant</td>
<td>-6.17</td>
<td>0.82</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean feature change</td>
<td>-4.15</td>
<td>0.92</td>
<td>&lt;.001</td>
<td>-7.55</td>
<td>1.19</td>
</tr>
<tr>
<td># buttons</td>
<td>1.91</td>
<td>0.20</td>
<td>&lt;.001</td>
<td>1.94</td>
<td>0.21</td>
</tr>
<tr>
<td># isolated</td>
<td>-0.77</td>
<td>0.21</td>
<td>&lt;.001</td>
<td>-0.39</td>
<td>0.38</td>
</tr>
<tr>
<td>multiple $r^2_b = 0.66$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

eXpected, however, the mean changes of item features had a significant negative effect, when the expectation was for the opposite. The cause for this might be that the number of changes is dependent to other item predictors outside the current set of the Matching model. If you for instance take the reordering rule, it is logical that this rule in essence implies changes of many features in the inventory; however, a person would not necessarily interpret it as many changes occurring, but as one single operations affecting the whole figure. More features that change might also make it more easy to spot the particular pattern and connected rule, leading to a decrease in item difficulty.

Notice that there is also a suppression effect in this model. The effect of the number of isolated buttons is non-significant when it is the only explanatory predictor, but becomes significant when put together in context with the other item predictors, suggesting that the isolated buttons indeed matter if the mean feature change and number of buttons are kept constant. The number of isolated buttons is positively related to the number of buttons, which could imply that for problems with more buttons (which means more changes) the button configuration is easier to decipher when some of these are isolated, leading to a decrease in item difficulty. The resulting predicted and estimated item
difficulties are plotted in Figure 5.6.
Figure 5.6: Plot of predicted and estimated item difficulty in the matching model.

Note. Horizontal lines represent predicted item difficulty $\hat{b}_i$, points represent estimated item difficulty $b_i$, with point size proportional to absolute residual item difficulty $|\hat{e}_i|$. 
5.3.3 Model three: rule type

Model three is the rule type model and consists of three dummy coded item predictors. The regular lower order rules serve as a baseline or reference category (cf. intercept/constant), as the assumption is that rules that are characterised by simple matching of single feature changes should not make the problem more difficult. Also, these rules are present in basically all of the problems.

The item predictor Rotation was operationalised by flagging any problem that was deemed to contain elements that might be interpreted as rotation. Even though some of the rules could be construed as doing something different like only parts of the figure changing or similar (expressions by participants in the cognitive lab suggests this), it was decided that these cases should be bundled into the same category in order for the variable to be more robust. Rotation is expected to make the problem more difficult, since spatial rules in theory should be more difficult than simple ones (Primi, 2001), although the cognitive lab seemed to cast some doubt on this.

The item predictor Reordering was operationalised as any event where figures in a row changes places if a certain button is present. It should increase demand on the participants both by making the whole row unsolvable by simple matching until the rule is identified (as relevant figures can not be matched according to the baseline matching procedure), as well as requiring the performance of abstract operations to mentally model the problem.

If a rule is present that adds or removes a feature from the figures without some resemblance of changing properties, then that problem is said to have an add/remove rule. The addition of lines that was much talked about by the participants during the cognitive lab (Chapter 4) is a good example of this rule type. Addition of colour fill in an otherwise “blank” figure, was for instance classified as a change rule, since there was few indications that this rule was construed otherwise.

Both the rotation and reordering rule were present in four out of ten problems (see Table 5.8). Rules that controls feature addition and removal were present in seven out of ten problems. The inclusion of any of these additionally complex rules in the problem is expected to increase the item difficulty. The correlation matrix in Table 5.9 illustrates
that there is no systematic pattern of co-occurrence of these rules, although rotation tends to be negatively correlated with the occurrence of other more complex rules.

Table 5.8: Descriptive table of the predictors.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>SD</th>
<th>Min</th>
<th>Max</th>
<th>Variable type</th>
<th>Expected effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotate</td>
<td>.40</td>
<td>.52</td>
<td>0</td>
<td>1</td>
<td>Categorical</td>
<td>⩵ -</td>
</tr>
<tr>
<td>Reorder</td>
<td>.40</td>
<td>.52</td>
<td>0</td>
<td>1</td>
<td>Categorical</td>
<td>⩵ -</td>
</tr>
<tr>
<td>Add/ remove</td>
<td>.70</td>
<td>.48</td>
<td>0</td>
<td>1</td>
<td>Categorical</td>
<td>⩵ -</td>
</tr>
</tbody>
</table>

Note. The arrows show which direction the predictor is expected to affect the difficulty of the problem.

Table 5.9: Correlation matrix of the predictors

<table>
<thead>
<tr>
<th></th>
<th>Rotate</th>
<th>Reorder</th>
<th>Add/ remove</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotate</td>
<td>1</td>
<td>.25</td>
<td>-.36</td>
</tr>
<tr>
<td>Reorder</td>
<td>.25</td>
<td>1</td>
<td>.09</td>
</tr>
<tr>
<td>Add/ remove</td>
<td>-.36</td>
<td>.09</td>
<td>1</td>
</tr>
</tbody>
</table>

The effect of each predictor within their set, as well as in isolation are summarized in Table 5.10. The presence of reordering rules is the only rule that had the expected significant positive effect on item difficulty. The presence of a rotation as well as the addition/removal rule had no significant effect on difficulty when part of the compound model. When checking the predictors in isolation, however, the rotation rule actually showed a significant negative effect on difficulty explaining 12 % of the variance. When looked at in context this effect disappears, implying that it can be attributed to the additional difficulty of a specific problem with both rotation and reordering present.

Model three has a fairly decent fit, with a multiple $R^2$ of .67. As we can see in Figure 5.7, there are some problems where the predicted difficulty diverges noticeably from the actual difficulty. Problem six is a good example of this; the model predicts it to be somewhat more difficult than it actually is, but if we look at Figure 5.5 and Figure 5.6, the inventory and matching models actually predict it to be easier. This seems to indicate that the effect of the presence of a higher order rule as a radical, really amplifies the difficulty of an already complex item. In problem eight, for instance, the model predicts it to be substantially easier than it actually is, which implies that there are few effective
Table 5.10: Explanatory Item Response model 3: Regression coefficients of rule type-related predictors of item difficulty $b_i$.

<table>
<thead>
<tr>
<th>Predictor $X_k$</th>
<th>Multiple Predictors</th>
<th>Single Predictor Models</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta_k$</td>
<td>SE</td>
<td>$p$</td>
<td>$\beta_k$</td>
<td>SE</td>
</tr>
<tr>
<td>constant</td>
<td>-2.28</td>
<td>0.34</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rotation</td>
<td>-0.32</td>
<td>0.30</td>
<td>.274</td>
<td>-1.03</td>
<td>0.42</td>
</tr>
<tr>
<td>Reordering</td>
<td>2.24</td>
<td>0.28</td>
<td>&lt;.001</td>
<td>2.36</td>
<td>0.29</td>
</tr>
<tr>
<td>Add/remove</td>
<td>0.44</td>
<td>0.31</td>
<td>.155</td>
<td>0.78</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>multiple $r^2_k = 0.67$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

higher order rules present in the problem, and that the difficulty is affected by other sources.
Figure 5.7: Plot of predicted and estimated item difficulty in the rule type model.

Note. Horizontal lines represent predicted item difficulty $\hat{b}_i$, points represent estimated item difficulty $b_i$, with point size proportional to absolute residual item difficulty $|\hat{\varepsilon}_i|$. 
5.3.4 Model four: ambiguity

Model four is the perceptual ambiguity model and includes two item predictors. In this study, the ambiguity predictors are mainly based on unintended design factors that were picked up primarily during the cognitive lab, but also while making the AI. Hence, these predictors represent potentially radical elements, because more ambiguity should lead in theory to more difficult problems. The two predictors are dummy-coded and represent problems that include specific ambiguous rules: Rules implying a rule-feature conflict and a rotation rule without visual cues (see Table 5.11).

Five out of ten problems include a rule feature conflict of some sort. This conflict would mostly stem from the problems including multiple rules that manifested themselves as affecting item features that would be easy to confuse for the persons solving the problem. Only two out of ten problems had non-visual cues when a figure was rotated. Compared to the conflict predictor, this predictor only represent cases where one rule is ambiguous in itself, not in a relation with other rules (see Table 5.12). The idea is that the presence of this factor in a problem, however rationally solvable it is, should nevertheless trick the non-rational person by offering a multitude of different interpretation of what exactly changes in relation to the rule. Persons might for example interpret this rule as both regular rotation, changing direction of lines, or even multiple rule operations using one button (like for example both adding a horizontal and removing a vertical line). Several of these interpretations surfaced throughout the cognitive lab as the participants reasoned their way through the test. Although this predictor is not very variable, and not necessarily independent of the conflict rule, it was still included, as it looked a hypothetically promising factor, as well as to flesh out the ambiguity model.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>SD</th>
<th>Min</th>
<th>Max</th>
<th>Variable type</th>
<th>Expected effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rule conflict</td>
<td>.50</td>
<td>.53</td>
<td>0</td>
<td>1</td>
<td>Categorical</td>
<td>↑ -</td>
</tr>
<tr>
<td>Non-visual cues</td>
<td>.20</td>
<td>.42</td>
<td>0</td>
<td>1</td>
<td>Categorical</td>
<td>↑ -</td>
</tr>
</tbody>
</table>

Note. The arrows show which direction the predictor is expected to affect the difficulty of the problem.

The effect of each predictor within their set, as well as in isolation are summarized
Table 5.12: Correlation matrix of the predictors

<table>
<thead>
<tr>
<th></th>
<th>Rule visual conflict</th>
<th>Non-visual cues</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rule visual conflict</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Non-visual cues</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

in Table 5.13. The presence of very similar rules, as represented by the rule conflict predictor, did have the expected negative effect on item difficulty. Rotation with no visual clues, however, showed no effect both as a single predictor as within the set. This suggests that in contrast to the expectations from the cognitive lab, persons had in practice no clear trouble in discovering the subtle version of the rotation rule. This might be a difference between the perceived difficulty and the effective difficulty of a problem. However, do note that the rotation without visual cues predictor is rather fragile as it reflects performance on only two problems.

Table 5.13: Explanatory Item Response model 4:
Regression coefficients of ambiguity-related predictors of item difficulty \( b_i \).

<table>
<thead>
<tr>
<th>Predictor ( X_k )</th>
<th>Multiple Predictors</th>
<th>Single Predictor Models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \beta_k )</td>
<td>SE</td>
</tr>
<tr>
<td>constant</td>
<td>-1.97</td>
<td>0.26</td>
</tr>
<tr>
<td>Rule conflict</td>
<td>1.63</td>
<td>0.34</td>
</tr>
<tr>
<td>Rotation no visual clues</td>
<td>-0.21</td>
<td>0.41</td>
</tr>
<tr>
<td>multiple ( r^2_b = 0.32 )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The ambiguity model had the worst fit among all the models, with an \( R^2 \) of .32. Since one of the two predictors seems to have little to no effect on the difficulty of the items, there is very little information left in the model, reducing the prediction to a dichotomy; either the problem is easy, or it is hard. This means the model is less informative, but there are still some interesting artefacts that can be cause for speculation. If we look at the predicted and estimated item difficulties plot in Figure 5.8, problem two, has the largest spread in the test. The model predicts it to be a difficult problem because of ambiguousness; it turns out that the only item that does not have the ambiguousness factor present is evidently far more easy than the rest of the items in that problem, which could be an indicator that ambiguity or better the absence of it does make solving an
item easier. Problem seven is an example in the opposite direction, where we see that the ambiguity model drastically underestimates it. There are especially few item features in this problem that could be manipulated to cause perceptual ambiguity compared to the other problems, the difficulty instead stemming from other sources, especially matching and rule complexity (Figure 5.6 and Figure 5.7).
Figure 5.8: Plot of predicted and estimated item difficulty in the ambiguity model.

Note. Horizontal lines represent predicted item difficulty $\hat{b}_i$, points represent estimated item difficulty $b_i$, with point size proportional to absolute residual item difficulty $|\hat{\epsilon}_i|$. 
5.3.5 Model comparison and summary

Each of these four explanatory models are extensions of, and thus can be formally compared to, the NULL model. This is done by utilising a likelihood ratio test as well as various penalised fit measures. The null hypothesis of the study is that the explanatory models fail to differ from the NULL model in terms of model fit. The NULL model is nested within each of the explanatory models, but the explanatory models do not followed a nested structure among themselves. It is possible to compare one explanatory model relatively to the others though the use of fit measures like the Akaike information criterion (AIC) and the Bayesian information criterion (BIC). These measures balance the absolute fit and model complexity by including a penalty in terms of the number of parameters in the model (Burnham & Anderson, 2002), the logic being like that of Ockham’s razor, where of two equally good models, the one with the fewer parameters should be chosen. Lower values indicate better balance between absolute model fit and model complexity.

The ideal case would be to present a full model which includes all the item predictors, but this turned out to be impossible with the quasi-experimental item design of the current study. The item set simply does not comply with the already identified theoretical framework for item radicals. For some combinations of properties we might have no items that match, and therefore a single item can be over-identified by considering all the predictors at once. This largely manifests itself as an issue of extreme multicollinearity between the predictors, causing the estimation of the model to fail to converge. When estimation was attempted, several predictors indeed had to been dropped from the estimation because of rank deficiency.

Table 5.14: Summary of the fit and explanatory power of the different models

<table>
<thead>
<tr>
<th>Model</th>
<th>AIC</th>
<th>BIC</th>
<th>LL</th>
<th>LRT</th>
<th>df</th>
<th>p</th>
<th>$r^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0. NULL</td>
<td>151691</td>
<td>151722</td>
<td>-75843</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Inventory</td>
<td>151643</td>
<td>151704</td>
<td>-75815</td>
<td>55</td>
<td>3</td>
<td>&lt;.001</td>
<td>.75</td>
</tr>
<tr>
<td>2. Matching</td>
<td>151654</td>
<td>151715</td>
<td>-75821</td>
<td>44</td>
<td>3</td>
<td>&lt;.001</td>
<td>.66</td>
</tr>
<tr>
<td>3. Rule type</td>
<td>151653</td>
<td>151714</td>
<td>-75821</td>
<td>44</td>
<td>3</td>
<td>&lt;.001</td>
<td>.67</td>
</tr>
<tr>
<td>4. Ambiguity</td>
<td>151680</td>
<td>151731</td>
<td>-75835</td>
<td>15</td>
<td>2</td>
<td>&lt;.001</td>
<td>.32</td>
</tr>
</tbody>
</table>
The various fit measures for the item models in this study are summarised in Table 5.14. All in all, the inventory model (m1) seems to fit the data best, accounting for 75% of the item-attributed variance of the item responses. The matching model (m2) accounted for 66% and the rule type model (m3) 67%. The ambiguity model (m4) explains only 32% of the variance, and even fails to outperform the NULL model on the BIC, although not on the other measures. In general, it is possible to conclude that adding the extra predictors cause a model to significantly outperform the NULL model every time, and this gives merit to the included item properties and facets of all the assumed cognitive processes, even though further investigation clearly needs to be done.

There were some unexpected findings from the explanatory item response modelling analyses. None of the predictors involving anything related to figure rotation had any effect separating them from the simple change rules, contrary to what one should expect from theory (Primi, 2001). The feature addition or removal rule also showed no effect, although when multiple features were altered, like addition and removal of multiple lines discussed in the cognitive lab (Chapter 4), this seemed to cause an effect. Raw information load seemed to only increase difficulty when it was related to the size of the problem, as the number of features showed no effect and the mean features change even made an item easier.
Chapter 6

Discussion

6.1 Systematic item design

As this study is no true experiment, it is hard to say for certain what factors ultimately determine difficulty in the test. An obvious cause of this might be the layer-like structure of the test - the base of most of the problems consist of lower-order rules, with more advanced rules sprinkled on top, causing the sheer information load to grow with addition of higher order rules. Using higher-order rules naturally contributes to the massiveness of the problem, especially when it comes to rules requiring more figure columns (e.g. reordering).

Working memory capacity has generally been designated as the primary cause of item difficulty (Hosenfeld, 1997; Mulholland et al., 1980; Primi, 2001), and so it is in this case. The size of the problem, the number of rows, rules and figures, should act as a base. The rule taxonomy should act as an added layer, but more rules should be developed, especially simple ones, so that it would be possible to vary item size without introducing more complex rules. When developing a concrete item model for future automatic item generation of the assessment, information load, manifested in the number of figures and rules, should be emphasised as among the more powerful radicals.

The inclusion of some higher order rule should indeed affect the difficulty of the problem,
especially if it already is fairly demanding from other sources. However, there was limited support for the impact of all the levels of the rule taxonomy found in Primi (2001), as especially the spatial part seemed to have no effect. This could stem from the test being structurally different from a matrix and completion test, hence the cognitive properties are simply not alike.

Addition and removal of concrete item features did seem to confuse the participants in the cognitive lab in Chapter 4, suggesting that the presence of that kind of rule makes the problem less intuitive. However, this did not show up in the statistical analysis, suggesting that the effect either did not show due to bad experimental design, or that the particular cases of this rule type manifest itself at a simpler level. This is also in line with the findings of Primi (2001), where feature addition or removal was disconfirmed to be among the more complex rules.

One of the perceptual ambiguity factors uncovered in the cognitive lab stood up to scrutiny during the explanatory IRT modelling, the rule conflict. Although there might yet be other potential sources of perceptual ambiguousness, this could be the main source in this type of test at this stage.

To tap into a person’s working memory capacity to the purest extent would mean to focus on the information load (as discussed in the review by Arendasy & Sommer, 2005), which logically would imply limiting the impact of perceptual factors. However, it could be argued that tests of abstract reasoning has a problem solving aspect that transcends a narrow interpretation of the working memory. In this case, the “noise” elements could be a way to challenge other aspects of the cognition of the persons. Either way, ambiguity factors need to be known, so that they can be taken into account in the item model, either to exclude or embrace them.

6.2 Recommendation for further research

There are several aspects of the test that could be modelled. Currently only the one parameter logistic model (1PL) has been used, which implies that only the item difficulty is a function of the radicals in the item model. The IRT model could be expanded by for
instance including a parameter for different discrimination, or even a lower asymptote (pseudo-guessing) parameter (Baker & Kim, 2004).

The impact of the testlet structure has not been directly addressed in itself at this point. Possibilities for modelling local dependencies between the items are multiple. Misconstruction of a rule in one testlet could potentially propagate to other testlets, especially if that testlet contains a similar rule. This could possibly lead to local dependencies between certain items with shared rules, which would be interesting to investigate further.

Given that many participants made informed guesses, it might be interesting to implement alternatives that resemble the correct answer, with the same number of rules, only that one or more rule are wrong. As things are now, persons would be able to eliminate some alternatives from the list without having to fully understand the problem. Eliminating sources of information among the alternatives similarly similar, but wrong alternatives, arranging alternatives of varying likelihood of being correct, in essence recognising a heuristic solution of the item. The question of why persons guess has not been carried on from the cognitive lab at this point. Some findings indicate that guessing happens when rules are misconstrued, which for instance could be caused by rule complexity or ambiguousness. Guessing as a strategy have been pinpointed to influence performance on cognitive tests (Egan & Schwartz, 1979, referenced in Ericsson & Lehmann, 1996), so should be further investigated.

The item model is now based on problem characteristics only, and it is reasonable to assume that it can be improved by going into more detail at the item level. The main focus of the cognitive lab has also been on how participants analyse the problem screen, and how they understand their interaction with it. If the present test was to be investigated through further use of qualitative methods, an investigation of all the test items should be conducted. Exploring the qualities of each item in relation to the problem screen should be emphasised, for example through an item-by-item retrospective cognitive interview protocol (like for instance the one employed by Paap et al., 2015). This should be studied more closely looking at the particular items whose predictions based on problem models are especially off target.

Other improvements to the cognitive lab could possibly provide some better general insights into the person interaction with the test. Analysing the behaviour of the partic-
ipants when answering the items was made difficult by only having audio data, as much contextual information depended on the memory of the observer, and his ability to synthesise the different data types. This was mitigated by notes of the observer taken during and after the procedure. However using video recordings or real eye-tracking technology (like Carpenter et al., 1990) might give a slightly more objective picture of perceptual attention involved when solving the test.

A more stringent verbal protocol analysis should be performed (Ericsson & Simon, 1993; Leighton, 2005; Ohlsson, 2012), to for instance investigate choice of words used when talking about the different rule types: whether a figure “becomes” something else, is different from figures that “gets” something. If there are systematic tendencies on how exactly persons talk about the rules, this might shed some light on the reasons for why spatial and complex rules like rotation as well as feature addition or removal seems to behave no different from simple feature change rules.

Whether the reasoning strategies are different for persons of different ability level, would be interesting to investigate. For matrix items we know from Arendasy and Sommer (2005) that for instance the perception rule impacts persons of low ability differently, and this effect would also be interesting to investigate for this assessment. If an effect shows, this would be a prime candidate for study through qualitative means.

The current item pool has been constrained by the fixed design of the existing test, hence it is not really a proper experimental design. As there is a lot of dependency issues between the predictor in this study, new items should be generated so as to investigate any combination of item properties. The current item pool large to analyse all the item properties. Making a completely new item bank with focus on experimental design should be considered. This would facilitate further development of the representational theory (Whitely, 1983), which is crucial to have if the assessment is to be modernised.

Most of the persons in the explanatory study had run out of time before reaching the end of the test, with only 13 % answering the first item of the last testlet. This is a problem for the validity of any results gained from modelling the properties of these items. It should be reasonable to assume that only the most able persons reach the end of the test, and as people of different ability levels react differently to the various radicals (for example like Arendasy & Sommer, 2005, fund with perceptual ambiguity), this might
skew results. This could also be an indication that the test might be too long, thus rather inefficient. This is another reason why a strong item model is useful, as the test could be made adaptive and tailored to the individual person (Van der Linden & Glas, 2009; Wainer, 2000). This would make the test both more efficient and effective, whilst sparing the persons having to solve an unnecessarily large amount of items that does not add any information to improve their ability estimate.

The reaction time measures has not yet been utilised as other than a data cleaning tool. This is an untapped data source, and could provide a new perspective on person reaction to for instance rule complexity (like done by Primi, 2001).

Further investigation of process factors, like the accumulated rule space and the effect of misconstrual of rules (also related to ambiguous features) that could propagate through the test, both of which surfaced in the cognitive lab, has not been investigated further at this point. A misconstrual experiment could for instance be designed, where some persons get detailed feedback, some get limited and some get none. Within this test, the accumulated rule space couch the mum fairly early on. It would be interesting to see if adding new rules at a slower pace would impact the problem solving of the persons. Logically speaking, taking the limited cognitive capabilities of the person into account (Miller, 1956; Simon, 1972), having fewer possible rules to choose from should limit the total number of combinations to be considered.

6.3 Conclusion

The ability of the problem part of the testlets to explain this much of the item variance by it self is encouraging for further developing the test. There is still a lot of work that can be done on this existing assessment, and several concrete suggestions, both qualitative and quantitative, have been mentioned in this discussion. In order to modernise it however, strong theory as needed. Hence, a new item bank with experimentally manipulated radicals, identified in this study (Chapter 5), should be generated, utilising systematic item design and the advanced technological and statistical tools described in Chapter 1. If the new item model still holds up, this could further prove the feasibility of modernising this assessment. A new vast population of precalibrated items can then be automatically
generated, opening up for tailoring assessments and development of a CAT, with ahis offers. All this aside, the arguably most satisfying side to having a valid item model, is that it makes it possible to say with a fair amount of certainty that we actually know what we measure.
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Part III

Appendix
Appendix A

Protocol for the think-aloud study

(Norwegian version only)
Protokoll for thinkaloud

Forberedelser

- Test
  - Oversette instruksjoner
  - Alle deltakerne får den samme testen
    - Testlet 1, 5, og 8
    - Ett enkeltittem fra hvert enkelt av de resterende problemene
- Utprøving av prosedyre
- Finne deltagere
  - n = 6
- Lokaler
  - Uforstyrret
  - Nærhet til jaktmarker
- Tid
  - 20 min test
  - 10 min intervju
  - 30 min margin
  - Implisitt tidspress («jeg har estimert ca 1 min pr. spm»)

Prosedyre

1. Hei, takk, velkommen
2. Audio på
3. Informert samtykke – muntlig
  a. Presentasjon
  b. Avtale signal for å minne deltakerne på å snakke
  c. Estimert tid: 1 min per oppgave
  d. Belønning
  e. Deltakeren kan ikke få hjelp – ikke en dialog
  f. Hvis deltaker ikke gir adekvate data avbryte og irementsette
5. Presentert med en øvelsesoppgave på tid.
  a. 2 minutter
  b. Trenger ikke snakke høyt
6. Testen
  a. Husk å snakke høyt
  b. To faser: testlet og enkeltitems
  c. Mengde tid på hvert spørsmål: 1 minutt
7. Intervju
### Utstyr:

<table>
<thead>
<tr>
<th>Papir til meg selv</th>
<th>Notisblokk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skrivesaker</td>
<td>4 penner</td>
</tr>
<tr>
<td>Testen (utskrifter av de relevante oppgavene)</td>
<td>10 + 1</td>
</tr>
<tr>
<td>Flaxlodd</td>
<td>6</td>
</tr>
<tr>
<td>Lydutstyr</td>
<td>Pc-mikrofon</td>
</tr>
<tr>
<td>Protokoll</td>
<td></td>
</tr>
<tr>
<td>Samtykkeskjema</td>
<td></td>
</tr>
<tr>
<td>Kontaktskjema</td>
<td></td>
</tr>
</tbody>
</table>
Appendix B

Instructions presented to the candidates before the think-aloud

(Norwegian version only)
INSTRUKSJONER


LA OSS FØRST SE PÅ EKSEMPELET NEDENFOR

<table>
<thead>
<tr>
<th>Basisfigur</th>
<th>F-taster</th>
<th>Endefigur</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ø</td>
<td>F1</td>
<td>Ø</td>
</tr>
<tr>
<td>□</td>
<td>F1, F2</td>
<td>□</td>
</tr>
</tbody>
</table>

Den lille sirkelen er blitt en stor sirkel. Den lille firkanten forvandles til en stor, farget firkant. På både basis- og endefiguren er dermed størrelsen på symbolet endret. Bare det ble endret rekke, forandret fargen seg. Siden begge figurene modifiseres av F1, er denne F-tasten ansvarlig for endring av størrelse. F2-tasten endrer derfor fargen.


Gå nå til side 4 og 5 i spørsmålheftet og løs eksempeletsørsømmelene. Angi svarene på svararket.
• Marker svarene på svararket.
• Visk fullstendig ut svar du ønsker å endre.

Er det et svar du er usikker på, angi det beste valget, men unngå å gamble. Hvis du har fullført oppgaven, kan du levere inn svarheftet. Lykke til!
Appendix C

Protocol for the interview

(Norwegian version only)
Protokoll for intervju

Think-aloud ➔

1. Vanskelighetsgrad
   a. Var det noen oppgaver som var vanskeligere enn andre?
   b. Hvilke elementer er fremtredende?
   c. (Presentere min idé – gir den mening, kontrast med deltakerens idé)

2. Hva skal til for å løse oppgavene?
   a. Hvilke strategier?
   b. Hjelpemidler?
   c. Huskeregler?

3. Testlet vs enkeltitem
   a. Gambling
   b. Informasjon
   c. Hvordan taklet de endringene mellom en eller flere items per problem

4. Bakgrunnsspørsmål
   a. Studieprogram
   b. Erfaring med spill
   c. Har de vært i en lignende situasjon tidligere?

5. Audio av

6. Takke for deltagelsen
Appendix D

NASA task-load index questionnaire
**Figure 8.6**

**NASA Task Load Index**

Hart and Staveland’s NASA Task Load Index (TLX) method assesses work load on five 7-point scales. Increments of high, medium and low estimates for each point result in 21 gradations on the scales.

<table>
<thead>
<tr>
<th>Name</th>
<th>Task</th>
<th>Date</th>
</tr>
</thead>
</table>

**Mental Demand**  
How mentally demanding was the task?

<table>
<thead>
<tr>
<th>Very Low</th>
<th>Very High</th>
</tr>
</thead>
</table>

**Physical Demand**  
How physically demanding was the task?

<table>
<thead>
<tr>
<th>Very Low</th>
<th>Very High</th>
</tr>
</thead>
</table>

**Temporal Demand**  
How hurried or rushed was the pace of the task?

<table>
<thead>
<tr>
<th>Very Low</th>
<th>Very High</th>
</tr>
</thead>
</table>

**Performance**  
How successful were you in accomplishing what you were asked to do?

<table>
<thead>
<tr>
<th>Perfect</th>
<th>Failure</th>
</tr>
</thead>
</table>

**Effort**  
How hard did you have to work to accomplish your level of performance?

<table>
<thead>
<tr>
<th>Very Low</th>
<th>Very High</th>
</tr>
</thead>
</table>

**Frustration**  
How insecure, discouraged, irritated, stressed, and annoyed were you?

<table>
<thead>
<tr>
<th>Very Low</th>
<th>Very High</th>
</tr>
</thead>
</table>
Appendix E

Correspondance with the Norwegian Social Science Data Services (NSD)
### 1. Intro

<table>
<thead>
<tr>
<th>Spørsmål</th>
<th>Ja</th>
<th>Nei</th>
<th>Merkante</th>
<th>Beskrivelse</th>
</tr>
</thead>
<tbody>
<tr>
<td>Samles det inn direkte personidentifiserende opplysninger?</td>
<td></td>
<td></td>
<td></td>
<td>En person vil være direkte identifiserbar via navn, personnummer, eller andre personentydige kjennetegn.</td>
</tr>
<tr>
<td>□ Navn □ 11-sifret fødselsnummer □ Adresse □ E-post □ Telefonnummer □ Annet</td>
<td></td>
<td></td>
<td></td>
<td>NB! Selv om opplysningene skal anonymiseres i oppgave/rapport, må det krysses av dersom det skal innhentes/registreres personidentifiserende opplysninger i forbindelse med prosjektet.</td>
</tr>
<tr>
<td>Annet, spesifiser hvilke</td>
<td></td>
<td></td>
<td></td>
<td>Merk at meldeplikten utføres selv om du ikke får tilgang til koblingsnøkkel, slik fremgangsmåten ofte er når man benytter en databehandler.</td>
</tr>
<tr>
<td>Skal direkte personidentifiserende opplysninger kobles til datamaterialet (koblingsnøkkel)?</td>
<td></td>
<td></td>
<td></td>
<td>En person vil være indirekte identifiserbar dersom det er mulig å identifisere vedkommende gjennom bakgrunnsopplysninger som for eksempel bostedskommune eller arbeidsplass/skole kombinert med opplysninger som alder, kjønn, yrke, diagnose, etc.</td>
</tr>
<tr>
<td>Samles det inn bakgrunnsopplysninger som kan identifisere enkeltpersoner (direkte/personidentifiserende opplysninger)?</td>
<td></td>
<td></td>
<td></td>
<td>Les mer om nettbaserte spørreskjema.</td>
</tr>
<tr>
<td>Hvis ja, hvilke</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Skal det registreres personopplysninger (direkte/indirekte/via IP-/epost adresse, etc) ved hjelp av nettbaserte spørreskjema?</td>
<td></td>
<td></td>
<td></td>
<td>Bilde/videooptak av ansikter vil regnes som personidentifiserende.</td>
</tr>
<tr>
<td>Bil det registrert personopplysninger på digitale bilde- eller videooptak?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Søkes det vurdering fra REK om hvorvidt prosjektet er omfattet av helseforskningsloven?</td>
<td></td>
<td></td>
<td></td>
<td>NB! Dersom REK (Regional Komité for medisinsk og helsefaglig forskningsetikk) har vurdert prosjektet som helseforsknings, er det ikke nødvendig å sende inn meldeskjema til personvernombudet (NB! Gjelder ikke prosjektet som skal benytte data fra pseudonyme helseregistre). Dersom tilbakemelding fra REK ikke foreligger, anbefaler vi at du avventer videre utfyllden til svar fra REK foreligger.</td>
</tr>
</tbody>
</table>

### 2. Prosjekttiltél

<table>
<thead>
<tr>
<th>Prosjekttiltél</th>
<th>Oppgi prosjektets tiltél. NB! Dette kan ikke være «Masteroppgave» eller liknende, navnet må beskrive prosjektets innhold.</th>
</tr>
</thead>
</table>

### 3. Behandlingsansvarlig institusjon

|-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|------------------------------------------------------------------------------------------------------------------------|

### 4. Daglig ansvarlig (forsker, veileder, stipendiat)
<table>
<thead>
<tr>
<th>Fornavn</th>
<th>Johan</th>
</tr>
</thead>
<tbody>
<tr>
<td>Etternavn</td>
<td>Braeken</td>
</tr>
<tr>
<td>Stilling</td>
<td>Førsteamanuensis</td>
</tr>
<tr>
<td>Telefon</td>
<td>22844826</td>
</tr>
<tr>
<td>Mobil</td>
<td>22844826</td>
</tr>
<tr>
<td>E-post</td>
<td><a href="mailto:johan.braeken@cemo.uio.no">johan.braeken@cemo.uio.no</a></td>
</tr>
<tr>
<td>Alternativ e-post</td>
<td><a href="mailto:johan.braeken@cemo.uio.no">johan.braeken@cemo.uio.no</a></td>
</tr>
<tr>
<td>Arbeidssted</td>
<td>Centre for Educational Measurement</td>
</tr>
<tr>
<td>Adresse (arb.)</td>
<td>Molkte Moes vei 35</td>
</tr>
<tr>
<td>Postnr./sted (arb.sted)</td>
<td>0371 OSLO</td>
</tr>
<tr>
<td>Sted (arb.sted)</td>
<td>OSLO</td>
</tr>
</tbody>
</table>

**5. Student (master, bachelor)**

<table>
<thead>
<tr>
<th>Studentprosjekt</th>
<th>Ja ● Nei ○</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dersom det er flere studenter som samarbeider om et prosjekt, skal det velges en kontaktperson som føres opp her. Øvrige studenter kan føres opp under pkt 10.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fornavn</th>
<th>Fredrik</th>
</tr>
</thead>
<tbody>
<tr>
<td>Etternavn</td>
<td>Helland</td>
</tr>
<tr>
<td>Telefon</td>
<td>41083931</td>
</tr>
<tr>
<td>Mobil</td>
<td>41083931</td>
</tr>
<tr>
<td>E-post</td>
<td><a href="mailto:fredrik@helland.org">fredrik@helland.org</a></td>
</tr>
<tr>
<td>Alternativ e-post</td>
<td><a href="mailto:fredrhel@mail.uio.no">fredrhel@mail.uio.no</a></td>
</tr>
<tr>
<td>Privatadresse</td>
<td>Lakkegata 66 B</td>
</tr>
<tr>
<td>Postnr./sted (privatadr.)</td>
<td>0562 OSLO</td>
</tr>
<tr>
<td>Sted (arb.sted)</td>
<td>OSLO</td>
</tr>
<tr>
<td>Type oppgave</td>
<td>● Masteroppgave  ○ Bacheloroppgave  ○ Semesteroppgave  ○ Annet</td>
</tr>
</tbody>
</table>

**6. Formålet med prosjektet**

<table>
<thead>
<tr>
<th>Formål</th>
<th>The research goal is to reverse engineer an existing abstract reasoning test with the purpose to construct a modern test design framework that can be used to automatically generate items and computerized tailored or adaptive tests for abstract reasoning.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>In a first stage, a cognitive task analysis and think-aloud-procedure (involving video recording and/or eye trackers) are imposed on the existing abstract reasoning test to further investigate and define important cognitive mechanisms as well as potentially relevant structural item properties.</td>
</tr>
<tr>
<td></td>
<td>Later stages will mainly consist of explanatory IRT-modeling of an existing, anonymized, dataset, using information extracted from stage one.</td>
</tr>
</tbody>
</table>

**7. Hvilke personer skal det innhentes personopplysninger om (utvalg)?**

Før opp navnet på den som har det daglige ansvaret for prosjektet. Veileder er vanligvis daglig ansvarlig ved studentprosjekt.

Veileder og student må være tilknyttet samme institusjon. Dersom studenten har ekstern veileder, kan biveileder eller fagansvarlig ved studiestedet stå som daglig ansvarlig.

Arbeidssted må være tilknyttet behandlingsansvarlig institusjon, f.eks. underavdeling, institutt etc.

### Kryss av for utvalg

- Barnehagebarn
- Skoleelever
- Pasienter
- Brukere/klienter/kunder
- Ansatte
- Barnevernsbarn
- Lærere
- Helsepersonell
- Asylsøkere
- Andre

### Beskriv utvalg/deltakere
Enten skoleelever over 15 år på en ungdomsskole i Oslo, laveregradstudenter ved Universitetet i Oslo eller andre tilfeldige fra eget nettverk.

Med utvalg menes dem som deltar i undersøkelsen eller dem det innhentes opplysninger om.

### Rekruttering/trekking
Enten rekruttering av tilfeldige interesserte på campus/i forelesninger eller fra egne nettverk/tidligere arbeidsplass (elever over 15 år). Rekrutteringen vil bli gjort av studenten. Randomisert utvalg er ikke interessant i forbindelse med hva det søkes om godkjenning for.

Beskriv hvordan utvalget trekes eller rekruteres og oppgi hvem som foretar den. Et utvalg kan trekes fra registre som f.eks. Folkeregisteret, SSB-registre, pasientregistre, eller det kan rekruteres gjennom f.eks. en bedrift, skole, idrettsmiljø eller eget nettverk.

### Førstegangskontakt
Er det elever som brukes, vil førstegangskontakten bli formidlet via lærere og ledelse. Øvrige vil bli kontaktet av studenten. Insentivering kan forekomme hvis nødvendig.

Beskriv hvordan kontakt med utvalget blir opprettet og av hvem.

### Alder på utvalget
- Barn (0-15 år)
- Ungdom (16-17 år)
- Voksne (over 18 år)

Les om forskning som involverer barn på våre nettsider.

### Omtrentlig antall personer som inngår i utvalget
3-15

Les om forskning som involverer barn på våre nettsider.

### Samles det inn sensitive personopplysninger?
Ja ○ Nei ●

Les mer om sensitive opplysninger.

### Hvis ja, hvilke?
- Rasemessig eller etnisk bakgrunn, eller politisk, filosofisk eller religiøs oppfatning
- Al en person har vært mistenkt, siktet, tiltalt eller domt for en straffbar handling
- Helseforhold
- Seksuelle forhold
- Medlemskap i fagforeninger

Les mer om pasienter, brukere og personer med redusert eller manglende samtykkekompetanse.

### Inkluderes det myndige personer med redusert eller manglende samtykkekompetanse?
Ja ○ Nei ●

Les mer om pasienter, brukere og personer med redusert eller manglende samtykkekompetanse.

### Samles det inn personopplysninger om personer som selv ikke deltar (tredjepersoner)?
Ja ○ Nei ●

Med opplysninger om tredjeperson menes opplysninger som kan spores tilbake til personer som ikke inngår i utvalget. Eksempler på tredjeperson er kollega, elev, klient, familiemedlem.

### 8. Metode for innsamling av personopplysninger

- Papirbasert spørreskjema
- Elektronisk spørreskjema
- Personlig intervju
- Gruppeintervju
- Observasjon
- Deltakende observasjon
- Blogg/sosiale medier/internett
- Psykologiske/pedagogiske tester
- Medisinske undersøkelser/tester
- Journaldata


Dersom du skal anvende registerdata, må variabelliste lastes opp under pkt. 15

### Registerdata

- Annen innsamlingsmetode

Oppgi hvilken Filmet talk-aloud-prosedyre og eye-tracking i forbindelse med løsning av utvalgte deler av en abstrakt resoneringstest.

### Tilleggsopplysninger

9. Informasjon og samtykke
### Oppgi hvordan utvalget/deltakerne informeres

<table>
<thead>
<tr>
<th>□ Skriftlig</th>
<th>□ Muntlig</th>
<th>□ Informeres ikke</th>
<th>Dersom utvalget ikke skal informeres om behandlingen av personopplysninger må det begrunnes.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Les mer her.</td>
<td>Vennligst send inn mal for skriftlig eller muntlig informasjon til deltakerne sammen med meldeskjema.</td>
<td>Last ned en veiledende mal her.</td>
<td>NBI! Vedlegg lastes opp til sist i meldeskjemaet, se punkt 15 Vedlegg.</td>
</tr>
</tbody>
</table>

**Samtykker utvalget til deltakelse?**

<table>
<thead>
<tr>
<th>● Ja</th>
<th>○ Nei</th>
<th>○ Flere utvalg, ikke samtykke fra alle</th>
<th>For at et samtykke til deltakelse i forskning skal være gyldig, må det være frivillig, uttrykkelig og informert.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Samtykke kan gis skriftlig, muntlig eller gjennom en aktiv handling. For eksempel vil et besvart spørreskjema være å regne som et aktivt samtykke.</td>
<td>Dersom det ikke skal innhentes samtykke, må det begrunnes.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Innhentes det samtykke fra foreldre for barn under 15 år?**

| Ja | ○ Nei | ● | Les mer om forskning som involverer barn og samtykke fra unge. |

**Innhentes det samtykke fra foreldre for ungdom mellom 15 og 17 år?**

| Ja | ○ Nei | ● | Les mer om forskning som involverer barn og samtykke fra unge. |

**Hvis nei, begrunn**

**10. Informasjonssikkerhet**

**Spesifiser**

<table>
<thead>
<tr>
<th>□ På server i virksomhetens nettverk</th>
<th>□ Fysisk isolert PC tilhørende virksomheten (dvs. ingen tilknytning til andre datamaskiner eller nettverk, interne eller eksterne)</th>
<th>□ Datamaskin i nettverkssystem tilknyttet Internett tilhørende virksomheten</th>
<th>□ Privat datamaskin</th>
<th>□ Videoopptak/fotografi</th>
<th>□ Lydopptak</th>
<th>□ Notater/papir</th>
<th>□ Mobile lagringsenheter (bærbart datamaskin, minnepen, minnekort, cd, ekstern harddisk, mobiltelefon)</th>
<th>□ Annen registreringsmetode</th>
<th>Merk av for hvilke hjelpemidler som benyttes for registrering og analyse av opplysninger.</th>
</tr>
</thead>
</table>

**Annen registreringsmetode beschriv**

<table>
<thead>
<tr>
<th>□ Datamaskiner er passordbeskyttet. Filene vil i tillegg bli beskyttet med et eget passord. Filene lagres på en ekstern harddisk. Det resterende vil låses inne.</th>
<th>Er f.eks. datamaskintilgangen beskyttet med brukernavn og passord, står datamaskinen i et låsbart rom, og hvordan sikres bærbare enheter, utskrifter og oppkast?</th>
</tr>
</thead>
</table>

**Annen registreringsmetode beschriv**

<table>
<thead>
<tr>
<th>□ OVERFØRES PERSONOPPLYSNINGER</th>
<th>□ INNBEHANDLES AV EN DATABEHANDLER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ja</td>
<td>Nei</td>
</tr>
<tr>
<td>Hvis ja, beskriv?</td>
<td></td>
</tr>
</tbody>
</table>

**Skal andre personer enn daglig ansvarlig/student ha tilgang til datamaterialet med personopplysninger?**

| Ja | ○ Nei | ● | F.eks. ved nasjonale samarbeidsprosjekter der personopplysninger utveksles eller ved internasjonale samarbeidsprosjekter der personopplysninger utveksles. |
| Hvis ja, hvem (oppgi navn og arbeidsted)? |

**Utleveres/deles personopplysninger med andre institusjoner eller land?**

| ○ Nei | ○ Andre institusjoner | ○ Institusjoner i andre land | F.eks. ved nasjonale samarbeidsprosjekter der personopplysninger utveksles eller ved internasjonale samarbeidsprosjekter der personopplysninger utveksles. |
| Hvis ja, hvem (oppgi navn og arbeidsted)? |
11. Vurdering/godkjenning fra andre instanser

<table>
<thead>
<tr>
<th>Spørsmål</th>
<th>Ja</th>
<th>Nei</th>
<th>O</th>
</tr>
</thead>
<tbody>
<tr>
<td>Søkes det om dispensasjon fra taushetsplikten for å få tilgang til data?</td>
<td></td>
<td></td>
<td>○</td>
</tr>
<tr>
<td>Hvis ja, hvilken institusjon?</td>
<td></td>
<td></td>
<td>●</td>
</tr>
</tbody>
</table>

For å få tilgang til taushetsbelagte opplysninger fra f.eks. NAV, PPT, sykehus, må det søkes om dispensasjon fra taushetsplikten. Dispensasjon søkes vanligvis fra aktuelt departement.

<table>
<thead>
<tr>
<th>Spørsmål</th>
<th>Ja</th>
<th>Nei</th>
<th>O</th>
</tr>
</thead>
<tbody>
<tr>
<td>Søkes det godkjenning fra andre instanser?</td>
<td></td>
<td></td>
<td>●</td>
</tr>
<tr>
<td>Hvis ja, hvilken institusjon?</td>
<td></td>
<td></td>
<td>○</td>
</tr>
</tbody>
</table>

F.eks. søke registererer om tilgang til data, en ledelse om tilgang til forskning i virksomhet, skole.

12. Periode for behandling av personopplysninger

<table>
<thead>
<tr>
<th>Spørsmål</th>
<th>Ja</th>
<th>Direkte (navn e.l.)</th>
<th>Indirekte (bakgrunnsopplysninger)</th>
<th>Nei, publiseres anonymt</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prosjektstart, planlagt dato for prosjektslutt</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>01.08.2015</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31.07.2017</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Prosjektstart Vennligst oppgi tidspunktet for når kontakt med utvalget skal gjøres/datainnsamlingen starter.
Prosjektslutt: Vennligst oppgi tidspunktet for når datamaterialet enten skallanonymiseres/slettes, eller arkiveres i påvente av oppfølgingsstudier eller annet.

NB! Dersom personopplysninger skal publiseres, må det vanligvis innhentes eksplisitt samtykke til dette fra den enkelte, og deltakere bør gis anledning til å lese gjennom og godkjenne sitater.

<table>
<thead>
<tr>
<th>Spørsmål</th>
<th>Ja</th>
<th>Datamaterialet anonymiseres</th>
<th>Datamaterialet oppbevares med personidentifikasjon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hva skal skje med datamaterialet ved prosjektslutt?</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

NB! Her menes datamaterialet, ikke publikasjon. Selv om data publiseres med personidentifikasjon skal som regel alvøg data anonymiseres. Med anonymisering menes at datamaterialet bearbeides slik at det ikke lenger er mulig å føre opplysningene tilbake til enkeltpersoner.
Les mer om anonymisering.

13. Finansiering

<table>
<thead>
<tr>
<th>Spørsmål</th>
<th>Det vil eventuelt bli søkt om midler gjennom masterstipendordningen ved UV-fakultetet, eller gjennom forskergruppen LEA.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hvordan finansieres prosjektet?</td>
<td></td>
</tr>
</tbody>
</table>

14. Tilleggsopplysninger

| Spørsmål                                                                 | |
|--------------------------------------------------------------------------||
| Tilleggsopplysninger                                                     | |
TILBAKEMELDING PÅ MELDING OM BEHANDLING AV PERSONOPPLYSNINGER

Vi viser til melding om behandling av personopplysninger, mottatt 21.07.2015. Meldingen gjelder prosjektet:

44083  Explanatory item response modelling of an abstract reasoning assessment
Behandlingsansvarlig  Universitetet i Oslo, ved institusjonens øverste leder
Daglig ansvarlig  Johan Braeken
Student  Fredrik Helland

Personvernombudet har vurdert prosjektet og finner at behandlingen av personopplysninger er meldepliktig i henhold til personopplysningsloven § 31. Behandlingen tilfredsstiller kravene i personopplysningsloven.

Personvernombudets vurdering forutsetter at prosjektet gjennomføres i tråd med opplysningene gitt i meldeskjemaet, korrespondanse med ombudet, ombudets kommentarer samt personopplysningsloven og helseregisterloven med forskrifter. Behandlingen av personopplysninger kan settes i gang.


Vennlig hilsen
Katrine Utaaker Segadal
Marie Strand Schildmann

Kontaktperson: Kjersti Haugstvedt tlf: 55 58 29 53

Vedlegg: Prosjektvurdering

Dokumentet er elektronisk produsert og godkjent ved NSDs rutiner for elektronisk godkjenning.
Ifølge prosjektmeldingen skal utvalget informeres muntlig om prosjektet og samtykke til deltakelse. For å tilfredsstille kravet om et informert samtykke etter loven, må utvalget informeres om følgende:

- at UiO er ansvarlig for studien
- prosjektets formål / problemstilling
- hvilke metoder som skal benyttes for datainnsamling, og en beskrivelse av instrumentene som anvendes
- hvilke typer opplysninger som samles inn
- at det er frivillig å delta og at man kan trekke seg når som helst uten begrunnelse
- dato for forventet prosjektslutt
- at data anonymiseres ved prosjektslutt
- at enkeltpersoner ikke vil kunne gjenkjennes i den ferdige oppgaven
- kontaktopplysninger til student/veileder


- slette direkte personopplysninger (som navn/koblingsnøkkel)
- slette/omskrive indirekte personopplysninger (identifiserende sammenstilling av bakgrunnsopplysninger som f.eks. bosted/arbeidsted, alder og kjønn)
- slette digitale lyd-/bilde- og videoopptak
Personvernombudet viser til endringsmelding mottatt 28.09.15. Personvernombudet har registrert at det foretas lydopptak, og ikke bildeopptak i prosjektet. Det vil videre bli anvendt et kort spørreskjema. Vi forutsetter at informasjonsskrivet til utvalget oppdateres med hensyn til endringene, og viser ellers til vår tilråding av studien den 28.08.15.
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Vennlig hilsen
Kjersti Haugstvedt
Spesialrådgiver
(Special Adviser)

Norsk samfunnsvitenskapelig datatjeneste AS
(Norwegian Social Science Data Services)
Personvernombud for forskning
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