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Abstract

Cardiac ultrasound is a key component in modern cardiology, and is widely used to assess and quantify the heart’s anatomy and function. In the past two decades, real-time 3-dimensional ultrasound has emerged as a promising modality, allowing a more accurate appreciation of the heart’s complex geometry, compared to the more conventional 2-dimensional ultrasound. However, the huge increases in information within volumetric images demand accurate and efficient methods for automatically analyzing and quantifying the heart.

One of the fundamental problems in the processing of cardiac images is segmentation; the process of extracting a geometric model from the image, describing the shape and motion of an anatomical structure. A framework has previously been proposed for solving this problem in 3D ultrasound images, in which the segmentation is expressed as a state-estimation problem and solved with a Kalman filter. This framework is generic, and allows for incorporating different surface representations, image measurements and prior information on shape and motion, and it has been applied to the left ventricle.

The main goal of this thesis has been to apply the existing Kalman filter segmentation framework to different anatomical structures, in particular the aortic root and right ventricle, and to develop a method for biventricular segmentation. Four main contributions have been made.

Firstly, a method providing fully automatic quantification of the aortic valve size from 3D ultrasound images has been developed and its feasibility demonstrated. This is a key measurement to be made prior to procedures on diseased valves, and performing manual measurements is time-consuming and subject to inter-observer variation.

Secondly, two methods have been developed for automated segmentation of the Right Ventricle (RV). Historically, the importance of the RV has been underestimated. Although the RV’s role in cardiovascular diseases has been more widely recognized in recent years, few methods for segmentation of the RV have been proposed. Because the RV has a more complex and asymmetrical shape compared to the left ventricle, the existing segmentation framework is not immediately applicable to the RV. Therefore, the method was extended with a geometric model learned from statistical analysis on a set of manual segmentations, as well as prior information on the appearance of the ultrasound images.

Thirdly, one of the two RV methods uses a novel geometric surface representation to simultaneously segment the endocardial and epicardial borders of both ventricles. The surface is parameterized such that myocardial volume conservation is used within the Kalman filter segmentation process, which leads to a much more complete model of the heart and allows one to study the interaction between the ventricles.

Finally, a robust and fully automatic method for spatio-temporal fusion of two ultrasound images has been developed. This is important as it is unrealistic to capture both ventricles in the same imaging sector. Furthermore, the method is able to perform the spatial registration with no assumption on the relationship between the recordings.
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Chapter 1

Introduction

1.1 Background and motivation

Cardiovascular disease is by far the world’s most prevalent cause of death, accounting for a staggering 46% of all deaths in Europe by one estimate [1]. To combat this, there is a clear need for accurate tools to assess the cardiac anatomy and function, in order to perform proper diagnosis and treatment.

Medical imaging is a key component in understanding the state of the patient’s heart. Of the available imaging modalities, cardiac ultrasound, or echocardiography, has a central role in cardiology, allowing real-time imaging of the beating heart, and offering rapid assessment of anatomy and function. Because ultrasound equipment is portable, comparatively inexpensive, and widely available, echocardiography is often considered the “cardiologist’s tool of choice”, with a long history of improving the diagnosis and treatment of cardiovascular disease.

The classical ultrasound approach produces an image of the patient’s anatomy in a 2-Dimensional (2D) cross section. However, in the early 2000’s, Real-Time 3-Dimensional Echocardiography (RT3DE) emerged as a promising technology, allowing the clinician to capture a volumetric 3D image of the patient’s anatomy. This technology has since been improving rapidly, and is gaining an important role in clinical practice. A 3D acquisition is, in theory, ideally suited to capture the heart’s complex structure and motion, and allows a much more realistic view than the standard 2D approach. However, going from a 2D to a 3D image massively increases the amount of image information. This means that the clinician, to a much larger extent than before, has to rely on the ultrasound system to extract useful information from the images, and to help visualize and quantify the heart.

One of the fundamental problems in the field of medical image processing, and the focus of this thesis, is image segmentation. In the context of 3D echocardiography, we will define image segmentation as the extraction of patient-specific surface models, which describe the geometry and motion of anatomical structures, from within the image. These models can then be used for a multitude of purposes, such as calculating the size of the heart’s chambers, detecting irregularities in the heart’s shape, or assisting visualization
by automatically aligning standard views within the 3D dataset.

A large number of methods have been proposed and validated to solve the segmentation problem for different anatomical structures in 3D echocardiographic images. One of the approaches, which forms the basis for all segmentation methods presented in this thesis, is a Kalman filter state estimation framework presented by Orderud et al. [2–4]. This is a very generic framework, which can be extended with different mathematical models for the geometry and motion of the target structure, and integrate different types of image measurements.

Most of the cardiac segmentation methods presented in the literature focus on one of the heart’s four chambers, the Left Ventricle (LV), which can be considered the “main chamber”, as it is responsible for pumping blood to the systemic circulatory system. A large parts of this thesis, however, focus on the Right Ventricle (RV), which pumps blood to the pulmonary circulatory system. Historically, the importance of this chamber in cardiovascular disease has been underestimated [5, 6], and compared to the LV, studies of the RV are less frequently reported in the literature. However, with the recent advancements in 3D echocardiography, interest in segmentation of the RV is growing.

1.2 Aims of study

The main goal of this thesis has been to apply the existing Kalman filter segmentation framework to different anatomical structures, in particular the aortic root and right ventricle, and to develop a method for biventricular segmentation.

Quantification of the aortic root is of high interest for patients with a diseased aortic valve. In particular, aortic stenosis is a disease where calcification on the valve is preventing proper blood flow out of the heart. For these patients, there are effective surgical and minimally invasive procedures that can be performed to either repair the patient’s valve or insert a prosthetic valve. However, these procedures require accurate measurements of the geometry of the valve and its surrounding tissues to be made in advance. This thesis aims to assist such interventions by providing a method for automatic quantitative assessment of the geometry of the aortic root.

Although the existing segmentation framework has been extensively evaluated for the Left Ventricle (LV) [4, 7], it is not immediately applicable to the Right Ventricle (RV), as the RV has a more complex and asymmetrical shape, large inter-patient variation, as well as thinner walls with more pronounced trabeculations. Thus, for the framework to be applied, a suitable surface representation and motion model for the right ventricle must be found.

Although it is known that the heart chambers interact with each other, the vast majority of cardiac segmentation methods presented in the literature operate on a single cardiac structure, most commonly the LV. It is the aim of this thesis to develop a joint segmentation of both the left and right ventricles, which will provide a more complete anatomical description of the heart, as well as allow one to study the interaction between the ventricles. In addition to the challenges present for right ventricle segmentation, two more obstacles must be overcome for a biventricular segmentation. Firstly, since the ven-
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tricles share a common wall, the septum, a surface representation must be developed that can express the spatial relationship between the ventricles, and utilize prior information on the physical characteristics of the septum. Secondly, as it is unfeasible to capture both ventricles in the same ultrasound sector, while maintaining adequate spatial and temporal resolution, a registration method must be developed to fused two or more 3D ultrasound sequences together to extend the field of view.

In summary, this thesis aims to:

1. Assist the assessment for aortic valve repair by developing an automatic method to measure the geometry of the aortic root.

2. Extend the existing segmentation framework to provide an automated method for right ventricle segmentation.

3. Extend the segmentation framework with a surface parameterization suitable to represent both the left and right ventricles, and develop an automated biventricular segmentation method.

1.3 Context of the project

This project has been a cooperation between the University of Oslo and GE Vingmed Ultrasound, in an industrial Ph.D. program sponsored by the Research Council of Norway. The aim for the industrial Ph.D. program is to bring together the academic and industrial communities, in order to perform applied research that is both academically relevant and lends itself to commercialization. In such a project, there is a balance to be struck between academic and industrial endeavors. Therefore, obtaining clinically applicable solutions has been more central to this thesis than making theoretical contributions. In fact, one of the methods developed in the course of this research (paper I) has already been made commercially available (4D Auto AVQ, GE Vingmed Ultrasound).

The project has also been part of the Center for Cardiological Innovation, a research consortium of academic and industrial partners, sponsored by the Norwegian Research Council and hosted by Oslo University Hospital. Finally, 6 months of the research was spent at the Surgical Planning Laboratory at Brigham and Women's Hospital, Harvard Medical School, in Boston, USA, a laboratory performing research on a wide range of medical image analysis topics.
Chapter 2

Background

This chapter aims to give the relevant background information necessary to understand the research done in this project. Two main topics are discussed; the human heart, including ultrasound imaging of the heart, and segmentation of the heart chambers. Because these are both huge areas of study, this presentation will be limited to information relevant for the papers contained in this thesis, as well as their discussion. However, references to helpful introductions and surveys are given throughout the text.

2.1 The Human Heart

2.1.1 Anatomy

Cardiac chambers

The human heart consists of four chambers; two upper chambers called atria and two lower chambers, called ventricles. The chambers form two atrium-ventricle pairs, splitting the heart into left and right sides. In a healthy heart, the left and right sides are separated by a wall, called the septum, such that no blood flows directly between the right and left sides. The right ventricle is responsible for pumping blood through the pulmonary circulatory system, where the blood is oxygenated by the lungs and returns to the left atrium. From there, the left ventricle pumps the blood through the systemic circulatory system, feeding the whole body with oxygen and nutrients, and returning to the right atrium to be oxygenated again. An overview of the structure and blood flow of the heart is shown in figure 2.1.

The left and right halves have two valves each, making a total of four, which are used to prevent the blood from flowing in the wrong direction. One set of valves sit between the atria and ventricles, often referred to as the Atrio-Ventricular (A-V) valves, and the other sit between the ventricles and outgoing arteries, called the outflow valves. On the left side, the A-V valve is the mitral valve, and the outflow valve is the aortic valve. The corresponding valves on the right side are the tricuspid and the pulmonary valves. All valves
are mostly passive, opening and closing as a result of the pressure differences between
the atria, ventricles, and arteries.

Figure 2.1: Diagram of the heart. The arrows indicate the direction of the blood flow. Image courtesy of Eric Pierce.

**Myocardium**

The heart’s wall is made up of three layers; the *endocardium* which is in direct contact with the blood inside the chambers, the *myocardium* which is made up of the muscle fibers responsible for the actual contraction, and the *pericardium* which envelopes the heart, separating it from surrounding tissues.

The myocardium consists of sheets of muscle fibers that swirl around the ventricles, as illustrated in figure 2.2(a). This structure results in a shortening in the long- and radial axes of the heart when the fibers contract, as well as a torsion around the long axis, as illustrated in figure 2.2(b). The combined effect is a remarkably energy efficient pumping function [8].

### 2.1.2 Function

**Cardiac cycle**

During every heartbeat, the heart undergoes two main phases; *systole* and *diastole*. In systole, the ventricles contract, pumping blood into the circulatory systems, while the atrias are filled with blood. In this phase, the outflow valves open, and the A-V valves are
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Figure 2.2: Fiber structure of the heart (a), and resulting contraction pattern (b), consisting of longitudinal and radial shortening, as well as circumferential torsion. Images: Betts et al. [8].

closed to prevent blood flowing backwards into the atria. Once the ventricles have been emptied, the outflow valves close, as a result of the falling pressure inside the ventricles. The heart then enters diastole, where the A-V valves open and the ventricles are filled with blood from the atrias and relax in preparation for the next heartbeat.

Clinical indicators

In clinical practice, it is necessary to derive some indicators to quantify the global pumping function of the heart. The most common way of quantifying the heart’s function is to look at the amount of blood that is pumped with each heartbeat. For both the left and right ventricles, four measurements are widely used for this assessment; End Diastolic Volume (EDV), End Systolic Volume (ESV), Stroke Volume (SV), and Ejection Fraction (EF). EDV and ESV are essentially the maximum and minimum volumes of the ventricle. The SV is the difference between EDV and ESV, which, in a healthy heart with no blood leaks, measures the amount of blood that was actually pumped into the circulatory systems. The EF is a combination of the previous volumes, and measures the amount of blood pumped as a percentage of the EDV,

\[
EF = \frac{EDV - ESV}{EDV} \times 100\% \quad (2.1)
\]

\[
EF = \frac{SV}{EDV} \times 100\%. \quad (2.2)
\]

EF is a very important measurement of global function, and is commonly used as a tool for diagnosis and prediction of adverse events such as heart failure [9].
2.1.3 Differences between the left and right ventricles

It is important to note that the left and right ventricles are not simply mirror images of each other, but are different in shape, function and operating conditions.

Because the Left Ventricle (LV) has to pump blood into the whole body, while the Right Ventricle (RV) only needs to pump blood into the lungs, the LV typically operates at significantly higher pressures than the RV. This results in a thicker myocardium and a simpler, ellipsoid shape, compared to the RV which has a complex crescent shape which “wraps around” the LV [10]. The complex shape makes the RV hard to image, and impossible to appreciate with any single 2D view [9]. Figure 2.3 shows a cross sectional view of the ventricles, illustrating the differences in shape and myocardial thickness of the two ventricles.

![Figure 2.3: Short axis cross section heart, illustrating the differences between the left and right ventricle geometries. Image (unannotated): Anderson et al. [11].](image)

Although the ventricles are often considered separately, they certainly interact with each other to perform the pumping function. In fact, it has been demonstrated that about 30% of the contractile energy of the RV is generated by the LV [12]. Furthermore, the RV relies more heavily on longitudinal shortening to pump blood, and less on the circumferential shortening of the free wall [13].

Since the LV is responsible for the systemic circulation, disease in the left heart is typically more serious. For this reason, the LV has historically received much more attention in the medical literature than the RV [5, 6]. However, in the last decade or two, there
has been a wider recognition of the RV's role in the circulatory system and its impact on cardiovascular disease. In combination with the advancement of 3D medical imaging modalities, making it possible to more accurately appreciate the shape and function of the RV, interest in the right heart, from clinical and technical perspectives, is growing.

### 2.1.4 Echocardiography

Ultrasound imaging of the heart, known as echocardiography, or simply echo, is an essential tool used to assess and quantify the heart’s structure and function, as well as to perform diagnosis and assist intervention. This section gives a very brief and practical introduction to echocardiography, focusing on the appearance and properties of the ultrasound images, as well as the challenges associated with ultrasound image processing.

Compared to other imaging modalities such as Magnetic Resonance Imaging (MRI) and Computed Tomography (CT), echocardiography has a particular set of benefits resulting in a wide use all over the world. It provides real-time images with a very high frame rate, which is important for assessing the moving heart, and especially the valves. It is also portable, which means that it can be brought to the bed side where the clinician has direct contact with the patient. Finally, it is significantly cheaper than alternative modalities, does not use harmful ionizing radiation, and has essentially no contraindications.

Examples of 3D ultrasound images of the left and right ventricles are shown in figures 2.4 and 2.5.

#### Image formation

Ultrasound images are generated by transmitting a high-frequency sound wave, way too high in pitch for humans to hear (hence the “ultra”), and then record the echoes which are generated when the wave hits anatomical structures within the body. The wave is transmitted and the echoes are recorded all in a single device, called the transducer. The transducer is typically a hand-held device placed on the chest of the patient, forming a Transthoracic Echocardiogram (TTE). However, specialized transducers exist, that are placed inside the esophagus, forming a Transesophageal Echocardiogram (TEE). This modality typically gives higher quality images, as the transducer is closer to the heart, and the sound wave does not have to penetrate the skin.

When the transmitted ultrasound wave hits a local perturbation in tissue characteristics, part of the wave will be scattered, forming an echo traveling back towards the transducer, and part will continue propagating. The transmitted ultrasound beam is focused in a single direction, and the image along this direction is formed by measuring the amount of energy reflected back to the transducer over time. This process is then repeated, with the focus of the ultrasound beam sweeping across the desired image region.

This image formation process is physically limited by the speed of sound, as the transducer has to wait for the wave to propagate to the end of the imaging sector and back, in order to receive the echoes. This means that there is a relationship between the number
of beams fired, i.e. the \textit{spatial resolution} and sector size, and the number of images that can be generated each second, i.e. the \textit{temporal resolution}.

This limitation is very apparent in 3-Dimensional ultrasound, where the transmitted beam has to be swiped over an additional dimension, vastly increasing the time it takes to generate a single frame. Therefore, a compromise has to be made by reducing the spatial and temporal resolution of the 3D image, as well as the sector size. To compensate for this, it is common to perform a \textit{multibeam} acquisition. In such an acquisition, multiple separate and small sectors are acquired from different heartbeats, and then stitched together to form a single 3D image. Because the heart's motion is cyclical, the stitched image will appear as if it was formed from a single heartbeat, with high spatial and temporal resolution. This process can introduce stitching artifacts however, and is only an option if the patient has a steady heart rhythm.

\textbf{Image processing of echocardiographic images}

The nature of ultrasound images poses several challenges for image processing methods. Unlike some modalities, such as X-Ray Computed Tomography (CT), the relationship between ultrasound image intensities and physical tissue properties is very complex. The observed intensities are a combined result of ultrasound reflection, interference and absorption, which means that the absolute gray levels have no inherent physical interpretation. Furthermore, the amount of reflected energy is dependent on the angle between the ultrasound beam and the tissue fiber directions. This means that regions like the myocardium are typically less well-defined in parts of the image where the transducer is parallel to the fibers.

As most echocardiographic images are taken through the thorax, the transducers have to be narrow enough to fit in between the ribs, and the ultrasound beams are spread in a “V shape” in order to cover the heart, as seen in figures 2.4 and 2.5. This means that the image voxels are highly anisotropic, and the image has high resolution in the depth direction, but a low lateral resolution, especially deep into the tissue. Furthermore, the ribs, sternum, and lungs can all give acoustic shadows, causing parts of the image to be empty of information.

Finally, there are several additional image artifacts that are common to observe in ultrasound images, such as reverberations and side-lobes. These make it hard to interpret and process the images without enough prior information on the target anatomical structure.

\section*{2.2 Segmentation by state-estimation}

\subsection*{2.2.1 The segmentation problem}

\textit{Segmentation} is one of the fundamental problems in image analysis. Fundamentally, the segmentation problem is to separate an image into distinct segments by assigning a \textit{label}
2.2 Segmentation by state-estimation

Figure 2.4: 3D ultrasound recording of the right ventricle, taken from an apical position. *Top:* 2D slice through the volumetric data. *Bottom:* 3D rendering of the image.
Figure 2.5: Cross sectional view of the same image as in figure 2.4, showing the same view as the figure 2.3. Top: 2D slice through the volumetric data. Bottom: 3D rendering of the image.
2.2 Segmentation by state-estimation

2.2.2 Deformable surfaces

A large portion of the echocardiographic segmentation methods presented in the literature can be categorized as using deformable surfaces. These methods follow the same overall approach of;

1. declaring a mathematical model for the target structure to be segmented, consisting of a surface representation and a deformation space,

2. identifying certain features of the image, such as strong gradients or clusters of homogeneous appearance, and

3. fitting the model to the image by utilizing the identified feature measurements in some form of a fitting algorithm.

One of the reasons for the success of such model-based segmentation methods, compared to simpler image-driven segmentation approaches, is that they allow for a natural incorporation of prior knowledge in a variety of forms, including information on shape, position, orientation, appearance, physiological function, and motion. These priors typically make the deformable surface methods robust to image noise and artifacts, something which is especially important when operating on ultrasound images. However, having a too strong prior can also mean that the model lacks the necessary degrees of freedom to accurately represent the target anatomical structure. This means that there is typically a trade-off to be made between expressiveness of the model and robustness of the segmentation, and a number of surface representations and regularization schemes have been proposed to address this. In this section, a brief overview of different surface types used for ultrasound segmentation is given. For a comprehensive overview of deformable model types, the reader is referred to a more in depth review available on this topic [17], [18].

Model representations

A large number of surface representations have been used for segmentation in ultrasound images, and it is hard to present a complete overview. However, Montagnat et al. catego-
rize the most common deformable surfaces into three main categories: discrete meshes, explicit continuous models, and implicit continuous models [18].

**Discrete meshes** The most common discrete surface is a polygon mesh, which is defined by a set of vertices, edges and faces. Deformation of the mesh is performed by moving the vertices. However, this typically leads to a very large number of degrees of freedom, as it is necessary to introduce a large number of vertices to represent smooth and high-detailed surfaces. It is therefore typically necessary to reduce the deformation space [18], for instance with statistical shape information [19], to provide a well-behaved segmentation.

**Non-parametric surface models** Non-parametric surfaces, otherwise known as *implicit* surfaces, are formulated by the solution of an implicit function. The most popular implicit surface segmentation method for medical images is the *level-set* method introduced by Osher et al. [20]. With this approach, a surface \( C \) is represented as the zero-crossing of a higher-dimensional function \( \phi \),

\[
C = \{ x \in \Omega | \phi(x) = 0 \},
\]

where \( x \in \Omega \) is a position in the image domain. To fit the model into the image, the implicit surface is evolved from an initial state by minimizing an energy function \( E(C) \). This energy function typically contains terms for the global intensities inside and outside the segmented region, as well as some terms used to regularize the surface. These regularization terms can be associated with surface area for smoothing the surface, or associated with an estimation of shape plausibility by statistical knowledge [21]. An example of the level-set framework applied in 3D echocardiography is the approach by Angelini et al. for individual segmentation of the left and right ventricles [22]. Historically, the clinical applicability of 3D level-set methods has been limited by their inherent computational complexity. However, Galluzzo et al. [23] have demonstrated that this can be mitigated to some extent by combining an efficient GPU implementation of the level-set optimization with a fast explicit deformable surface segmentation [24] for initialization.

**Parametric surface models** Parametric surfaces, otherwise known as *explicit* surfaces, are defined by a set of shape parameters. In general, the Euclidean position \( p \in \mathbb{R}^3 \) of a local point \( u \subset \mathbb{R}^2 \) on a parametric surface is given by some explicit function

\[
p(u) = f(u, x),
\]

where \( x \) is a vector of shape parameters. Examples of parametric surfaces used for ultrasound segmentation include simplex meshes [25], [26], B-spline explicit surfaces [24], active contours [27], and subdivision models [2].

A group of parametric surfaces, called *basis-surfaces*, are parameterized by the position of a set of control vertices \( q_i \), such that the surface is given by

\[
p(u) = \sum_i b_i(u) q_i(x)
\]
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where \( b_i(u) \) are the basis functions of the surface. An illustration of such a surface is shown in figure 2.6. Examples of basis-surfaces include B-Spline surfaces and subdivision schemes such as Doo-Sabin \([4, 28]\), Catmull-Clark \([29, 30]\), and Loop \([31, 32]\).

![Figure 2.6: Illustration of a basis surface defined by control vertices \( q_1, q_2, \cdots, q_9 \) (figure III.1 of paper III).](image)

Using a coarse control mesh, one can generate a smooth surface using only a few degrees of freedom, which helps to increase the robustness of the segmentation. Depending on the specific basis functions used, the surface can be made to guarantee continuity of both surface points and normal vectors, leading to a well-behaved segmentation. As with discrete meshes, it is possible to employ different deformation spaces to limit the degrees of freedom of the surface, for instance by statistical learning.

2.2.3 Kalman filter state estimation

The Kalman filter \([33]\) is a fundamental component in state estimation, with applications in numerous technological fields, and is used as a fitting algorithm in the segmentation approach applied in this thesis. Fundamentally, the Kalman filter is a method to estimate the current state of a system, where a subset of the states are measured, in the presence of process and measurement noise.

**Original Kalman filter**

**Process model** In the original Kalman filter, the process to be estimated is on the following iterative form, where at time point \( k \), the current state \( x_k \) is given by

\[
x_k = F_k x_{k-1} + B_k u_k + w_k,
\]

where \( u_k \) is the control input vector, and \( w_k \) is the process noise. At each time point, a subset \( z_k \) of the state vector is observed,

\[
z_k = H_k x_k + v_k,
\]
where $v_k$ is the measurement noise. $F$, $B$, and $H$ are time-varying matrices describing the process and observation dynamics. This type of model is known as a continuous hidden Markov model, as the process is “memoryless”, i.e. $x_k | x_{k-1}, x_{k-2}, \ldots, x_0 = x_k | x_{k-1}$, and only a subset of the states is observed. A block-diagram of the model is shown in figure 2.7.

![Figure 2.7: Model of the process to be estimated by Kalman filter.](image)

Typically, the process and measurement noises are assumed to be normally distributed with zero mean,

$$w_k \sim \mathcal{N}(0, Q_k) \quad (2.8)$$
$$v_k \sim \mathcal{N}(0, R_k), \quad (2.9)$$

where $Q_k$ and $R_k$ are the process and measurement noise covariance matrices.

**Estimation process**  
The Kalman filter estimation pipeline is illustrated in figure 2.8 and figure 2.9 shows a more complete block diagram.

For each new time point, the state is estimated in three stages;

1. a prediction $\hat{x}_{k|k-1}$ of the current state, called the *a priori* estimate, is calculated based on the model evaluated on the previous estimate $\hat{x}_{k-1|k-1}$ and current control input $u_k$,

2. some combinations of the states are measured, and the difference between the measurement vector $z_k$ and the predicted measurement based on $\hat{x}_{k|k-1}$ is calculated, called the *measurement residual* ,

3. the updated state estimate $\hat{x}_{k|k}$, called the *a posteriori* estimate, is calculated by combining the prediction and measurements, based on the state and measurement covariance estimates.

With the system specified in (2.6) and (2.8), the prediction step is

$$\hat{x}_{k|k-1} = F_k \hat{x}_{k-1|k-1} + B_k u_k \quad (2.10)$$
$$P_{k|k-1} = F_k P_{k-1|k-1} F_k^T + Q_k, \quad (2.11)$$
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![Kalman filter estimation loop diagram]

where \( \mathbf{P}_{k|k-1} \) is the predicted covariance matrix of the estimate. The measurement vector \( \mathbf{z}_k \) is then observed, and the measurement residual \( \hat{y}_k \) is calculated by

\[
\hat{y}_k = \mathbf{z}_k - \mathbf{H}_k \mathbf{x}_{k|k-1} \\
S_k = \mathbf{H}_k \mathbf{P}_{k|k-1} \mathbf{H}_k^T + \mathbf{R}_k,
\]

where \( S_k \) is the residual covariance. Finally, the prediction and measurement residuals are combined by

\[
\mathbf{K}_k = \mathbf{P}_{k|k-1} \mathbf{H}_k^T S_k^{-1} \\
\hat{\mathbf{x}}_{k|k} = \mathbf{x}_{k|k-1} + \mathbf{K}_k \hat{y}_k \\
\mathbf{P}_{k|k} = (\mathbf{I} - \mathbf{K}_k \mathbf{H}_k) \mathbf{P}_{k|k-1},
\]

where the Kalman gain \( \mathbf{K}_k \) of (2.14) is derived by minimizing the prediction state error in the least squares sense,

\[
\mathbf{K}_k = \arg \min_{\mathbf{K}_k} \mathbb{E}[\|\mathbf{x}_k - \hat{\mathbf{x}}_{k|k}\|^2].
\]

Note that this only holds true when the assumptions of the model, e.g. (2.8) - (2.7), are met.

Extended Kalman filter

The extended Kalman filter is an extension where the model (2.6) - (2.7) is no longer assumed to be linear. Instead, the model is continuously linearized around the most recent estimate. In general, let the system be on the form

\[
\mathbf{x}_k = \mathbf{f}(\mathbf{x}_{k-1}, \mathbf{u}_k) + \mathbf{w}_k \\
\mathbf{z}_k = \mathbf{h}(\mathbf{x}_k) + \mathbf{v}_k,
\]

The state prediction and measurement residual are calculated directly based on the model,

\[
\hat{\mathbf{x}}_{k|k-1} = \mathbf{f}(\hat{\mathbf{x}}_{k-1|k-1}, \mathbf{u}_k) \\
\hat{y}_k = \mathbf{z}_k - \mathbf{h}(\hat{\mathbf{x}}_{k|k-1}),
\]
and all other steps are the same as in the original Kalman filter (2.12)-(2.16), using a linearization of the model on the form (2.6)-(2.7) where $F$ and $H$ are the Jacobian matrices

$$F_k = \left. \frac{\partial f}{\partial x} \right|_{x_{k-1|k-1}} \quad (2.22)$$

$$H_k = \left. \frac{\partial h}{\partial x} \right|_{\hat{x}_{k|k-1}} . \quad (2.23)$$

Although other Kalman filter extensions exist to deal with non-linear systems, such as the unscented Kalman filter [34], the extended Kalman filter is a useful and widely used approach for when the Jacobian matrices in (2.22)-(2.23) are known and are a fair approximation.

**Information filter**

The *information filter* is algebraically equivalent to the Kalman filter, but expressed in a particular form that can be useful in some cases, for instance when the number of measurements are much higher than the number of states. In such systems, the matrix inversion in (2.14) can be problematic as the matrix has dimensions equal to the number of measurements. The information filter is formulated such that an inversion of a matrix with dimension equal to the number of states is required instead.

The prediction step is identical to the original Kalman filter. However, it can be shown [35], [36] that the update step (2.14)-(2.16) can be reformulated to

$$P_{k|k}^{-1} = P_{k|k-1}^{-1} + H_k^T R_k^{-1} H_k \quad (2.24)$$

$$\hat{x}_{k|k} = \hat{x}_{k|k-1} + P_{k|k} H_k^T R_k^{-1} \tilde{y}_k . \quad (2.25)$$
If one assumes that all measurements are scalar and independent, such that
\[
R_k = \begin{bmatrix}
  r_{k,1} & 0 & 0 & 0 \\
  0 & r_{k,2} & 0 & 0 \\
  0 & 0 & \ddots & 0 \\
  0 & 0 & 0 & r_{k,N}
\end{bmatrix},
\]
(2.26)
the form (2.24)-(2.25) simplifies to
\[
P_{k|k}^{-1} = P_{k|k-1}^{-1} + \sum_{i=1}^{N} h_{k,i} r_{k,i}^{-1} h_{k,i}^T
\]
(2.27)
\[
\hat{x}_{k|k} = \hat{x}_{k|k-1} + P_{k|k} \sum_{i=1}^{N} h_{k,i} r_{k,i}^{-1} \tilde{y}_{k,i},
\]
(2.28)
where \( h_{k,i} \) is the \( i \)’th column of \( H_k \). Note that in this case, the only matrix inversion required is of \( P \), which has dimension equal to the number of states. This is a very computationally efficient method, and trivially extends to any number of independent measurements by simple summation.

**Kalman smoother**

The Kalman filter assumes a hidden Markov model, meaning that the next state is assumed to be given exclusively by the previous state and current control inputs. Furthermore, it only considers measurements from a single frame at the time. This approach is natural for real-time processing, since the state can be estimated continuously as new data is gathered. In the case of cardiac image segmentation, however, both of these assumptions are slightly misplaced. Firstly, cardiac image sequences are typically recorded over one or more heartbeats, which results in a cyclic motion. Secondly, all frames in the heartbeat sequence are typically available at the time of segmentation, which means that the segmentation could be improved by utilizing more of the available information.

**Kalman smoothing** is a way of using the Kalman filter such that the state for any frame is estimated on the basis of all available information, from frames before and after. One way of formulating the Kalman smoother is to combine two independent Kalman filters, one iterating forwards over frames \( k = 1, 2, \ldots, N \) to produce estimates \( x_{f,k} \) with covariance matrices \( P_{f,k} \), and another iterating backwards over frames \( k = N, N-1, \ldots, 1 \) producing \( x_{b,k} \) and \( P_{b,k} \). The two estimates can then be assimilated by the maximum likelihood combination [37].

\[
P_k = \left( P_{f,k}^{-1} + P_{b,k}^{-1} \right)^{-1}
\]
(2.29)
\[
\hat{x}_k = P_k \left( P_{f,k}^{-1} \hat{x}_{f,k} + P_{b,k}^{-1} \hat{x}_{b,k} \right).
\]
(2.30)
This smoother will help to enforce a cyclic segmentation, as well as to prevent the segmentation lagging behind the image as a result of temporal regularization.
2.2.4 Segmentation framework overview

The segmentation approach used throughout this thesis is based on a state-estimation framework proposed by F. Orderud [35] and applied to the left ventricle [2–4], [7], [27], [38], [39]. In short, this approach performs the segmentation by fitting a parametric deformable surface to the image by combining prior shape information, motion prediction, and edge detection, using a Kalman filter. The framework has been further studied in detail by S. R. Snare who focused on computationally efficient segmentation on pocket-sized ultrasound devices [40], and E. Dikici who focused on improving the edge detection criteria [41].

In this section, a general overview of the framework is presented, focusing on how the framework is applied in this thesis. For reference, an overview of the processing chain is shown in figure 2.10.

Model

In all the segmentation methods proposed in this thesis, a Doo-Sabin subdivision surface [28] is used. This is essentially a generalization of a uniform B-spline for arbitrary topology. The surface is defined by a set of control vertices, and is expressed on the form (2.5). The model is then parameterized by deformation of the control vertices to allow local deformation.

In addition to the local deformation, a global transform is introduced, which includes translation, scaling, and rotation of all the control vertices. This transform is used to place the model in the image, and to capture global movement during the heart cycle.

Initialization

Because the Kalman filter state estimation is an iterative approach, it is important that the initial state of the model is fairly close to the optimal solution. Therefore, the model is aligned in the image before segmentation. This can be done by manually or automatically identifying anatomical landmarks in the image. If the image acquisition is controlled, it may also be safe to assume an initial location and orientation of the model.

Segmentation process

Following the Kalman filter approach, the segmentation is performed iteratively, each iteration consisting of three steps; prediction, measurement, and assimilation.

The prediction step consists of two parts; a regularization towards a known and well-behaved state, and a motion model taking into account the time point within the cardiac cycle.

Measurements are done by sampling 1D image profiles normal to the surface at a number of locations, and detecting edges in the profiles. However, it is also possible to introduce speckle tracking [38] which can capture torsion of the ventricle. For simplicity
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Figure 2.10: Overview of the state estimation processing pipeline.
and computational efficiency, the measurements are assumed to be independent, leading to the assimilation step \(2.27, 2.28\).

**Smoothing and two-pass segmentation**

The segmentation pipeline is typically run more than once. Firstly, the Kalman smoother \(2.29, 2.30\) is applied to improve the segmentation, and to prevent the model from lagging behind in the cardiac cycle.

Secondly, in order to increase the capture range and robustness of the method, a two-pass segmentation may be introduced. In this approach, the segmentation is run twice, estimating a subset of the states each time. For instance, one can first estimate the global transform states alone, and then estimate the local surface deformations.
Chapter 3

Summary of presented work

I Automatic Measurement of Aortic Annulus Diameter in 3-Dimensional Transoesophageal Echocardiography


In this paper, we assess the first of the aims of study laid out in section 1.2 by adapting the state estimation segmentation framework of Orderud *et al.* \[3\], \[4\] to fully automatically measure the size of the aortic valve. The context of the study is a specific procedure, Transcatheter Aortic Valve Implantation (TAVI), that is done to treat patients with severe Aortic Stenosis (AS), a disease where calcification of the aortic valve is preventing normal blood flow out of the heart. During this procedure, a prosthetic valve is inserted by a catheter, without opening the chest. Because the procedure is minimally invasive, it is a viable option for a large portion of patients that are at too high risk to undergo the conventional open chest surgery.

TAVI requires an accurate measurement of the size of the patient’s valve, as inserting a prosthetic valve that is too small can lead to blood leakages, while a valve that is too large can rupture the surrounding tissues \[42\]. It is well known that conventional 2D echocardiography underestimates the size of the valve, as it fails to appreciate the 3D structure of the valve anatomy \[43\]–\[45\]. However, performing measurements on 3D images is both time consuming and subject to inter-observer variation, so an automated tool to assist clinicians is preferred.

Within the state estimation segmentation framework, we use a deformable surface shaped like a cylinder to represent the aortic root and outflow tract of the left ventricle, with a disk placed in the middle to represent the valve plane. In order to make the segmentation fully automatic, we employ the Kalman filter state estimation in two phases. In the first phase, the surface is positioned according to a priori knowledge on the specific imaging sector used in the acquisition. The Kalman filter estimation is then performed
using a stiff model that allows for global translation, scaling and rotation, but no deformation, which captures the global location and motion of the valve. In the second phase, the Kalman filter is used to estimate only the local deformation of the cylindrical surface, applied on top of the motion tracking from the first phase. The geometry of the valve plane is then extracted from the resulting segmentation, and clinically relevant measurements are calculated.

The algorithm was evaluated by comparing measurements of the valve perimeter, area and diameters against manual measurements done by two independent clinical experts in 16 patients with varying degrees of aortic valve disease. The method achieved diameter agreements (mean ± SD) of $-0.3 ± 1.6$ and $-0.2 ± 2.3$ mm with respect to the two manual observers, compared to an inter-observer agreement of $-0.1 ± 2.1$ mm, with a mean computation time of 10 s.

II Automated Segmentation of the Right Ventricle in 3D Echocardiography: A Kalman Filter State Estimation Approach


In this paper, assess the second study aim, and adapt the state estimation segmentation previously applied in paper I to the Right Ventricle (RV). Because of the Left Ventricle's (LV) central role in cardiac function and disease, it has, historically, received the majority of attention in the literature, with image processing methods for the RV infrequently reported. However, as the RV’s role in cardiovascular disease is being more widely recognized, interest in RV function and imaging is growing.

Segmentation methods proposed for the LV, as well as the method used in I, are not immediately applicable to the RV, as the ventricles differ in certain aspects, making RV segmentation a challenging task. For instance, where the LV has a simple and symmetric shape, with a thick myocardium resulting in well-defined endocardial borders, the RV has a complex shape that bends around the LV, and a thin myocardium. Furthermore, the RV has more pronounced trabeculations than the LV, especially in the apical region, making the definition of the endocardial border a challenge. Finally, acquiring images of the complete RV with ultrasound is often not possible, as part of the sound wave is typically shadowed by the lungs or sternum.

To overcome the challenges specific to the right heart, we introduce a strong shape prior in the form of a statistical shape model. The RV shape variation is learned by analyzing manual segmentations in 280 Magnetic Resonance Imaging (MRI) frames from 14 patients with different heart diseases. By decomposing the space of all these shapes into a subset, using principle component analysis, we were able to account for 95% of the shape variation using only 12 shape parameters. This statistical shape model was used in the Kalman filter framework to provide an automated segmentation method for the RV.
The method was evaluated by comparing clinical indices and surface distance metrics against manual measurements from both echocardiography and MRI in 17 clinical cases. A mean absolute distance between the proposed and manual segmentations of $3.6 \pm 0.7$ mm was achieved, as well as end-diastolic volume agreements of $7 \pm 30$ mL and $-26 \pm 24$ mL compared to echocardiography and MRI respectively. The method achieved a mean computation time of 2 s per case.

III Automated Bi-Ventricular Segmentation in 3-Dimensional Echocardiography by Coupled Deformable Surfaces

Jørn Bersvendsen, Fredrik Orderud, Øyvind Lie, Richard J. Massey, Kristian Fosså, Raúl San José Estépar, Stig Urheim and Eigil Samset, Submitted for peer review.

With the method presented in paper II together with previous applications [4], [46], the segmentation framework has been demonstrated to work on both ventricles independently. However, as the ventricles interact with each other to perform the pumping function, and share a wall, the septum, which is of high importance in assessing cardiac disease, there is a need to assess both ventricles simultaneously.

In this paper, we present a method for automated biventricular and epicardial segmentation, operating on the fusion of two separate 3D ultrasound images. The most important contribution of the paper is a novel surface representation that is able to represent the endo- and epicardial borders of both ventricles in a natural and anatomically correct way, while both maintaining the desired properties of the subdivision surfaces used in papers I and II and enabling the introduction of mechanical properties of the myocardium within the segmentation framework.

Because the myocardial volume remains roughly constant throughout the cardiac cycle [17], [47], [48], a distinct thickening of the myocardium is visible as the ventricles contract. This information is introduced to the segmentation method by regularizing the myocardial volume in the Kalman filter motion model, which gives a natural and physiologically correct surface representation.

The method was validated against manual measurements and segmentations in 16 clinical cases, a subset of the data used in paper III. Mean absolute distances of $2.8 \pm 0.4$ mm, $3.1 \pm 0.6$ mm, and $3.1 \pm 0.5$ mm between the proposed and reference segmentations were observed for the LV endocardium, RV endocardium and LV epicardium respectively. The method was computationally efficient, with a computation time of $2.1 \pm 0.4$ s per case.
IV Robust Spatio-Temporal Registration of 4D Cardiac Ultrasound Sequences


The biventricular segmentation method presented in paper III operates on a fused image created by manual registration of two separate real-time 3D echocardiographic images. This manual fusion is necessary because it is very hard to capture both ventricles in the same ultrasound image while maintaining satisfactory temporal and spatial resolutions. However, manually fusing 3D images in space and time is time-consuming and subject to inter-observer variation, which limits the appeal of the segmentation method for clinical application.

Here, we assess this problem by presenting a fully automatic spatio-temporal registration method for real-time 3D cardiac ultrasound sequences. The method is based on the previous work of Toews et al. for extraction of distinct features from 3D images, and using these features for image alignment [49], [50]. In the case of the biventricular segmentation, the goal is to register two ultrasound sequences taken of the same patient during the same exam. One can therefore assume that the true alignment between the sequences is rigid and static during the cardiac cycle. This assumption leads to a novel feature-based alignment method, in which features extracted from all frames are compared to each other simultaneously with no a priori assumption on their temporal alignment. The result is a fully automatic, robust and accurate registration method.

The method was validated on the same dataset as in paper III, by manually annotating anatomical landmarks and valve events. After registration, the mean distances between manually identified landmarks in the two images were 4.3±1.2 mm compared to a ground truth error of 2.8 ± 0.6 mm with manual registration. For the temporal alignment, the absolute errors in valvular event times were 14.4 ± 11.6 ms for Aortic Valve (AV) opening, 18.6 ± 16.0 ms for AV closing, and 34.6 ± 26.4 ms for mitral valve opening, compared to a mean inter-frame time of 29 ms.
Chapter 4

Discussion

4.1 Contributions

4.1.1 Aortic root segmentation

In this thesis, four main contributions have been made. Firstly, a method for segmenting the Left Ventricular Outflow Tract (LVOT) and aortic root in 3D Transesophageal Echocardiographic (TEE) images has been developed, and its feasibility of fully automatically quantifying the aortic valve annulus size has been demonstrated (paper I). This is a key assessment to make prior to Transcatheter Aortic Valve Implantation (TAVI), a procedure which is gaining popularity worldwide as excellent improvements in the quality of life have been thoroughly demonstrated for a very high risk patient group [51], [52]. It is well known that regular 2D TEE fails to accurately describe the 3D structure of the Aortic Valve (AV), leading to an underestimation of the valve size [43]–[45], which has been shown to increase the incidence rate of post operational valve leakage [53]. 3D TEE is therefore better suited for this assessment. However, as performing manual measurements in these 3D images is time-consuming and subject to inter-observer variation [44], the presented automatic method has the potential to make a very valuable contribution to clinical practice. In fact, the method has already been commercialized and is now available in the 4D Auto AVQ tool on the newest release of GE Vingmed Ultrasound’s E95 systems.

Though AV segmentation in 3D TEE images is not extensively studied, methods for this purpose have been presented previously. Ionasec et al. reported a method for automatic fitting of a comprehensive model of the coupled mitral and aortic valves, applied to both Computed Tomography (CT) and 3D TEE images [54]. The method is fully automatic and consists of three main steps, all solved with machine learning techniques. Firstly, the global location and rigid motion of the valve apparatus are estimated using a trained classifier and marginal space learning [55]. Secondly, the motion of key anatomical landmarks are estimated using a novel trajectory spectrum learning technique. Finally, a surface is fitted to the landmarks using a learning-based boundary detector together with Statistical Shape Model (SSM). A clinical validation of this method was performed by
Calleja et al. [56], which included some manual interaction and adjustment. The reported diameter agreements were comparable to the results of our proposed method.

Pouch et al. reported a method for segmentation of the aortic leaflets [57], using a deformable model in combination with multi-atlas label fusion. The specific surface representation, a continuous medial representation, was later extended to allow the inclusion of the aortic root [58]. Interestingly: this representation incorporates locally varying leaflet thickness. Although the authors do not discuss the motivation for this in particular, it may have potential clinical use as aortic sclerosis, i.e. local leaflet thickening with preserved function, is the first macroscopic change in the leaflets observable in patients with calcified aortic valve disease [59].

Finally, Queiros et al. recently reported a method for deformable model-based segmentation of the LVOT and aortic root [60]. The method extends the B-Spline Explicit Active Surface (BEAS) [24] framework for deformable model segmentation with statistical information on the longitudinal profile of the aortic structure. In the BEAS framework, the surface is given by an explicit function in cylindrical coordinates, where the radius is parameterized with B-spline. Based on manually annotated pints in the LVOT and ascending aorta, the statistical mean model is initialized in the image. The surface is then evolved by energy minimization, incorporating regularization based on the SSM.

Our proposed method is based on the state-estimation framework described in section 2.2, where a deformable smooth surface is fitted to the image sequence. Similar to the methods presented by Ionasec et al. [54] and Queiros et al. [60], we employ a two-step approach. The global position, size and motion of the model are estimated first, before refining the segmentation by locally deforming the surface.

All of the three discussed related methods [54], [57], [60] include some information from manually annotated images in some form, either in learned classifiers, multi-atlas label fusion or statistical shape models. In contrast, our method does not include such prior information. While this eliminates the need for large databases of ground-truth segmentations, it also means that segmentation can not be expected to achieve the same level of accuracy in some cases, particularly in the presence of acoustic shadowing due to calcifications on the valve. In paper II we show how statistical shape information can be introduced to the segmentation framework, which would likely increase robustness in these cases.

Although we focused on the aortic valve annulus, other measurements are also of interest for assessing the AV morphology for TAVI. Some measurements are directly available from the proposed method, such as diameters at LVOT, sinus of Valsalva and sinotubular junction. However, because we do not model the leaflets, we can not assess the aortic valve at the same level of detail as some proposed methods [54], [57], [58].

In clinical practice, the annulus diameter is typically measured in a single systolic frame [42]. In our proposed method however, we perform a dynamic assessment of the aortic root. Because we combine information from different frames, this helps increase the robustness of the segmentation, and prevent over-fitting of noisy determination of image edges. Furthermore, dynamic assessment of the aortic root is of some clinical relevance in the context of TAVI. For instance, Masri et al. found aortic annulus deformation during the cardiac cycle to be a predictor for post-procedural aortic regurgitation [61].
which is associated with worse outcome and increased mortality [62].

### 4.1 Contributions

#### 4.1.2 Segmentation of the right ventricle

The major part of the research in this thesis has focused on the Right Ventricle (RV), with two methods developed for automated RV segmentation (papers II and III). Historically, the importance of the RV has been underestimated [5], with the Left Ventricle (LV) receiving most of the attention in both the clinical and technical literatures. However, as the RV’s role in cardiovascular diseases is being more widely recognized, interest in RV function and imaging is growing. For instance, RV function has been shown to be a major determinant of clinical outcome [5], and accurate assessment of the RV is especially important in patients with pulmonary hypertension [63], [64] and congenital heart disease [65]. Furthermore, RV ejection fraction represents a strong and independent indicator of mortality in left heart failure patients [6], [66].

Because of its complex shape, imaging the RV with regular 2D ultrasound is very challenging [9], and 3D echocardiography is considered theoretically ideal for quantifying the RV volumes and ejection fraction [67]. As described in section 2.1.3, the two ventricles are different in shape and appearance; the RV has a more complex and asymmetrical shape, large inter-patient variation, thin walls with pronounced trabeculations, and a challenging acquisition. These factors make RV segmentation a difficult task, and methods developed for the LV are not necessarily applicable to the RV. In particular, acquisitions of the RV often suffer from acoustic shadowing of the RV outflow tract and free wall [68].

Compared to the LV, the field of RV segmentation is largely unexplored, for echocardiography in particular [22], [69] but also for other imaging modalities [70]. For segmentation of the RV in 3D Transthoracic Echocardiography (TTE), Angelini et al. have presented a level-set framework for chamber segmentation, applied to both the LV and the RV [22]. In this level-set method, the ventricle surfaces are represented implicitly as the zero-intersection of a higher order function, which is fitted to individual image frames by energy minimization. Recently, Stebbing et al. have described a segmentation method using an explicit Loop subdivision surface model of the RV and solving the fitting problem with energy minimization [69]. This method also includes prior shape information in order to cope with missing boundaries. Contrary to our proposed method, however, where prior shape statistics are incorporated in the shape representation, Stebbing et al. [69] instead perform joint segmentation of multiple image sequences while at the same time optimizing the underlying statistical model. The image sequences for joint segmentation can either be of multiple patients, or multiple views of the same patient. This removes the need for manually annotated training data, which indeed is challenging to generate in itself, precisely because of missing boundaries. However, it also means that there is a lack of desired expert knowledge input to the method, and it requires simultaneous segmentation in multiple images, which is computationally expensive and undesired in clinical applications.

The validation presented in paper II was performed on patients with aortic insufficiency. This is not a patient population where the RV is of particular interest, and it would have been preferable to perform the analysis on patients with diseases that have impact
on RV shape and motion, such as pulmonary hypertension. Unfortunately, this was not possible with the retrospective data set of 3D TTE images of the RV that were available to us.

4.1.3 Biventricular segmentation

One of the two RV methods presented in this thesis (paper III) is a biventricular segmentation method, which uses a geometric model consisting of three coupled surfaces; LV endocardium, RV endocardium and LV/RV epicardium. This is an extension of a previous approach by Orderud et al. for joint LV endocard and epicard segmentation, where two separate deformable surfaces share a global rigid transform and has a fixed spatial relationship with each other [46]. In the presented extension, the control mesh is shared between the endocardial and epicardial surfaces, and their relationship is expressed with myocardial volume states. This allows us to incorporate the incompressibility of the myocardium [17], [48] into the segmentation framework, which has been shown to be an effective regularization for segmentation in 3D echocardiography [47] and MRI [71].

This biventricular model allows one to study the interaction between the ventricles. Because, the coupled surface formulation can be used with any number of surfaces, the method also makes a good candidate for a four-chamber segmentation method. In addition to supporting the endocardial segmentation, identifying both endo- and epicardial borders allows one to measure the myocardial thickness and volume, and from there estimate the myocardial mass. Assessment of LV mass is done routinely, and LV mass is an important risk factor for, and predictor of, cardiovascular events [72]. Although LV mass is often measured by 2D echo in current clinical practice, 3D echo is, theoretically, better suited, as it is the only echocardiographic method that measures the myocardial volume directly [72].

4.1.4 Spatiotemporal registration

A robust method for fully automatic spatio-temporal registration between two ultrasound sectors has been presented (paper IV). Although the main motivation is the fusion of apical LV and RV images to solve a limitation in the biventricular segmentation method, the method is a valuable contribution to the general problem of extended field of view.

The method is an extension of the work by Ni et al. who used 3D SIFT features to create a panorama image from several 3D ultrasound images of the liver by rigid registration [73], and Perperidis et al. [74] and Zhang et al. [75] who used Normalized Cross Correlation (NCC) over time for temporal alignment of Magnetic Resonance Imaging (MRI) sequences and between MRI and ultrasound respectively. The method is able to perform the spatial registration with no assumption on the relationship between the recordings, neither in time nor space. Although a manual registration was used for the evaluation of the presented biventricular segmentation, this method could have been used instead, which would greatly reduce the required user input, though it is not clear to what degree an increased error in registration would affect the segmentation.
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4.1.5 Clinical applicability and theoretical contributions

As this has been a joint academic and industrial endeavor, research in this thesis has been focused more on obtaining clinically applicable solutions than on making theoretical contributions. As such, existing methodologies have been adapted and applied to different problems, in particular the Kalman filter segmentation framework [3][4].

This framework operates by fitting smooth surfaces to the endocardial border. The use of such smooth surfaces introduces robustness to the algorithm, and prevents overfitting of noisy determination of the endocardial boundary. Robustness is a key aspect of the method when considering clinical applicability. In reality, however, the endocardium is not smooth. It is trabeculated, and contains structures, such as the papillary muscles and the moderator band of the right ventricle. Although the presented methods could incorporate these structures and irregularities to some extent by increasing the resolution of the surface representation, ultimately, these methods may not be well suited for this level of detail. However, for global and segmental quantification of shape and function in clinical practice, one must make a trade-off between accuracy and robustness. Furthermore, current 3D echocardiography often fails to visualize some of these irregularities in the first place.

Another key motivator for the method selection in this thesis is the low computational complexity. Echocardiography is routine and very much hands-on, and a fast quantification is vital for clinical adoption.

4.2 Evaluation of the Kalman filter state estimation approach

All of the three segmentation methods presented in this thesis use the same underlying Kalman Filter (KF) state estimation approach. This general-purpose framework was originally developed by Blake et al. [76][78], applied to 2D echocardiographic sequences by Jacob et al. [79], [80], and extended to 3D echo by Orderud et al. [3][4].

Since its introduction by R. E. Kalman in 1960 [33], the KF has found numerous applications in technology, including vehicle guidance and navigation, signal processing, and robotic motion control. However, it should be noted that the KF assumes certain aspect of the process to be estimated that are typically not held in practical applications [81]. Firstly, the process is assumed to satisfy the Markov property, meaning that the future state is assumed to be given exclusively by the current state. Secondly, the process is assumed to be linear, or locally linear in the case of the Extended KF (EKF). Finally, the process is assumed to be subject to additive Gaussian noise.

In the case of cardiac segmentation, the Markov process is not an accurate description, especially since the cardiac motion is cyclical. The deformable model is typically also non-linear, for instance when a global rotation is used, for which a linearized model is a fair approximation for only small rotations. Furthermore, in the formulation of Orderud et al. [3], [4] used in this thesis, the measurement noise for each of the edge detec-
tors are assumed to be independent of each other, which is used to make the segmentation computationally efficient with a large number of edge detections. This assumption clearly does not hold, as neighboring edge detections are correlated with each other, and all edge detectors are influenced by the global image quality.

However, the use of the KF segmentation approach can be justified by the following considerations. Firstly, the method has been previously demonstrated to give accurate segmentations of 3D echocardiographic images. It is also a very elegant solution, allowing for an intuitive integration of prior shape information, motion model, regularization and measurements. Furthermore, it is easily adapted to a wide range of shape parameterizations, such as spline surfaces and statistical shapes, and a wide range of data measurements, such as edge detections, speckle tracking, tissue Doppler, and manual landmark locations. Finally, it is very computationally efficient, with a tracking time on the order of a few milliseconds per frame.

4.3 Differences in methodologies for right ventricle segmentation

Two methods have been presented for cardiac chamber segmentation in this thesis, both based on the Kalman filter state estimation approach; the first (paper II) using a Statistical Shape Model (SSM) of the RV alone, and the second (paper III) using coupled surfaces representing the RV, LV, and epicardium, with a myocardial volume conservation constraint. Although the scopes of the two presented methods differ significantly, from the RV endocardium alone to a joint biventricular and epicardium segmentation, it is still natural to compare the two approaches for the purpose of RV segmentation.

4.3.1 Considerations of statistical shape models

The use of Statistical Shape Models (SSM) in medical image analysis has shown great promise across modalities, including echocardiography, MRI and CT, and across target anatomy, including bone, brain, abdominal and cardiac structures \[19\]. The SSM approach to segmentation has some key advantages. Firstly, it behaves as a very effective prior, limiting the deformation and search spaces to statistically plausible shapes. This means that the segmentation method can give a design guarantee never to produce an unrealistic result, even in the presence of heavy image noise and artifacts. Using a SSM prior also introduces robustness against missing image information, such as acoustic shadowing of the anterolateral RV free wall, by assuming in these regions a statistically plausible shape, deduced from all available shape information.

However, introducing a SSM has certain consequences that must be considered. Firstly, the quality of any statistical model is limited by the quality and quantity of the data from which it was deduced, which is true for the SSM as well. In order to create a SSM, one needs a training set of manual segmentations. If the training set is not extensive enough, or does not cover the true range of shapes in the target population, the SSM
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will typically be too restrictive, and fail to capture the true shape variation observed in clinical practice. This can lead to wrong segmentations even in images where the endocardial borders are well visualized.

Secondly the SSM differs from conventional deformable models in that its parameterization is **global** as opposed to **regional**. With deformable models, the deformation of one part of the model is typically mostly given by the image information in that region. Although this approach may produce globally implausible shapes, from a user perspective it is intuitive and natural. With the global parameterization of SSMs, however, the shape is influenced by all image information at the same time, and changing any parameter has a global effect. Although the approach is mathematically sound and can guarantee a globally plausible shape, the user is no longer able to reason locally about the segmentation.

4.3.2 Considerations of the biventricular segmentation

The method presented for biventricular segmentation differs from the RV segmentation in that it does not use a SSM, and hence does not require an extensive training set of manual segmentations. Instead, the method relies on added coupled surfaces of the LV endocardium and Epicardium (EPI), in addition to myocardial volume regularization. Furthermore, a “personalization” step is added, where the gross shape of the RV, including the width/height ratio and orientation of the LV outflow tract, is set up corresponding to manual user input prior to segmentation.

Although the method does not use a SSM, some, though not all, of the benefits of the SSM are captured to some extent with the additional surfaces, regularization and personalization. The LV and EPI surfaces will assist the RV segmentation in two important ways; through the shared global transform, including global translation, scale and rotation, and through the coupling of the RV with the LV and EPI surfaces through the shared deformation and volume states. However, one can not expect the biventricular segmentation method to perform as well as the RV SSM approach in the presence of significant missing edges.

It should be noted that the two ventricle segmentation approaches are not mutually exclusive. For instance, one could use the same SSM approach as done in the RV paper to derive a statistical deformation space for the mid-wall biventricular control mesh, which could be used alongside the myocardial volume regularization.

4.3.3 Considerations from a clinical perspective

The two methods differ in the amount of user interaction that is required to run the segmentation. The RV method requires the identification of three landmarks in both end diastole and end systole; RV apex, tricuspid valve center and pulmonary valve center. The biventricular method, on the other hand, requires manual identification of seven landmarks in end diastole only; LV apex, mitral, aortic and tricuspid valve centers, anterior and posterior RV-LV junctions, and a point on the lateral RV free wall.

While the alignment for the biventricular case is more involved and time consuming, it intentionally does not include manual identification of the pulmonary valve, which is
required in the RV method. The pulmonary valve is difficult to image from an apical position, and is often partially shadowed by the sternum or lungs [68], making it hard and cumbersome to identify in the ultrasound image. Instead, the position of the pulmonary valve is essentially deduced from the locations of the tricuspid and aortic valves, as well as the RV-LV junctions, which are typically much easier to identify in the image.
Chapter 5

Conclusions

In this thesis, four main bodies of work have been presented, concentrated on the three aims of study laid out in section 1.2.

Firstly, a fully automatic segmentation method of the left ventricular outflow tract and aortic root has been developed, designed to measure the aortic annulus diameter prior to aortic valve repair, such as Transcatheter Aortic Valve Implantation (TAVI) and Surgical Aortic Valve Replacement (SAVR). The method was validated and performed indistinguishable from manual measurements done by experienced cardiologists. This method solves a specific clinical need, and has been made commercially available on the newest GE Vingmed Ultrasound scanners.

Secondly, the existing state estimation segmentation framework of Orderud et al., previously applied to the left ventricle, has been extended to the right ventricle. Segmentation of the right ventricle is a challenging task, and few methods tackling this problem have previously been presented in the literature. This work demonstrates the combination of a statistical shape model, learned from a database of manual segmentations, with the information fusion of the Kalman filter approach, resulting in an accurate and computationally efficient method.

Thirdly, two methods related to the biventricular segmentation problem have been presented. The biventricular segmentation method uses a novel surface representation to represent the endo- and epicardial borders of both ventricles in a natural and anatomically correct way. This parametric surface allows the incorporation of mechanical properties of the myocardium, i.e. the myocardial volume conservation, while maintaining the desired properties of the subdivision surfaces used in previous works, such as inherent regularization and low dimensionality.

Because it is unrealistic to capture both ventricles in the same ultrasound sector, a method has been developed for spatio-temporal registration of two 3D ultrasound sectors. The method is fully automatic, and does not have any a priori assumption on the alignment of the recordings. Furthermore, the method demonstrates that it is possible to perform a robust feature-based spatial alignment with no prior information on the temporal alignment.
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Abstract

Background: Transcatheter aortic valve implantation involves percutaneously implanting a biomechanical aortic valve to treat severe aortic stenosis. In order to select a proper device, precise sizing of the aortic valve annulus must be completed.

Methods: In this paper, we describe a fully automatic segmentation method to measure the aortic annulus diameter in patients with aortic calcification, operating on 3-dimensional transesophageal echocardiographic images. The method is based on state estimation of a subdivision surface representation of the left ventricular outflow tract and aortic root. The state estimation is solved by an extended Kalman filter driven by edge detections normal to the subdivision surface.

Results: The method was validated on echocardiographic recordings of 16 patients. Comparison against two manual measurements showed agreements (mean±SD) of $-0.3 \pm 1.6$ and $-0.2 \pm 2.3$ mm for perimeter-derived diameters, compared to an interobserver agreement of $-0.1 \pm 2.1$ mm.

Conclusions: With this study, we demonstrated the feasibility of an efficient and fully automatic measurement of the aortic annulus in patients with aortic disease. The algorithm robustly measured the aortic annulus diameter, providing measurements indistinguishable from those done by cardiologists.

I.1 Background

Transcatheter Aortic Valve Implantation (TAVI) involves percutaneously implanting a biomechanical aortic valve to treat severe aortic stenosis. Because of its minimally invasive nature, TAVI is a viable alternative for patients who are at too high risk to undergo conventional surgical aortic valve replacement.

Precise sizing of the aortic annulus prior to TAVI is required for determining procedure eligibility and for selecting the correct implant size and type. Errors in prosthesis sizing may lead to complications during or after the procedure, such as Paravalvular Aortic Regurgitation (PAR) [1].

In current clinical practice, measurement of the annulus diameter before TAVI is typically done by 2D transthoracic echocardiography, 2D Transoesophageal Echocardiography (TEE) or Multi-Slice Computed Tomography (MSCT).

It has been shown that sizing based on MSCT, as opposed to 2D TEE, results in fewer instances of post operational PAR [2], as 2D modalities can fail to accurately describe the 3D structure of the aortic valve [3–5]. Strong correlations between 3D TEE and MSCT measurements of the annulus diameter [4] indicate feasibility of similar results for a method based on 3D TEE.

We propose an algorithm for automatic annulus measurements operating on 3D TEE images, using a real-time volumetric tracking and segmentation framework presented by
I.2 Methods

Orderud et al. [6], [7]. The framework uses an extended Kalman filter to solve a state space estimation formulation of the segmentation problem, and has been applied on the left ventricle.

In this paper, we apply the same framework to model the left ventricular outflow tract and aortic root. We propose a two-stage approach by performing segmentation based on a stiff and deformable surface sequentially. Combined with assimilation of forward and backward tracking, we obtain a fully automatic measurement of the aortic annulus diameter in 3D TEE images.

We validated our results by comparing automatic measurements of 16 recordings to manual measurements made by two cardiologists.

I.2 Methods

I.2.1 Segmentation

The method presented here is an application of a previously presented real-time volumetric segmentation framework, operating on deformable subdivision surfaces [6], [7]. The segmentation is represented as a state estimation problem and solved with an extended Kalman filter.

The filter is run iteratively over all frames in a heart cycle with a single iteration on each frame. For each frame, a motion model predicts the next estimate \( \hat{x}_{k|k-1} \). Edge detection is then done locally on the deformed model surface, and the prediction is updated with the measurement information, resulting in the state estimate \( \hat{x}_{k|k} \). This processing chain is illustrated in figure I.1.

![Figure I.1: State estimation KF processing chain. Figure adapted from [7]. \( \hat{x}_{k|j} \) and \( P_{k|j} \) denote the state and covariance estimates respectively, at time index \( k \) using measurements up to and including time index \( j \).](image)

Surface model

We use a cylindrical Doo-Sabin subdivision surface consisting of 5 connected circles of 6 uniformly distributed control points to represent the Left Ventricular Outflow Tract (LVOT) and aortic root, illustrated in figure 3(g). A subdivision surface has the advantage of being highly deformable but parameterized by only a few states, making the state space estimation an efficient approach.
The surface is deformed locally by displacing each control point in the direction normal to the cylinder long axis, to maximize deformation per degree of freedom. The local deformation transform is denoted $T_l(p; x_l)$, where $x_l$ is the state vector of local deformations.

A global transform

$$T_g(p; x_g) = sR_x(\theta_x)R_y(\theta_y)R_z(\theta_z)p + [t_x, t_y, t_z]^T$$

where $x_g = [t_x, t_y, t_z, s, \theta_x, \theta_y, \theta_z]^T$ is the global transform state vector, allows for translation, scaling and rotation of the model. The composite transform is given by $T(p; x) = T_g(T_l(p; x_l); x_g)$ where $x^T = [x_g^T, x_l^T]$ is the state vector.

The aortic annulus plane is represented by a disc placed in the middle of the surface model. The disc shares the same global transform $T_g$ but is not deformable.

**Motion model**

The time domain dynamics of the model is inferred in the Kalman filter prediction step. We use a combination of the previous estimate $\hat{x}_{k-1|k-1}$ and a regularization state $\hat{x}_{0,k}$ to predict the next estimate by

$$\hat{x}_{k|k-1} = A\hat{x}_{k-1|k-1} + (I - A)x_{0,k},$$

where $A$ is a diagonal matrix specifying the regularization strength for each state. Note that $0 \leq a_{ij} \leq 1$ ensures stability. The diagonal elements of $A$ were chosen separately for translation, scaling, rotation and deformation states.

The covariance matrix of the estimate is predicted by

$$P_{k|k-1} = AP_{k-1|k-1}A^\top + Q_{0,k},$$

where $Q_0$ is the process noise covariance matrix. A low noise value will decrease the prediction covariance relative to the measurement covariance, which in turn will make the Kalman filter rely more on the previous estimate than the detected edges. $Q_0$ therefore functions as a fairness parameter.

**Edge detection**

300 evenly distributed points on the model surface are defined. For the valve disc, 40 edge points are defined.

After applying $T_l$, each edge point $p_l$ is extracted with associated unit normal $n_l$ and Jacobian matrix $J_l$. These are then transformed to the global space by

$$p_g = T_g(p_l; \hat{x})$$

$$n_g = |M|M^{-\top}n_l \text{ where } M = \frac{\partial T_g(p; x)}{\partial p} \bigg|_{p_l}$$

$$J_g = \begin{bmatrix} \frac{\partial T_g(p; x)}{\partial x} \bigg|_{p_l} & \frac{\partial T_g(p; x)}{\partial p} \bigg|_{p_l} \end{bmatrix} J_l.$$
where $\hat{x} = \hat{x}_{k|k-1}$.

Edge displacements are detected by searching along $n_g$ around $p_g$ using the least mean squares fit to an intensity step or peak function. Outlier edges are rejected based on the intensity step function height and differences between neighboring edges. The capture range is determined by the search length along $n_g$.

Each measured edge displacement $v_i$ has an associated measurement noise with estimated variance $r_i$ which is the sum of squared deviations in the intensity fit. The variance estimates are normalized such that $\sum_i r_i = r_{\text{edge}}$.

**Measurement update**

To relate the edge displacement $v_i$ to changes in the state vector, the measurement vector $h_i^\top = n_i^\top J_i$ is calculated, where $J_i$ is the global Jacobian evaluated at $p_i$ for $\hat{x}_{k|k-1}$. By assuming that all measurement noises are independent, the Kalman filter update step can be written as

$$P_{k|k-1}^{-1} + \sum_i h_i r_i^{-1} h_i^\top$$

$$\hat{x}_{k|k} = \hat{x}_{k|k-1} + P_{k|k}^{-1} \sum_i h_i r_i^{-1} v_i.$$ (I.8)

This computation is efficient as it does not require inversion of matrices with size dependent on the number of measurements.

**Forward and backward tracking**

A common problem with segmentation of time-series is that the segmentation lags behind the recording. We solve this by tracking forward and backward in time.

The Kalman filter is iterated forward over frames $k = 1, 2, \ldots, N$ to produce estimate $x_{f,k}$ with estimated covariance $P_{f,k}$. Backwards iteration over frames $k = N, N-1, \ldots, 1$ produces $x_{b,k}$ and $P_{b,k}$. The forward and backward state estimates are then assimilated by

$$P_k = \left(P_{f,k}^{-1} + P_{b,k}^{-1}\right)^{-1}$$

$$\hat{x}_k = P_k \left( P_{f,k}^{-1} \hat{x}_{f,k} + P_{b,k}^{-1} \hat{x}_{b,k} \right).$$ (I.10)

This bidirectional tracking makes the segmentation robust to significant movement of the LVOT and aortic root during the cardiac cycle.

**Two-phase segmentation**

The described tracking algorithm is run in two passes; stiff segmentation and deformable segmentation.
**Stiff segmentation**  In the first pass, the subdivision surface is made stiff by removing all deformation states. The initial mesh is then oriented along an estimated LVOT long axis, derived from the ultrasound recorded roll angle.

The Kalman filter iterates over each consecutive frame once to ensure rough convergence. This is then repeated for the actual segmentation. A simplified motion model is used where $x_{0,k} = x_0$ and $Q_{0,k} = Q_0$ are constant during the cardiac cycle. $Q_0$ was chosen to be a diagonal matrix of process noise standard deviations.

The resulting global pose states $\hat{x}_{\text{stiff},k}$, with estimated covariance $P_{\text{stiff},k}$, aligns the subdivision surface to the recording for each frame. This captures the global movement of the LVOT and aortic root during the cardiac cycle.

**Deformable segmentation**  After stiff segmentation, the deformation states are reintroduced. The state vectors $\hat{x}_{\text{stiff},k}$ and covariance matrices $P_{\text{stiff},k}$ from the stiff segmentation are used for $x_{0,k}$ and $Q_{0,k}$ in the motion model. Bidirectional tracking is performed over a single heart cycle.

Different prediction parameters $A$ are used in the stiff and deformable phases to reflect the increased confidence of the global transform states after stiff segmentation. For deformable segmentation, the regularization strength $A$ is increased for these states, ensuring that the movement of the aortic structure is tracked.

**Automatic annulus measurements**

The aortic annulus is extracted by the intersection of the deformed surface model and the aortic valve disk. An ellipse is fitted to the intersection points by least mean squares optimization and the major and minor axes, area and perimeter are extracted.

The mid systolic frame was defined as the frame with maximum detected aortic annulus area.

**I.2.2 Transoesophageal echocardiography**

**Acquisition**

16 anonymous 3D TEE recordings were provided retrospectively by the Oslo University Hospital for validation. Patient characteristics are shown in table I.1. The dataset contained both tri- and bicuspid aortic valves with varying degrees of stenosis and insufficiency. The images were acquired in mid-esophageal position using zoom mode and showed the LVOT, aortic valve and aortic root. All images were recorded on a Vivid E9 scanner with a 6 VT-D probe and all analysis was done using EchoPAC version 112.1.0 (GE Vingmed Ultrasound AS, Horten Norway).

**Manual measurements**

The aortic annulus was manually measured by two cardiologists. The annulus plane was visualized using 3 orthogonal planes in mid systole. A sagittal and a coronal plane bi-
Table I.1: Patient characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age* yr</td>
<td>69±16</td>
</tr>
<tr>
<td>Sex*, male/female</td>
<td>7/6</td>
</tr>
<tr>
<td>Disease, n</td>
<td></td>
</tr>
<tr>
<td>Aortic stenosis</td>
<td>12</td>
</tr>
<tr>
<td>Aortic insufficiency</td>
<td>2</td>
</tr>
<tr>
<td>Normal</td>
<td>2</td>
</tr>
<tr>
<td>Aortic morphology, n</td>
<td></td>
</tr>
<tr>
<td>Tricuspid</td>
<td>14</td>
</tr>
<tr>
<td>Bicuspid</td>
<td>2</td>
</tr>
<tr>
<td>LV EF &lt; 50 %*, n</td>
<td>3</td>
</tr>
</tbody>
</table>

*Age, sex and LV EF were unknown for 3 patients.

sected the long axis of the LVOT and a transverse plane bisected the lowest insertion points of all 3 aortic cusps, as shown in figure I.3(a-c). The annulus diameter was measured in the sagittal and coronal long axis planes. Area and perimeter were measured by manual trace in the short axis plane. The manual observers where blinded to each other and the results from the automatic measurements.

I.2.3 Sensitivity analysis

To assess the robustness of the algorithm with respect to the roll-angle derived initial LVOT long axis estimate, the following test was carried out. For a single recording, the initial state $x_0$ prior to stiff segmentation was randomly perturbed 500 times, and the resulting perimeter-derived annulus diameter distributions were recorded. This was done separately for perturbations to translation and rotation.

**Translation** The perturbations were on the form $dn/|n|$ where the elements of $n \in \mathbb{R}^3$ were uniformly distributed. The analysis was repeated for each $d = 2, 4, \ldots, 12$ mm, which is within the capture range of ±14 mm.

**Rotation** For each iteration, a vector $n/|n|$ was generated, where the elements of $n \in \mathbb{R}^3$ were uniformly distributed. The initial model was then rotated an angle $\phi$ about the line $v(t) = v_0 + nt$ where $v_0$ is the initial annulus center. The analysis was repeated for each $\phi = 1, 2, \ldots, 15$ deg.

To assess robustness with respect to scaling, the segmentation was repeated for 100 linearly spaced initial annulus diameters $D_0 \in [15, 35]$ mm.

I.2.4 Statistical analysis

Agreement between the automatic method and the two manual observers was analyzed using Blant and Altmans method and two-way absolute agreement intraclass correlation...
coefficients. All statistical analysis was performed using IBM SPSS Statistics for Windows, Version 20.0 (IBM Corp., Armonk, NY, USA).

I.3 Results

The described algorithm was executed on all 16 3D TEE datasets. The segmentation time was (mean±SD) 9.9 ± 7.3 s on a standard laptop.

I.3.1 Sensitivity analysis

Figure 1.2 shows the results of the sensitivity analysis for translational and rotational perturbations in the initial state. The sample standard deviations of the resulting diameter distributions were ≤ 0.29, ≤ 0.28 and 0.10 mm for the translation, rotation and scaling sensitivity tests respectively.

Figure 1.2: Results of global registration sensitivity analysis. The plot shows the mean and standard deviation of the output diameter distributions as a function of translational and rotational perturbations.
I.3 Results

I.3.2 Comparison of manual and automatic measurements

Comparisons of manual and automatic measurements are shown in tables I.2 and I.3 and figure I.4. Figure I.3 shows an example of the manual and automatic measurements.

The interobserver Intraclass Correlation Coefficients (ICC) were 0.78 and 0.77 for perimeter and area derived diameters respectively. The intraclass correlation coefficients between the automatic method and each of the manual observers were 0.87 and 0.75 for the perimeter derived diameters and 0.85 and 0.74 for the area derived diameters.

Table I.2: Automatic and manual measurements of aortic annulus diameters. Values are mean±SD [mm]. $D_{\text{auto}}$, $D_1$ and $D_2$ denote automatic and manual measurements from the the first and second observer respectively.

<table>
<thead>
<tr>
<th></th>
<th>$D_{\text{auto}}$</th>
<th>$D_1$</th>
<th>$D_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum</td>
<td>24.3 ± 3.0</td>
<td>23.9 ± 2.7</td>
<td>23.9 ± 3.1</td>
</tr>
<tr>
<td>Maximum</td>
<td>26.8 ± 3.5</td>
<td>25.4 ± 3.3</td>
<td>25.3 ± 3.0</td>
</tr>
<tr>
<td>Sagittal</td>
<td></td>
<td>25.5 ± 3.2</td>
<td>24.9 ± 3.0</td>
</tr>
<tr>
<td>Coronal</td>
<td></td>
<td>25.6 ± 3.2</td>
<td>25.9 ± 3.2</td>
</tr>
<tr>
<td>Area-derived</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perimeter-derived</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table I.3: Comparison of automatic and manual measurements of aortic annulus diameter. Biases are mean±SD [mm]. $D_{\text{auto}}$, $D_1$ and $D_2$ denote automatic and manual measurements from the the first and second observer respectively.

<table>
<thead>
<tr>
<th></th>
<th>Bias</th>
<th>Intraclass Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sagittal</td>
<td>$D_1$ versus $D_2$</td>
<td>0.063 ± 1.5</td>
</tr>
<tr>
<td>Coronal</td>
<td>$D_1$ versus $D_2$</td>
<td>0.063 ± 2.4</td>
</tr>
<tr>
<td>Perimeter-derived</td>
<td>$D_{\text{auto}}$ versus $D_1$</td>
<td>$-0.35 ± 1.6$</td>
</tr>
<tr>
<td></td>
<td>$D_{\text{auto}}$ versus $D_2$</td>
<td>$-0.23 ± 2.3$</td>
</tr>
<tr>
<td></td>
<td>$D_1$ versus $D_2$</td>
<td>0.12 ± 2.1</td>
</tr>
<tr>
<td>Area-derived</td>
<td>$D_{\text{auto}}$ versus $D_1$</td>
<td>0.62 ± 1.7</td>
</tr>
<tr>
<td></td>
<td>$D_{\text{auto}}$ versus $D_2$</td>
<td>0.46 ± 2.3</td>
</tr>
<tr>
<td></td>
<td>$D_1$ versus $D_2$</td>
<td>$-0.16 ± 2.1$</td>
</tr>
</tbody>
</table>
Figure I.3: Manual (a-c) and automatic (d-f) measurements of the aortic valve annulus in a 3D TEE recording. Initial (g) and deformed (h-i) subdivision surface.
Figure I.4: Comparison of automatic and manual perimeter-derived measurements. All diameters are [mm]. $D_{\text{auto}}$, $D_1$ and $D_2$ denote automatic and manual measurements from the first and second observer respectively.
I.4 Discussion

I.4.1 Sensitivity analysis

Even for significant perturbations (±12 mm translation, ±15 deg rotation or ±10 mm initial annulus diameter), the standard deviation of the automatic measurement was significantly lower than the interobserver variation. This indicates that the algorithm is robust with respect to errors in the initial LVOT long axis derived from the recorded roll angle, as well as the assumed initial annulus diameter.

I.4.2 Comparison of manual and automatic measurements

The algorithm performance was indistinguishable from human observers’ performance. The automatic algorithm successfully segmented the LVOT and aortic root and measured the aortic annulus diameter in all 16 images, with mean computation time 9.9 s. Inter-observer correlation coefficient for the manual measurements was comparable to that reported by others \[4\]. The correlation and deviation between the automatic and each manual measurements were comparable to the interobserver reliability.

Perimeter-derived measurements showed the closest agreement with the manual observers. Since the perimeter-derived diameter changes the least during the cardiac cycle \[8\], this measurement should not be affected by errors in mid-systole detection. This is therefore a more robust measurement compared to area, major and minor diameters, and was chosen as the algorithm’s main output diameter.

The annulus plane is normally defined as the plane spanned by the hinge points of the three valve cusps. However, the hinge points are not explicitly defined in the described model. Because the disk representing the aortic valve is non-deformable and shares the same pose transform as the surface model, the detected annulus will align perpendicular to the long axis of the LVOT.

Since the hinge point plane and the perpendicular plane are closely aligned, we propose that a perpendicular plane is a good estimation of the anatomical annulus plane. In the rare cases where these planes are not aligned, we submit that a perpendicular plane is of clinical relevance since a prosthetic valve is more likely to align with the LVOT long axis than the native valve’s hinge points.

The largest absolute deviation between the two manual observers was 5.4 mm. Poor image quality, low frame rate (7.7 vps) and a wide sinus of Valsalva lead to the significant interobserver deviation. The largest absolute deviation between automatic and manual measurements was 5.5 mm. In this case, the automatic method grossly overestimated the annulus diameter, resulting from a very wide sinus of Valsalva combined with dropouts close to the annulus. Although these discrepancies would indicate a difference in device selection, it is extremely unlikely that these specific images would be used as the basis of device selection.

Two recordings had visible stitching artifacts. In both recordings all absolute deviations between the the automatic and manual measurements were ≤0.6 mm, indicating
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robustness against stitching artifacts.

Recently, a validation study of the first description of an automated aortic root modeling and quantification algorithm for 3D TEE images was published [9]. The study reported annulus diameter agreement (mean±SD) of 1.1 ± 1.3 and 3.6 ± 2.3 mm for sagittal and coronal diameters respectively, which is comparable to our results. However, manual identification of peak systole and end diastole was required, and manual segmentation adjustments were needed in 23 of 69 TEE recordings. The reported interobserver variability was 0.2 ± 0.56 and 0.0 ± 0.61 mm. Although our presented algorithm is fully automatic and therefore has no interobserver variability, these values are comparable to our sensitivity analysis results. The reported computation and adjustment time was 2.3 ± 0.6 minutes, which is significantly longer than our results.

This method is based on machine learning and statistical shape models [10]. However, these algorithms require a large database of recordings annotated with manual ground truth segmentations. The presented method is simpler and does not rely on a history of previous segmentations.

Within the presented framework, there are several quality measures available that can potentially be used to automatically identify poor segmentations, e.g. number of discarded edge profiles, deviation from segmentation surface to detected edges or the state covariance estimates. These should be further investigated with an available gold standard to create criteria that can automatically judge the segmentation quality.

This study used a limited sample size of 16 patients. Further studies with a larger number of patients should be performed. Comparison of measurements in prospective 3D TEE images with ECG gated Multi-Slice Computed Tomography (MSCT) gold standard should be carried out to investigate if the algorithm can render MSCT superfluous for a significant portion of TAVI candidates.

I.5 Conclusions

With this study, we demonstrated the feasibility of an efficient and fully automatic measurement of the aortic annulus in patients with aortic disease. The algorithm robustly measured the aortic annulus diameter, providing measurements indistinguishable from those done by cardiologists.
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Abstract

As the Right Ventricle’s (RV) role in cardiovascular diseases is being more widely recognized, interest in RV imaging, function and quantification is growing. However, there are currently few RV quantification methods for 3D echocardiography presented in the literature or commercially available. In this paper we propose an automated RV segmentation method for 3D echocardiographic images. We represent the RV geometry by a Doo-Sabin subdivision surface with deformation modes derived from a training set of manual segmentations. The segmentation is then represented as a state estimation problem and solved with an extended Kalman filter by combining the RV geometry with a motion model and edge detection. Validation was performed by comparing surface-surface distances, volumes and ejection fractions in 17 patients with aortic insufficiency between the proposed method, Magnetic Resonance Imaging (MRI), and a manual echocardiographic reference. The algorithm was efficient with a mean computation time of 2.0 s. The mean absolute distances between the proposed and manual segmentations were $3.6 \pm 0.7$ mm. Good agreements of end diastolic volume, end systolic volume and ejection fraction with respect to MRI ($-26 \pm 24$ mL, $-16 \pm 26$ mL and $0 \pm 10\%$ respectively) and a manual echocardiographic reference ($7 \pm 30$ mL, $13 \pm 17$ mL and $-5 \pm 7\%$ respectively) were observed.

II.1 Introduction

Compared to the Left Ventricle (LV), image processing methods of the Right Ventricle (RV) are infrequently reported in the literature. However, as the RV’s role in cardiovascular diseases is being more widely recognized, interest in RV function and imaging is growing. For instance, accurate assessment of the RV has been shown to be important in patients with pulmonary hypertension or LV dysfunction [1, 2].

In current clinical practice, manual measurements in Magnetic Resonance Imaging (MRI) are considered the gold standard for quantitative assessment of RV volumes and ejection fraction [1]. However, MRI is seldom routinely available, and in some cases contraindicated. Furthermore, since manual assessment is time consuming and subject to inter-observer variability, automated methods are preferred. In the last decade, Three-Dimensional Transthoracic Echocardiography (3DTTE) has emerged as an alternative for assessing the RV.

Automated segmentation of the RV is largely an unsolved problem, and sparsely reported in the literature for both 3DTTE and MRI. For MRI, the problem is typically solved with a bi-ventricular segmentation method [3]. Methods using a strong prior, such as deformable models [4], active shape models [5] or atlases [6–9], and image based methods with and without anatomical priors [10–13] have been proposed.

For 3DTTE, Angelini et al. [14] have presented a level-set framework for segmentation of both LV and RV. The LV and RV surfaces are implicitly represented as the zero-...
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The method presented here is an application of a previously published real-time volumetric segmentation framework that has been applied to the left ventricle [22, 27] and aortic root [28]. In this framework, a compact geometric representation of the target anatomy is fitted to the image by fusing information from the shape prior, edge detection, and motion prediction using an extended Kalman filter. The underlying RV geometry is represented by a subdivision surface and extended with a Statistical Shape Model (SSM) derived from manual segmentations in cine MRI images.
Paper II. Automated Segmentation of the Right Ventricle in 3D Echocardiography: A Kalman Filter State Estimation Approach

II.2.1 Model

Surface Model

We represent the underlying RV geometry with a Doo-Sabin subdivision surface. This type of surface is a generalization of a uniform quadratic B-spline for arbitrary topology, defined by a control polyhedron which is interpolated to create a smooth surface.

Orderud et al. [27] have described a computationally efficient method of calculating the basis functions at arbitrary surface locations. For a location \((u, v)\) on the surface defined by a control polyhedron with vertices \(U = [u_1, u_2, \ldots, u_N]\), the transformed point \(p \in \mathbb{R}^3\) is given by

\[
p(u, v) = \sum_{i} b_i(u, v)u_i = Ub(u, v).
\]

where \(b\) is a vector of basis functions. This surface deformation is denoted \(T_{ij}(U)\). Note that the basis functions are uniquely defined by the topology of the control polyhedron, which means they can be precomputed for a given surface distribution. This is important for computational efficiency [27]. The RV subdivision surface is defined by a control polyhedron consisting of 32 vertices; 12 on the lateral free wall, 9 at the septum, 5 at the Tricuspid Valve (TV) annulus, 5 at the Pulmonary Valve (PV) annulus and 1 at the apex. Figure II.1 shows the control polyhedron and the resulting surface.

Hinge transform

One of the anatomical variations of the RV is the orientation of the Right Ventricle Outflow Tract (RVOT) with respect to the RV long axis. In order to capture this variability in a natural way, we introduce a hinge transform for the pulmonary valve control vertices. This
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transform is a rotation about the apex-PV-TV plane normal direction and a displacement in the RVOT long axis, as demonstrated in figure II.2.

The hinge transform $V = T_h(x_h, U)$ is applied by transforming the control vertices $U$,

$$v_i = \begin{cases} R(\theta_h)u_i + d_h d_{RVOT} & \text{if } i \in \Omega_H \\ u_i & \text{otherwise} \end{cases},$$  \hspace{1cm} (II.2)

where $x_h = [\theta_h, d_h]$ are the rotation and displacement parameters and $\Omega_H$ is the set of control vertices for which the hinge applies.

Figure II.2: Mean model with changing hinge transform parameter. From left to right: $-15^\circ$, $0$ and $15^\circ$ rotations. The black line illustrates the normal direction of the pulmonary valve, for reference.

**Statistical Shape Model**

Statistical Shape Models (SSM) have been established as a robust tool for modeling cardiac structures [29]. By building a statistical model from manual segmentations, one can introduce strong prior shape information while simultaneously handling shape variation in a natural way. SSMs are normally constructed by performing Principal Component Analysis (PCA) on a training matrix whose rows are coordinates for all landmarks in manually segmented point distribution models. This results in a set of modes of variation $\phi_m$ such that any valid shape $x$ can be approximated by

$$\hat{x} = \bar{x} + \sum_i \beta_i \phi_i, \hspace{1cm} (II.3)$$

where $\bar{x}$ is the mean model and $\beta_i$ are the shape parameters.

We derived the mean model and statistical modes of variation from manual segmentations of short axis cine-MRI recordings from an open access database [30]. 14 patients with high quality RV images were selected from the database, constituting 5 patients with myocardial infarction, 4 with non-infarct heart failure, 3 with hypertrophy and 2 healthy subjects. Stack misalignment was corrected by fitting the LV center points to a second
order polynomial \([31]\). All recordings consisted of 20 phases resulting in a total of 280 images.

For each reference MRI image, the RV endocardial borders were manually traced in all slices, and the pulmonary valve center, tricuspid valve center and RV apex landmarks were identified, resulting in a set of manual trace points \(P = \{ p_i \}\). The Doo-Sabin surface was fitted to each trace set by minimizing the sum of Euclidean distances between \(P\) and corresponding surface points,

\[
(\hat{U}, \hat{x}_h) = \arg \min_{u, x_h} \frac{1}{2} \sum_{i \in P} ||p_i - q_i||^2 ,
\]

where \(q_i\) is the projection onto the surface \(T_s(T_h(U, x_h))\) of the trace point \(p_i\). The optimization was solved using gradient descent,

\[
\hat{y}_{k+1} = \hat{y}_k + \lambda \sum_i (p_i - q_i)^T J_i | \hat{y}_k ,
\]

where

\[
y = [x_h^T, u_1^T, u_2^T, \ldots, u_N^T]^T
\]

is a vector of optimization variables, and \(J_i\) is the associated Jacobian matrix

\[
J_i = \frac{\partial q_i}{\partial y} = \left[ \frac{\partial T_h}{\partial x_h}^T, \left( \frac{\partial T_s}{\partial T_h} \frac{\partial T_h}{\partial U} \right)^T \right]^T.
\]

The hinge was removed by applying \(T_h^{-1}\) on the control vertices of each training surface, before rigidly registering to a randomly selected surface, allowing for anisotropic scaling. In order to perform PCA on surface points as opposed to control vertices, the surface points \(Q\) corresponding to the control vertices \(P\) were calculated by \(Q = BP\) where \(B\) is a matrix of Doo-Sabin basis functions at the centroid of each surface patch.

After performing PCA on the surface locations, each mode \(\phi_i\) was projected back into the control vertex space by \(\psi_i = B^{-1} \phi_i\). To reduce the parameter space, the first \(N_m\) modes constituting at least 95% of the total variation were kept. The local control vertices of every valid shape \(U\) can then be approximated by a linear combination of the modes of variation,

\[
\hat{U} = \bar{U} + \sum_{i=1}^{N_m} x_s,i \psi_i ,
\]

where \(x_s\) is the shape parameters and \(\bar{U}\) is the mean model. This transform is denoted \(T_{ssm}(x_s)\).

**Global transform**

In order to align the model in the image space, we introduce a global transform allowing translation, anisotropic scaling, and rotation. The global transform is denoted \(T_g(x_g)\) where \(x_g\) is the 9-degrees-of-freedom transform state vector.
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Motion model
In order to capture the movement of the Atrio-V entricular (AV) plane during the cardiac cycle, we introduce a motion model. The hinge and global transforms can be defined by three landmarks; valve center, tricuspid valve center, and the RV apex position. We model the trajectory $p(t)$ of each of these landmarks as a simple linear motion

$$\dot{p}(t) = p_{ED} + \bar{\alpha}(t)(p_{ES} - p_{ED}),$$ (II.9)

where $p_{ES}$ and $p_{ED}$ are the landmark positions in the End Diastolic (ED) and End Systolic (ES) frames.

For each of the 14 MRI images used for statistical analysis, the landmarks $p(t)$ were manually traced during the cardiac cycle and the coefficient $\alpha(t)$ was calculated by

$$\alpha(t) = \frac{(p(t) - p_{ED}) \cdot (p_{ES} - p_{ED})}{\|p_{ES} - p_{ED}\|^2}. \quad (II.10)$$

Each $\bar{\alpha}$ was then calculated as the mean of all training trajectories.

Complete model

The combined transform between a local point $q = (u, v)$ on the surface to the global space is

$$T(q, x) = T_g(T_h(T_{ssm}(x_s), x_h), q), x_g).$$ (II.11)

II.2.2 Segmentation

The method presented here is an application of a previously presented real-time volumetric segmentation framework [22], [27]. The segmentation is represented as a state estimation problem and solved with an extended Kalman filter with the following processing chain.

1. The model is initialized in the image by aligning it with manually identified landmarks.

2. Iteratively for each consecutive frame in the cardiac cycle, starting at ED,
   (a) The next state is predicted according to the motion model.
   (b) Edges are detected normal to the predicted surface location.
   (c) The prediction and edge detections are fused to form an updated state estimate.
   (d) The shape parameters are normalized to a plausible shape.

3. The previous iteration is repeated, iterating backwards in time.

4. Forwards and backwards iterations are fused, resulting in the final segmentation.
Following an approach previously applied to segmentation of the aortic root \cite{28}, we perform the whole processing cycle in two passes. First, the segmentation is performed using a learned prediction step and a restricted model allowing no local deformations, which results in a rough segmentation and tracking of the RV during the cardiac cycle. This result is then used as the motion model for the second pass, in which local model deformations are allowed, resulting in the final segmentation.

**Initialization**

The segmentation is initialized by manually identifying three landmarks in both ED and ES; RV apex, Pulmonary Valve (PV) center, and Tricuspid Valve (TV) center.

Based on the landmarks \( L_I = \{ p_{apex}, p_{tv}, p_{pv} \} \) in the image space, an initial alignment state \( x_0 \) for the hinge and global transforms is calculated by aligning \( L_I \) with the corresponding landmarks \( L_M = \{ q_{apex}, q_{tv}, q_{pv} \} \) in the model space.

**Prediction**

The time domain dynamics of the model is controlled in the Kalman filter prediction step, similar to previous works \cite{28}. We use a combination of the previous estimate \( \hat{x}_{k|k-1} \), \( \hat{P}_{k|k-1} \) and a regularization state \( \hat{x}_{0,k} \) to predict the next estimate by

\[
\hat{x}_{k|k-1} = A \hat{x}_{k-1|k-1} + (I - A) x_{0,k} \quad \text{(II.12)}
\]

\[
\hat{P}_{k|k-1} = A \hat{P}_{k-1|k-1} A^T + Q_k \quad \text{(II.13)}
\]

where \( A \) is a diagonal matrix specifying the regularization strength for each state and \( Q_k \) is the estimated prediction noise. The diagonal elements of \( A \) were chosen separately for translation, scaling, rotation and deformation states.

In the first pass, \( x_{0,k} \) is calculated using the initialization method described in section II.2.2 using the motion model landmark points described in II.2.1. In the second pass, \( x_{0,k} \) is the result of the first segmentation pass.

**Edge detection**

In order to drive the surface towards the image borders, edge detection is performed normal to the predicted surface at 650 evenly distributed points. Each local edge point \( p_l \) with associated unit normal \( n_l \) is transformed to the global space \( p_g, n_g \), and the corresponding Jacobian matrix \( J_g \) is calculated by

\[
p_g = T_k(p_l; \hat{x}) \quad \text{(II.14)}
\]

\[
n_g = |M(M^{-1})^T n_l \text{ where } M = \frac{\partial T_g(p; x)}{\partial p} \bigg|_{p_l} \quad \text{(II.15)}
\]

\[
J_g = \frac{\partial T}{\partial x} \bigg|_{p_l} = \left[ \frac{\partial p}{\partial x_g}, \frac{\partial p}{\partial x_h}, \frac{\partial p}{\partial x_l} \right] \quad \text{(II.16)}
\]
where $\hat{x} = \hat{x}_{k|k-1}$ and

$$\frac{\partial p}{\partial x_g} = \frac{\partial T_g(x_g)}{\partial x_g},$$  \hspace{1cm} (II.17)$$

$$\frac{\partial p}{\partial x_h} = \frac{\partial T_g(q) \partial T_s(U) \partial T_h(x_h)}{\partial q \partial U \partial x_h},$$  \hspace{1cm} (II.18)$$

$$\frac{\partial p}{\partial x_s} = \frac{\partial T_g(q) \partial T_s(U) \partial T_h(U) \partial T_{ssm}(x_s)}{\partial q \partial U \partial U \partial x_s},$$  \hspace{1cm} (II.19)$$
due to the chain rule.

Edge displacements $v_i$ are detected by searching along $n_g$ around $p_g$ using the least mean squares fit to an intensity step function. We use 40 samples with 1 mm spacing for each edge profile, resulting in a capture range of 4 cm. Outlier edges are rejected based on the intensity step height and differences between neighboring edges.

The edge points are grouped into 5 regions; Septum, posterior LV-RV attachment, posterolateral free wall, anterolateral free wall including the outflow tract and anterior LV-RV attachment, and base, as shown in figure II.3. Each group has different a priori uncertainties of the edge measurements, used to express the common appearance of RV 3DTEE images. The uncertainties are highest for the anterolateral free wall and lowest for the septum and posterolateral free wall.

Figure II.3: Model regions as seen from medial (left) and lateral (right) sides; septum (green), posterior LV-RV attachment (yellow), posterolateral free wall (cyan), anterolateral free wall (magenta), and base (blue).

For each region $k$, each measured edge displacement $v_{k,i}$ has an associated measurement noise with estimated variance $r_{k,i}$. It is generally hard to properly estimate the variance $r_{k,i}$ of each edge profile in the ultrasound image. To simplify, we calculate the quality-of-fit $q_{k,i}$ for each edge profile as the sum of squared deviations in the intensity
fit. The variances are then normalized by

\[ r_{k,i} = R_k q_{k,i} \sum_j \frac{1}{q_{k,j}} \]  

such that the amount of measurement influence \( \sum_i r_{k,i}^{-1} = R_k^{-1} \) is consistent across datasets, where \( R_k \) is the a priori variance of the edge detection of the \( k \)'th region.

**State update**

The update step in the Kalman filter fuses the previous estimate, state prediction, and detected edges. In order to speed up the calculations, the Kalman gain is simplified by assuming independent measurement noises \[22\]. With this simplification, the update step can be written as

\[
\begin{align*}
\mathbf{h}_i^\top &= \mathbf{n}_i^\top \mathbf{J}_i \\
\mathbf{P}_{k|k}^{-1} &= \mathbf{P}_{k|k-1}^{-1} + \sum_i \mathbf{h}_i r_i^{-1} \mathbf{h}_i^\top \\
\tilde{\mathbf{x}}_{k|k} &= \tilde{\mathbf{x}}_{k|k-1} + \mathbf{P}_{k|k} \sum_i \mathbf{h}_i r_i^{-1} \mathbf{v}_i,
\end{align*}
\]  

where \( \tilde{\mathbf{x}}_{k|k} \) and \( \mathbf{P}_{k|k}^{-1} \) are the updated state and covariance matrix, and \( \mathbf{v}_i, r_i, \mathbf{n}_i \), and \( \mathbf{J}_i \) are the edge displacement, edge noise variance, normal vector, and surface Jacobian matrix respectively.

This computation is efficient as it does not require inversion of matrices with size dependent on the number of measurements.

**Normalization**

The deformation states \( \boldsymbol{\beta} \) were modeled as a multi-variate gaussian distribution,

\[
M(\boldsymbol{\beta}) = \sum_{i=1}^{N_m} \frac{\beta_i^2}{\lambda_i} \sim \chi^2.
\]  

To constrain the allowed deformation to plausible shapes, the deformation states \( \boldsymbol{\beta}_{k|k} \) for which \( M(\boldsymbol{\beta}_{k|k}) \geq M_t \) are projected onto the hyperellipsoid \( M(\boldsymbol{\beta}_{k|k}) = M_t \) where \( M_t \) is the 95 % threshold of the \( \chi^2 \) distribution according to normal SSM practice \[29\].

**Kalman smoother**

In order to prevent the segmentation from lagging behind the image borders and to regularize towards a cyclic volume curve, we apply Kalman smoothing by tracking forwards and backwards in time as previously described \[28\].

The Kalman filter is iterated forward over frames \( k = 1, 2, \ldots, N \) to produce estimate \( \mathbf{x}_{f,k} \) with estimated covariance \( \mathbf{P}_{f,k} \). Backwards iteration over frames \( k = N, N-1, \ldots, 1 \)
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produces $\mathbf{x}_{b,k}$ and $\mathbf{P}_{b,k}$. The forward and backward state estimates are then assimilated by

$$P_k = \left( P_{f,k}^{-1} + P_{b,k}^{-1} \right)^{-1}$$  \hspace{1cm} (II.25)

$$\hat{\mathbf{x}}_k = P_k \left( P_{f,k}^{-1} \hat{\mathbf{x}}_{f,k} + P_{b,k}^{-1} \hat{\mathbf{x}}_{b,k} \right).$$  \hspace{1cm} (II.26)

II.2.3 Validation

Model

To ensure that the subdivision surface was able to represent the RV geometry with the limited degrees of freedom introduced in section II.2.1, the mean and maximum (Hausdorff) euclidean distances between all points on the manual endocardial contour and corresponding points on the fitted surface were calculated.

To further ensure that the subspace consisting of the selected modes of variation was suitable to represent the observed range of anatomies, a leave-one-patient-out statistical shape model reconstruction validation was performed. For each patient, the mean model parameters $\bar{\mathbf{x}}$ and modes of variation $\Phi$ were constructed for the remaining 13 patients as described in section II.2.1, selecting the $N_m$ modes constituting at least 95% of the variation. For each surface of the unseen patient, the reconstructed surface was calculated using parameters

$$\hat{\mathbf{x}} = \bar{\mathbf{x}} + \Phi \hat{\beta},$$  \hspace{1cm} (II.27)

where $\hat{\beta} = \arg\min_{\beta} \| \hat{\mathbf{x}}(\beta) - \mathbf{x} \|$ and $\mathbf{x}$ are the parameters of the unseen surface. The mean signed and unsigned euclidean distances between points on the unseen MRI traces and reconstructed surfaces were calculated, as well as the Hausdorff distances.

Segmentation

The segmentation was validated retrospectively on 3DTTE recordings of 17 patients with aortic insufficiency. The patient characteristics are given in table II.1. Segmentation quality was evaluated by comparing End Diastolic Volume (EDV), End Systolic Volume (ESV), Stroke Volume (SV) and Ejection Fraction (EF) between the proposed method and manual measurements in MRI, as well as a state-of-the-art commercial segmentation tool for 3DTTE (TomTec 4D RV-Function, version 2.0, TomTec Imaging Systems, Munich, Germany) with and without manual contour correction.

In addition, the following surface-surface distance metrics between the automated and manual 3DTTE segmentations were calculated: mean and median absolute distance, mean and median signed distance, and Hausdorff distance.

3DTTE acquisition 3DTTE recordings of the RV were acquired from an apical position. The probe was tilted slightly in order to get as much as possible of the RV into the sector. The images were recorded using ECG-gated multi-beat acquisitions under breath hold. All images were acquired on a Vivid E9 scanner using a 4V probe (GE Vingmed Ultrasound ©2015 IEEE. Reprinted, with permission, from IEEE Transactions on Medical Imaging, 2015
Table II.1: Patient characteristics of the 17 clinical cases used for validation.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, yr</td>
<td>47 ± 15</td>
</tr>
<tr>
<td>Male, n</td>
<td>15 (88%)</td>
</tr>
<tr>
<td>Weight, kg</td>
<td>84 ± 14</td>
</tr>
<tr>
<td>Height, cm</td>
<td>178 ± 9</td>
</tr>
<tr>
<td>LV hypertension, n</td>
<td>1 (6%)</td>
</tr>
<tr>
<td>LV hypertrophy, n</td>
<td>10 (63%)</td>
</tr>
</tbody>
</table>

AS, Horten, Norway). The mean temporal resolution and sector size were 28 ms and 63 \( \times \) 63° respectively. 15 recordings were acquired from 6 beats, and 2 recordings from 4 beats.

**3DTTE automated segmentation** The RV apex, pulmonary valve, and tricuspid valve were manually identified in ES and ED using a dedicated software. The proposed automated segmentation method was then run on the image without any further manual involvement.

**3DTTE reference segmentation** The TomTec 4D RV-Function software was used as a reference for RV assessment in 3DTTE. For each image, the analysis starts by manually identifying the following 10 landmarks in a dedicated software; mitral and tricuspid valve center, LV and RV apex, anterior and posterior RV-LV attachment points as well as medial and lateral RV endocardial border points in a single short axis slice, and two points spanning the aortic valve annulus. The software then automatically tracks the endocardial borders during the cardiac cycle and generates corresponding volume loops. After tracking, all contours can be manually adjusted. This software was run twice for each image, by an experienced cardiologist. Firstly, extensive manual contour corrections were performed to provide a ground-truth manual 3DTTE reference. Secondly, the tool was run without any manual interaction after initialization, in order to provide a comparable algorithmic reference for the proposed method.

**MRI acquisition** Magnetic resonance images were acquired with Siemens 1.5 tesla scanners (Siemens Avanto and Siemens Sonata; Siemens Medical Systems, Erlangen, Germany), using a breath-hold, prospectively ECG-triggered, segmented, balanced steady-state free precession gradient-echo cine sequence with minimum echo and repetition times. Slices were 6 mm thick with a 4 mm short-axis interslice gap, a spatial resolution of 1.9 \( \times \) 1.3 mm, and a temporal resolution of 30-35 ms. Endocardial borders were traced manually at a PACS work station (Sectra Medical Systems AB, Linköping, Sweden). Right and left ventricular volumes and ejection fractions were calculated by short axis slice summation.
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Statistical analysis

Statistical analysis was performed using MedCalc, version 15.2 (MedCalc Software, Ostend, Belgium). Correlation between measurements were assessed by the Intra-class Correlation Coefficient (ICC) using a two-way model with absolute agreement. Continuous variables are presented as mean ± SD.

![Figure II.4: Example of manual segmentation in MRI short axis view.](image)

II.3 Results

II.3.1 Model

For the 280 fitted MRI segmentations, the mean distance between the manual trace and fitted model was 1.8 ± 0.37 mm with a mean signed distance of 0.30 ± 0.12 mm and Hausdorff distance 7.6 ± 2.3 mm.

12 deformation modes were necessary to cover at least 95 % of the observed variation. The first modes of variation contained the expansion, elongation, and curvature around the LV, shown in figure II.5. The leave-one-patient-out reconstruction resulted in a surface-surface mean absolute distance error of 2.1 ± 0.4 mm, signed distance error 0.4 ± 0.4 mm, and Hausdorff distance 8.7 ± 3.0 mm.

II.3.2 Segmentation

All recordings were successfully segmented with computation time 2.0 ± 0.33 s (53 ± 4.1 ms per frame) on a standard laptop. The mean signed and unsigned surface-surface distances between the automated and 3DTTE reference segmentations were 0.5 ± 1.4 mm
Figure II.5: The most dominant modes of variation of the statistical shape model.
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and 3.6 ± 0.7 mm respectively. The corresponding median surface-surface distances were 0.2 ± 0.7 mm and 3.0 ± 0.6 mm, and the Hausdorff distances were 11.6 ± 2.0 mm. A comparison of volumes and ejection fractions for all methods is reported in table II.2. Figures II.6 and II.7 show a Bland-Altman analysis, and clustering and agreement between the methods respectively. Example segmentations are shown in figures II.4 and II.8.

II.4 Discussion

Fitting the proposed subdivision surface to manual segmentations in MRI images for statistical shape analysis resulted in an acceptable residual distance between the fitted surface and manual trace, and an associated mean signed distance close to zero. Although this error could be reduced by increasing the number of control vertices of the RV model, this would come at the cost of reduced segmentation robustness. We conclude that the surface was a sufficiently accurate representation of the observed RV geometries, and the compact representation did not significantly restrict the expressivity of the surface. Furthermore, the statistical shape model using only 12 modes of variation was able to accurately represent the observed geometrical distribution in a leave-one-patient-out experiment.

The method achieved a Mean Absolute Distance (MAD) error of 3.6 mm and Hausdorff Distance (HD) of 11.6 mm. It is natural to compare this to LV segmentation methods, where MAD and HD errors of about 2.3 mm and 8.5 mm have been reported for current state-of-the-art methods \[33\], including state-estimation approaches similar to the proposed method \[34\]. The noticeably higher surface errors illustrate how challenging the RV segmentation problem is in comparison to the LV, because of the increased shape complexity and reduced image quality. The majority of the surface error was observed in the RVOT region. This is where the image quality is poorest, and both the automated and manual segmentations are most uncertain. Additionally, the tool used to generate the reference segmentations has limited flexibility in editing the RVOT.

The observed HD of 11.6 mm is comparable to what was recently reported from the MICCAI’12 MRI RV segmentation challenge, where the lowest HD was 7.3 mm and 9.3 mm for two separate data sets \[3\]. Recently, Stebbing et al. \[15\] presented a RV segmentation method that, instead of using statistical shape information directly, performs segmentation simultaneously in either multiple images from different views of the same patient, or in images of multiple patients. The method achieved median signed trace-surface distances of about 1.5 mm (median over 4 cases) for multiple images of a single patient and 1.7 mm (median over 12 cases) for multiple patients. These error metrics are significantly lower than what was shown in our validation (3.0 mm mean). However, the metrics were based on traces in three short axis and two long axis slices which did not cover the RVOT. They are therefore not directly comparable to the surface-surface distances reported in our validation. Finally, our proposed method was significantly faster, requiring on average 2 s per patient compared to about 60 minutes for simultaneous segmentation of 12 patients.

The model contains a hinge transform used to capture differences in the RVOT orien-
Table II.2: Comparison between manual measurements in MRI, reference method in 3DTTE with and without manual contour correction, and the proposed method for EDV, ESV, SV and EF. Values are mean±SD (ICC). *p < 0.05 by two-tailed Student’s t-test. Negative values indicate an underestimation of the row relative to the column.

(a) End Diastolic Volume (mL)

<table>
<thead>
<tr>
<th></th>
<th>MRI</th>
<th>3DTTE reference (manual)</th>
<th>3DTTE reference (automatic)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference man.</td>
<td>-32.4 ± 36.3 (0.63)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reference auto.</td>
<td>-58.8 ± 40.6* (0.39)</td>
<td>-26.4 ± 29.1 (0.67)</td>
<td></td>
</tr>
<tr>
<td>Proposed</td>
<td>-25.8 ± 23.7 (0.79)</td>
<td>6.6 ± 29.7 (0.78)</td>
<td>33.1 ± 32.9* (0.56)</td>
</tr>
</tbody>
</table>

(b) End Systolic Volume (mL)

<table>
<thead>
<tr>
<th></th>
<th>MRI</th>
<th>3DTTE reference (manual)</th>
<th>3DTTE reference (automatic)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference man.</td>
<td>-28.4 ± 28.6* (0.54)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reference auto.</td>
<td>-23.3 ± 31.7 (0.52)</td>
<td>5.1 ± 24.0 (0.67)</td>
<td></td>
</tr>
<tr>
<td>Proposed</td>
<td>-15.7 ± 25.5 (0.73)</td>
<td>12.7 ± 17.1 (0.80)</td>
<td>7.6 ± 29.1 (0.56)</td>
</tr>
</tbody>
</table>

(c) Stroke Volume (mL)

<table>
<thead>
<tr>
<th></th>
<th>MRI</th>
<th>3DTTE reference (manual)</th>
<th>3DTTE reference (automatic)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference man.</td>
<td>-4.0 ± 19.4 (0.54)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reference auto.</td>
<td>-35.5 ± 20.6* (0.13)</td>
<td>-31.5 ± 17.3* (0.26)</td>
<td></td>
</tr>
<tr>
<td>Proposed</td>
<td>-10.0 ± 19.1 (0.38)</td>
<td>-6.0 ± 20.4 (0.42)</td>
<td>25.5 ± 17.8* (0.22)</td>
</tr>
</tbody>
</table>

(d) Ejection Fraction (%)

<table>
<thead>
<tr>
<th></th>
<th>MRI</th>
<th>3DTTE reference (manual)</th>
<th>3DTTE reference (automatic)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference man.</td>
<td>4.8 ± 7.6 (0.39)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reference auto.</td>
<td>-9.5 ± 10.4* (0.03)</td>
<td>-14.3 ± 8.5* (0.03)</td>
<td></td>
</tr>
<tr>
<td>Proposed</td>
<td>0.0 ± 10.1 (0.29)</td>
<td>-4.8 ± 6.9 (0.47)</td>
<td>9.5 ± 11.5* (-0.10)</td>
</tr>
</tbody>
</table>
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Figure II.6: End diastolic and end systolic volumes quantified by the proposed automated method in 3DTTE compared to MRI and 3DTTE reference (manual).
Figure II.7: Dendrograms from agglomerative hierarchical clustering using average linkage [32] of Intra-class Correlation Coefficients (ICC) between manual measurements in MRI, reference method in 3DTTE with and without manual contour correction, and the proposed method.

Figure II.8: Example of segmentation by the proposed method (green) compared to the manual reference (magenta). *Left:* Segmented meshes for a single case. *Right:* short axis (top) and long axis (bottom) planes for three different cases.
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tation. This transform was not considered when building the statistical shape model, as PCA applied in euclidean space is generally not suited to capture rotational movement. This means that the model will lack deformation modes relating the RVOT orientation with RV shape. However, the hinge introduces the necessary degrees of freedom to place the pulmonary valve alignment landmark in a natural way, without any surface deformations. This is both desirable for the user, and results in a good initialization which is important for the Kalman filter driven segmentation.

We observed an underestimation with respect to MRI of the EDV, ESV and SV of both the manual 3DTTE reference and the proposed method, while the EF was unbiased for the proposed method and overestimated for the manual reference. This trend is consistent with results reported in the literature for manual and semi-automatic measurements, except for the manual EF which is typically slightly underestimated [21], [35]. Because of the large differences in methodology between TTE and MRI, perfect correlation should not be expected [17]. For instance, the RV volume in the proposed 3DTTE segmentation method is strictly bounded by the tricuspid and pulmonary valve planes. In contrast, using disk summation in MRI short axis slices, the volume is bounded by a slice approximately in the atrioventricular plane. Compared to TomTec 4D RV-Function without manual contour correction, the proposed method resulted in higher intra-class correlation coefficients and smaller biases compared to both MRI and 3DTTE reference for all quantification variables, EDV, ESV, SV and EF. In addition, the proposed method requires less manual user interaction: identification of 3 landmarks in two phases compared to 10 landmarks in a single phase.

Segmentation in ultrasound images is generally challenging, because of the low spatial resolution and the presence of artifacts such as dropouts, speckles and reverberations. For the RV in particular, the pulmonary valve, RVOT and anterolateral free wall is often acoustically shadowed by the sternum and lungs [21]. Furthermore, irregular trabeculations are typically very pronounced in the apical region of the RV [3]. Robustness of the segmentation method is therefore essential for solving this problem. The proposed RV surface model has a compact representation and inherently enforces regularization. By combining this with a statistical shape model we are mitigating problems related to edges disappearing due to acoustic shadowing or out of sector motion, by assuming in this region a statistically plausible shape, influenced by the general shape of the ventricle. The simple line search edge detectors are robust to noise in the ultrasound image, and because we combine several of them, we limit the impact of individual errors on the final segmentation. Similarly, using a strong prior geometry and motion model in the Kalman filter ensures a robust segmentation.

An echocardiography procedure is interactive in nature, and a computationally efficient method is therefore vital for wide-spread usage in clinical practice. The Kalman filter approach is very computationally efficient, with a mean computation time of 2.0 s. Further improvements could be made as the method lends itself to GPU parallelization.

In a clinical setting, it is important that the user is able to adjust the segmentation. The proposed framework naturally extends to user input, as manually annotated points and traces can be introduced as measurements [17]. If these measurements are modeled with a low variance, the surface will interpolate the annotations and affect the segmenta-
tion during the whole cardiac cycle.

The effectiveness of the statistical shape model approach is dependent on the quality and quantity of the training data. In this study, we used a limited training set of only 14 patients. This can be justified by the fact that the training set contained patients with a variety of diseases. However, the method remains to be proven on different patient populations with diseases relevant to the RV.

A fundamental limitation to the statistical shape method is the inability of the surface model to adequately represent anatomies very different from what was observed in the training set. For some diseases, this problem can be mitigated by increasing the training set without any further changes in methodology. However, in some variations of structural congenital heart disease, such as double outlet right ventricle, the method proposed here is not directly suited, unless the disease is known prior to segmentation and a separate model and training set specific to the disease is used.

II.5 Conclusion

In this study an automated method for segmenting the right ventricle in 3D echocardiography has been described and validated against MRI and manual echocardiographic segmentation. The method is robust and computationally efficient, and resulted in good correlation with both MRI and manual 3DTTE reference in 17 clinical cases.
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Abstract
Registration of multiple 3D ultrasound sectors in order to provide an extended field of view is important for the appreciation of larger anatomical structures at high spatial and temporal resolution. In this paper, we present a method for fully automatic spatio-temporal registration between two partially overlapping 3D ultrasound sequences. The temporal alignment is solved by aligning the normalized cross correlation-over-time curves of the sequences. For the spatial alignment, corresponding 3D Scale Invariant Feature Transform (SIFT) features are extracted from all frames of both sequences independently of the temporal alignment. A rigid transform is then calculated by least squares minimization in combination with random sample consensus. The method is applied to 16 echocardiographic sequences of the left and right ventricles and evaluated against manually annotated temporal events and spatial anatomical landmarks. The mean distances between manually identified landmarks in the left and right ventricles after automatic registration were (mean ± SD) $4.3 ± 1.2$ mm compared to a ground truth error of $2.8 ± 0.6$ mm with manual registration. For the temporal alignment, the absolute errors in valvular event times were $14.4 ± 11.6$ ms for Aortic Valve (AV) opening, $18.6 ± 16.0$ ms for AV closing, and $34.6 ± 26.4$ ms for mitral valve opening, compared to a mean inter-frame time of 29 ms.

IV.1 Introduction
Ultrasound is the image modality of choice for assessing the heart in clinical routine, offering high frame rate imaging of the beating heart. As 3D ultrasound is being more widely studied, new applications for imaging, visualization and quantification of the heart are emerging.

Registration of 3D ultrasound images has many potential uses, including motion estimation and extended field of view. Several methods have been proposed using elastic registration to study the motion of the heart walls, which can be used to estimate the strain in the myocardium \[1\]–\[4\]. As 3D ultrasound images are typically acquired in smaller sectors, to maintain adequate spatial and temporal resolution, registration can be used to fuse multiple 3D sectors together. This extends the field of view, allowing the quantification of larger structures while preserving resolution. Methods for spatial registration of 3D ultrasound include optical flow \[5\], feature-registration such as Scale Invariant Feature Transform (SIFT) \[6\], voxel-wise similarity measures such as Normalized Cross-Correlation (NCC) \[7\], and similarity measures based on local orientation and phase \[8\].

Ni et al. used 3D SIFT features to create a panorama image from several 3D ultrasound images by rigid registration \[6\]. This work was extended by Schneider et al. who used efficient rotation-variant features to provide a transform between consecutive frames in real-time during acquisition \[9\]. This can be useful for compensating for slight movement of the probe during acquisition, or to cancel movement of anatomy.
IV.2 Methods

Because the heart undergoes a complex contraction that is non-linear with respect to changes in the heart rate, establishing a temporal correspondence between sequences is important for accurate registration. Temporal registration for cardiac images often relies heavily on external recording from ECG. Utilizing image based measurement allows the registration to be independent from this external measurement.

Perperidis et al. used Normalized Cross Correlation (NCC) over time for temporal alignment and normalized mutual information for spatial alignment to provide a free-form spatio-temporal registration between MRI sequences. Expanding on this, Zhang et al. used a similar approach for 3D ultrasound to MRI registration, using NCC over time for temporal alignment and 3D SIFT features for spatial alignment.

There are many aspects of ultrasound image processing that present challenges compared to other medical imaging modalities. Ultrasound often contain artifacts such as acoustic shadows, speckles, and reverberations. This means that several of the intensity-based matching methods used for registering images of other modalities are less appropriate for ultrasound processing. Furthermore, acquisitions can have very different gain settings, temporal and spatial resolutions, and can be acquired from different locations depending on the patient, in order to improve the acoustic window.

In this paper we present a method of registering two partially overlapping 3D cardiac ultrasound sequences in space and time. The main contribution of this work is to solve both the spatial and temporal alignment problems for 4D ultrasound, and to solve the spatial alignment with no user interaction and without any a priori assumptions on either the temporal or spatial alignment of the sequences. The temporal alignment is solved by aligning the NCC-over-time functions of the floating and reference sequences. We then use corresponding 3D SIFT feature correspondences between all frames, without any assumptions on the temporal alignment, to extract a single rigid transform for the whole cardiac cycle by minimizing a least squares problem using Random Sample Consensus (RANSAC). The method was validated by registering 3D sectors of the left and right ventricles in 16 clinical cases.

IV.2 Methods

Given a reference image sequence

\[ I_r(x, y, z, t) = \{I_{r,i}(x, y, z)\}, \quad (IV.1) \]

and a floating sequence

\[ I_f(x, y, z, t) = \{I_{f,i}(x, y, z)\}, \quad (IV.2) \]

the objective of the registration method is to find a transform \( T \) such that any voxel in the transformed sequence \( T(I_f) \) coincides with the corresponding voxel in \( I_r \).

Following the approach used by others [10], [11], we decouple the registration problem into spatial and temporal domains and solve these separately. We first solve the temporal alignment using the NCC over the cardiac cycle, before extracting a spatial transform from 3D SIFT feature correspondences between all frames.
IV.2.1 Temporal Registration

The heart undergoes a complex contraction during the cardiac cycle. Because this contraction is slightly different for each beat and non-linear with changes of heart frequency, different acquisitions will generally not be synchronized, even if performed within a relatively short period of time without external influences.

The NCC over time has been shown to be a characteristic function describing the events of the cardiac cycle in a consistent manner, and has been used for temporal alignment of MRI sequences [10] and between ultrasound and MRI [11]. In both of these studies, the temporal alignment was achieved by first detecting key cardiac events in the NCC-over-time function, which involves calculating its second order derivative.

However, our experiments indicate that the second order derivation is unstable in ultrasound images of high frame rate, because of the inherently low signal-to-noise ratio and the presence of artifacts such as acoustic shadows, speckles and reverberations. This is specially apparent for images of the right ventricle which generally has lower image quality than the left ventricle, due to the challenging acquisition [12]. We therefore propose to solve the temporal registration by aligning the NCC-over-time functions with an optimization problem.

The temporal transform $T_{\text{temporal}}$ is modeled as a linear global transform $T_{\text{temporal}}(t) = \alpha t + \beta$ used to scale the sequences to the same length and compensate for global phase shift, and a local transform $T_{\text{local}}(t)$ used to adjust for non-linear difference in the contraction pattern of the sequences. The local transform is modeled as a 1D B-spline

$$T_{\text{local}}(t) = \sum_{i=1}^{N_t} b_i \left( \frac{t}{T} \right) \tau_i , \quad (IV.3)$$

where $T$ is the length of the sequence, and $b_i$ and $\tau_i$ are the B-spline basis functions and control time displacements respectively. The combined transform is given by

$$T_{\text{temporal}}(t) = T_{\text{local}}(t) + T_{\text{global}}(t). \quad (IV.4)$$

The control time displacements $\tau_i$ of the local temporal deformation are calculated by solving the minimization problem

$$\tau = \arg \min_{\tau} \left| f_r(t) - f_f \left( T_{\text{temporal}}(t) \right) \right|^2 , \quad (IV.5)$$

where $f_r$ and $f_f$ are the NCC functions of the reference and floating sequences. The optimization problem is solved numerically by sequential quadratic programming. By constraining $T_{\text{temporal}}$ to be monotonically increasing, we guarantee that the frame order remains unchanged.

Because 3D cardiac ultrasound is gated by electrocardiography in almost all clinical cases, all image sequences were ordered such that the first frame corresponded to the QRS complex. We therefore assumed a zero phase shift, $\beta = 0$ in $T_{\text{global}}$. Figure IV.1 shows the NCC functions before and after temporal alignment in an example case.
Figure IV.1: The normalized cross-correlation over time for a reference (dashed) and floating sequence before (dotted) and after (solid) temporal alignment (a), resulting temporal registration (b).

IV.2 Methods

IV.2.2 Time-Independent Spatial Registration

When registering sequences of the same patient during the same exam without external influences, it is fair to assume that the true spatial transform between the sectors of two ultrasound sequences is rigid and constant over the cycle. The spatial transform between frames of the reference and floating sequences $I_r$ and $I_f$ at similar points in the cardiac cycle can thus be assumed to be approximately rigid. This assumption leads a novel time-independent feature-based alignment (FBA) method [13], involving 3D SIFT feature extraction and matching.

First, a set of position-scale pairs $\{p_i, \sigma_i\}$ are extracted in all 3D image frames of each sequence by identifying local maxima and minima of the difference-of-Gaussian function,

$$\{p_i, \sigma_i\} = \text{local arg max}_{p, \sigma} |f(p, \kappa \sigma) - f(p, \sigma)|$$

(IV.6)

where $f(p, \sigma)$ is the convolution of the image with a Gaussian kernel of variance $\sigma^2$ and $\kappa$ the scale sampling rate. Following detection, an orientation is assigned to each feature using local gradient orientation information, and finally an appearance descriptor is generated from the patch of voxels within the image region defined by $(p_i, \sigma_i)$. Appearance descriptors are normalized according to image intensity and local geometry, and can thus be used to compute image-to-image correspondences in a manner invariant to monotonic intensity shifts and global similarity transforms.

For time-independent matching, each sequence is modeled as an unordered bag of features with spatial but no temporal information. The FBA method [13] is then used to estimate a set of highly probable sequence-to-sequence feature correspondences. Briefly, a set of nearest-neighbor feature correspondences are identified based on the $L_2$ distance
between appearance descriptors, resulting in a set of corresponding feature positions $C = \{p_{f,i}, p_{r,i}\}$. We then apply RANSAC to solve the minimization problem

$$T_{\text{spatial}} = \arg \min_{T_{\text{spatial}}} \sum_i \|p_{r,i} - T_{\text{spatial}}(p_{f,i})\|^2,$$

while simultaneously rejecting outlier correspondences.

Figure IV.2: Correspondence density of feature matching between all reference and floating frames in one case. The size of each circle is proportional to the number of correspondences for a single frame pair. The black lines are contour lines of the time displacement, in milliseconds, after temporal alignment, illustrating the deformable temporal alignment.

IV.3 Validation

The registration method was evaluated on 3D transthoracic echocardiographic studies of 16 clinical cases of patients with aortic insufficiency. Each case had two acquisitions showing the left and right ventricles in different sectors with varying degree of overlap,
both acquired from an apical position. All images were recorded on a Vivid E9 scanner using a 4V-D transducer (GE Vingmed Ultrasound AS, Horten, Norway). Each sequence contained a single heart cycle acquired using multi-beat during breath hold, containing on average 38 frames.

The Mitral Valve (MV) and Aortic Valve (AV) opening and closing events were manually tagged for each recording by an experienced cardiologist. Anatomical landmarks were identified in the MV opening and MV closing frames. These included the AV, MV and Tricuspid Valve (TV) center points, and the AV-MV junction.

### IV.4 Results

#### IV.4.1 Temporal alignment

The signed temporal alignment error between the key cardiac events were (mean ± SD) 4.9 ± 18.2 ms for AV opening, −2.0 ± 24.9 ms for AV closing and −5.9 ± 44.0 ms for MV opening. The corresponding absolute errors were 14.4 ± 11.6 ms, 18.6 ± 16.0 ms, and 34.6 ± 26.4 ms. For reference, the inter-frame time was 29 ± 5.1 ms.

#### IV.4.2 Spatio-temporal alignment

The average euclidean distance between corresponding manually identified anatomical landmarks under the automatic registration was 4.3 ± 1.2 mm, compared to an average distance of 2.9 ± 0.7 mm under a ground truth Procrustes alignment between all manual landmarks.

Figure IV.1(a) shows an example of the NCC curves before and after the temporal alignment, as well as the resulting temporal transform. Figure IV.1(b) illustrates the densities of 3D SIFT correspondences across the cardiac cycle. It is clear that, although no assumption is made on the temporal alignment, correspondences are more frequent in temporally aligned frames. Finally, examples of the resulting spatio-temporal alignment are shown in figure IV.3.

### IV.5 Discussion

In this paper, a spatio-temporal registration method for 3D cardiac image sequences has been presented and evaluated on ultrasound images. The method performed close to manual registration in both time and space, while requiring no manual user input.

The temporally aligned valve events were all close to the ground truth, and within clinically acceptable values. The temporal errors were noticeably larger for the MV opening event compared to AV opening and closing, which is expected as MV opening is the last valvular event in the cardiac cycle and thus furthest from the ECG-gated first frame. For the spatial alignment, the aligned anatomical landmarks were close to the ground truth,
Figure IV.3: Resulting rigid registration for three sequences across the cardiac cycle. Each row three frames from a single case throughout the cardiac cycle.
and comparable to values reported by others for similar feature-based ultrasound to MRI registration [11].

Our experiments indicate that even with near perfect temporal alignment, a rigid transform between 3D SIFT feature correspondences of temporally aligned frame pairs was not robust in all cases. However, by combining all correspondences across the cardiac cycle in a time-independent manner and utilizing the assumption that inter-frame deformations are negligible, the registration was highly robust and accurate in all cases, despite the deformable contraction of the heart. This usage of correspondences can be justified by the following considerations: Firstly, the extracted features inherently contain some temporal information, as feature scale and appearances tend to fade in and out of existence at certain parts of the cardiac cycle. This can be seen in fig. IV.2 as the majority of the feature correspondences are found on temporally aligned frames. Secondly, although some spurious matches between unrelated points in the cardiac cycle will arise, they will bear no spatial consistency. Furthermore, as the heart’s motion is cyclical, feature correspondences between deformed points during contraction will tend to be canceled out when the heart relaxes. Finally, by employing RANSAC and least squares optimization, we are estimating a rigid transform in a very robust manner.

One of the strengths of the presented method is that it requires no prior information on the spatial relationship between the acquisitions. This means that the method could be used for registering different views, such as apical, parasternal or subcostal, allowing the sonographer maximum freedom to find the best acoustic window.
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