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1 Introduction

The human immunodeficiency virus (HIV) was discovered in the United States of America (USA) among gay young men over three decades ago. Since that time, HIV has spread to other parts of the world. Although it was once believed that Acquired Immune Deficiency Syndrome (AIDS) was a disease of the poor, HIV is now prevalent in many countries in all continents of the world. HIV infection causes immuno-suppression. Because of immuno-suppression, the life of an individual who is HIV positive is characterised by frequent illnesses which in many cases would have been warded off by the immune system had the patient been healthy and HIV negative [1]. These illnesses which are ushered in by immuno-suppression due to HIV infection are called opportunistic infections.

Antiretroviral therapy (ART) is used to treat HIV patients. ART suppresses the manifestations of opportunistic infections. Besides, manifestations of HIV infection like weight loss, change in hair texture and anaemia disappear once a patient is put on ART. Antiretrovirals (ARVs) are now available in many countries of the world including Malawi. Antiretroviral therapy is now a source of hope for the sick since it has improved the survival of HIV patients. Without doubt, HIV is an unnecessary evil which is the curse and plague of the twentieth century and beyond.

In this thesis we introduce a mathematical model for estimating HIV incidence from cross-sectional sero-prevalence data. Besides, we describe the patterns of occurrence of Kaposi sarcoma, non-Hodgkin lymphoma, esophageal cancer, eye cancer, breast cancer, cervical cancer and all other cancers combined in the population of Blantyre district of Malawi during 1996 - 2005, and predict the cancer burden for 2015 in the area. Three papers constitute this thesis. In Paper I, a mathematical model for estimating HIV
incidence from HIV sero-prevalence data is introduced and applied to Malawi data. In Paper II, statistical models are used to determine the risk factors of early sexual debut among men and women in Malawi. In Paper III, a description of the patterns of occurrence of Kaposi sarcoma, oesophageal cancer, non-Hodgkin lymphoma, eye cancer, breast cancer, cervical cancer and all other cancers combined in Blantyre, Malawi during 1996-2005 is given. Besides, cancer incidence trends during the same period are analyzed and projections of cancer burden and standardized incidence rates of cancer for 2015 are made using statistical models. Subsections 1.1 through 1.6 are the background to the thesis. Subsection 1.7 is the rationale of the thesis. Subsection 1.8 explains the logical connection of papers in this thesis. Section 2 presents the aims of this thesis. Section 3 is a description of the methods used in each of the three papers of this thesis. Section 4 gives a summary of the results. Section 5 is the discussion of the results. Section 6 is the conclusion section of the thesis.

1.1 HIV and AIDS

AIDS is predominantly a sexually transmitted disease. Just over 10% of the world’s population is in Sub-Saharan Africa [2]. However, about 69% of the 25.4 million people living with HIV in the world are in Sub-Saharan Africa [2, 3]. Southern Africa is the worst affected sub-region in the world [2]. Malawi is a country in sub-Saharan Africa especially in Southern Africa. Malawi is land-locked and shares boundaries with Tanzania to the north and north east, Zambia to the north-west and Mozambique to the east, south and south-west. The country’s major exports which are are tobacco, tea, and sugar account for approximately 85 percent of Malawi’s domestic exports [4]. Although Malawi has achieved progress in immunisation [5], communicable diseases are still a major problem. In particular, malaria and acute respiratory infections (ARI) are the leading causes of death especially among underfive children [6, 4].

The human immunodeficiency virus was discovered in Malawi in 1985 [7]. Since that time, HIV has spread gradually throughout Malawi over the years. Currently, AIDS has achieved prominence in Malawi as one of the leading causes of death [8]. In 2012, HIV/AIDS was the leading cause among the top ten causes of death in Malawi [8]. Ac-
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According to the report of the Malawi Demographic and Health Survey conducted in 2010, the national prevalence of HIV which was 12 percent in 2004 dropped to 11 percent by 2010 [4]. In 2013, the HIV prevalence in Malawi was 10.5% [9]. By 2014, the prevalence of HIV had dropped to 10% [10]. The number of people living with HIV in 2010 was about 1 million [10]. Although these changes in HIV prevalence from 12 percent in 2004 to 11 percent in 2010, to 10.5% in 2013 and then to 10 percent in 2014 are not big, it is a sign of hope that it is still possible for the HIV prevalence to drop even further. A possible reason why the change in prevalence is not substantial may be the effect of antiretroviral drugs [11] in prolonging survival of HIV positive persons [12]. Antiretroviral drugs were introduced in Malawi in 2000 [13]. For over a decade now, ARVs have been rolled out to many parts of Malawi. By 30 June 2009, 266,325 HIV positive persons were receiving ART in Malawi [14]. At the beginning of 2012, 67% of all adults and children in need of ART were receiving ART [15]. At the end of the first quarter of 2012, 480,409 HIV positive persons (37% males, 63% females) were on ART [16]. The majority of those on ART were adults (91%) and the rest were children aged 0-14 years. A small percentage of females on ART (9%) were pregnant and the majority (91%) were not pregnant. By 2014, 496,202 people were on ART [17]. Currently, ART coverage on a national scale is reasonable (50 percent) [18] but incomplete. Antiretroviral therapy has reduced mortality in Malawi [19, 20]. In fact, AIDS mortality which was initially at 22,000 deaths in 1985 rose to 76,000 deaths in 2005 after which it decreased to 43,000 in 2011. By 2014, the number of deaths due to HIV was 33,000 [10]. This is due to the scale up of the provision of ART from 3,000 people on ART in 2003 to 382,953 people on ART in 2011 [15]. In 2012, the HIV incidence was 48,000 per 100,000 person-years (95% CI: 41,000-46,000) [10]. In 2013, according to The Global Burden of Disease 2013 [21], the HIV incidence rate among males age 15-49 was 7,370 per 100,000 person-years (95% CI: 6,519 - 8,387). The HIV mortality rate [21] for the same age band was 4,849 per 100,000 person-years (95%:3,792 - 6,091). Among women, the HIV incidence rate [21] for the age range 15-49 was 6,189 per 100,000 person-years (95% CI: 5,510 - 7,018). The HIV mortality rate (per 100,000 person years) for the same age band was 3,453 (95% CI: 2,663 - 4,392). HIV has reversed the gains achieved through immunization in Malawi and has wreaked havoc in many countries of the world. AIDS continues to be a menace in many developing countries. It is therefore essential to discover cost-effective measures
for monitoring it.

In Malawi, just like in all sub-Saharan countries, HIV is spread mainly through heterosexual contact [3]. Early sexual debut which is the first sexual act before the age of 15 years is a risk factor of HIV infection in Malawi. Besides early sexual debut is also a risk factor of unwanted teenage pregnancies, dropping out of school and risky sexual practices like unprotected sex and abortion. There is low condom use in Malawi [4, 22]. The shortage of drugs for treating sick people is also a persistent problem in Malawi [23]. Malawi is therefore an environment of relatively high HIV prevalence and risky sexual practices. Early sexual debut, therefore, undoubtedly predisposes an individual to HIV infection in such an environment. Vertical transmission of HIV has not been completely eliminated in Malawi and other poor countries. HIV infection is treatable but incurable. Treatment for HIV is available in Malawi and some countries in the world. WHO recommends the use of ART for the prevention of HIV infection of young children, pregnant women and populations exposed to HIV risk [24]. Indeed ART is given to breastfeeding mothers to protect suckling children in some settings [25]. Prognosis on ART is reported to be generally variable in low-resource settings [26]. However, according to one study conducted in West Africa, prognosis is better among women than among men [27]. Another West African study reports that stigma is negatively associated with health outcomes among people on ART [28]. The well-known effect of ARVs in prolonging survival has also extended to children who were infected with HIV perinatally. There is evidence that children who were infected with HIV perinatally have successfully grown into adulthood because of the life-prolonging antiretrovirals [29]. Although there is no data from Malawi, it is highly probable that Malawi also has such children. If that is so, the percentage of such children is likely to be small currently but may grow to be another big significant fraction of the Malawi population in the future. The future challenge, therefore, will be the management and continued care of aging adults on ART and adolescents on ART who were infected perinatally or otherwise but are growing up with HIV [30] with the attendant complications of long-term ARV use. The complications arising from long-term use of medication among living adolescents who were infected with HIV perinatally are chronic lung disease [31], neuro-development issues [32], cardiovascular problems [33], kidney disease [34], mental health problems [35], bone health
problems [36], adherence to medication and metabolic complications [37]. Treatment of metabolic complications originating from long-term ART use in perinatally HIV-infected children is possible [37]. The complications of ageing with HIV among adults are many and varied [38, 39, 40, 41, 42, 43, 44]. The fact that HIV positives can now live longer implies that it is bound to be difficult to observe a reasonable reduction in the national HIV prevalence. Therefore, it is important to monitor the HIV epidemic by following closely, new cases of HIV.

1.2 HIV prevalence and incidence

HIV prevalence is often utilized as a measure of disease occurrence instead of HIV incidence because it is easier to estimate from more accessible data. Besides, the data from which prevalence can be computed is common. HIV sero-prevalence data are obtainable from HIV sentinel clinics in many countries in Africa. These clinics provide data for monitoring the AIDS epidemic [45]. Malawi has an HIV sentinel surveillance system which was established in 1994 with an initial 19 sentinel clinics attended mainly by pregnant women [46]. By 2007, there were 54 sentinel clinics in selected districts in all the three provinces of Malawi [46].

As a measure of disease occurrence, prevalence has several disadvantages. Prevalence is computed by dividing the total number of people who are alive and with disease or infection by the total population count. Individuals who are infected with HIV but who die from AIDS or other causes are not included in the computation of prevalence. Therefore, for diseases with a higher rate of mortality than all-cause mortality, the probability of inclusion into the cross-sectional sample of a would-be prevalence survey is not the same for diseased and healthy individuals [47]. The reason is that many diseased people who die from the disease prior to the prevalence survey are not part of the computation for prevalence as they are dead by the time individuals are being sampled for such a survey [48]. This is called differential selection. A direct consequence of differential selection is that the estimate of prevalence is somehow biased.
Incidence, however, is a better measure of disease occurrence. In particular, the incidence rate of infection or disease is a good measure of disease occurrence as it is the rate of development of disease in a community in a certain period [48]. In the computation of incidence rate, the numerator is the number of people who contract a disease or are infected during a specific period. These include those who die from the infection or disease. Therefore, unlike HIV prevalence which does not include individuals who die from disease, the incidence rate gives a true and better picture of the magnitude of an epidemic than prevalence as it tells more about the past and future occurrence of disease in the population. This is important for monitoring epidemics and planning interventions. Despite the advantages of incidence measures, the difficulty of obtaining good estimates of the number of people who are infected during a specific period makes incidence hard to estimate. Prevalence is easier, thanks to sentinel counts, and is therefore used in practice in many countries.

1.3 The need for estimation of HIV incidence from cross sectional sero-prevalence data

HIV incidence can be easily computed from longitudinal data. In fact, this is the best way of estimating incidence of HIV in any population. A specific geographic area is demarcated and the inhabitants followed for a certain time period. At specific intervals, blood samples are taken from them and tested for HIV. The accuracy of the estimation of incidence from this type of data derives from the completeness of the data collected and accuracy in tracing study participants.

Due to logistical and financial challenges, longitudinal HIV studies are not often conducted even in the so-called rich countries. In the first place, a longitudinal study is very expensive to conduct as it has to be conducted over a long period of time. Any shortage of funds midway through the project will automatically lead to the cessation of the study and incomplete data. Furthermore, tracking people through time is a challenge. Migration may lead to loss to follow up. Some people may voluntarily drop out of the study and this may create the problem of missing data. It is also difficult to convince people to be undergoing HIV tests on a regular basis without proper motivation.
Longitudinal studies can be easily conducted by governments just like national demographic and health surveys. Unfortunately, many governments are often too busy with other activities to contemplate funding longitudinal studies just for the sole purpose of estimating incidence as this could be easily seen as a waste of resources. Because of these problems, in many countries cross-sectional sero-prevalence data of HIV are more common than longitudinal data.

In Africa, the commonest HIV/AIDS data available are cross-sectional sero-prevalence data but longitudinal data are scarce [49, 50]. Most of the available sero-prevalence data are data collected at one point in time. HIV sero-prevalence data collected more than once - (also known as serial sero-prevalence data) are also scarce [51]. Although cross-sectional HIV sero-prevalence data are more readily available than longitudinal data, some varieties of cross-sectional data can yield biased estimates of prevalence and incidence. For example, in many countries in sub-Saharan Africa, the commonest sero-prevalence data available are from sentinel clinics. Sentinel clinics are health facilities set up to facilitate monitoring of the AIDS epidemic. More often than not, the target of these clinics are pregnant women who are in the 15-49 year age range. Unfortunately, these women are just a fraction of the population in any country and in any setting and they do not represent men. Places of antenatal care coverage are not a random sample and so these areas may not be representative of all other geographic areas and regions within a country. Besides, pregnant women are a group of women vulnerable to HIV infection since pregnancy results from unprotected sex. Since sentinel clinics recruit pregnant women, estimates of HIV prevalence and incidence derived from antenatal clinic data from sentinel clinics are often biased and unrepresentative [52].

HIV sero-prevalence data are now collected through cross-sectional population-based studies called demographic and health surveys (DHSs). ORC Macro (now called ICF Macro), is an organization based in the United States which has conducted DHSs in several countries in Africa. Recent DHSs have included an HIV module. Demographic and Health Surveys employ good sampling strategies and as a consequence DHS data are often representative of the country where the data were collected.
The relative ease with which HIV sero-prevalence data can be collected and the easy availability of HIV sero-prevalence data is a motivating factor to provoke research into devising methods for estimating incidence from cross-sectional sero-prevalence data. This is so because any method that utilizes sero-prevalence data could be a cost-effective means of computing HIV incidence when compared to the use of longitudinal data from expensive and difficult-to-conduct longitudinal studies. Any new method discovered can help greatly in monitoring the spread of AIDS especially in a poor country like Malawi. Estimation of the incidence of HIV helps in monitoring the course of the AIDS epidemic. Such projections of HIV incidence are crucial as they aid in the formulation of polices geared at controlling the spread of HIV and planning for future health care needs [53]. It is therefore important to develop methods that use cross sectional sero-prevalence data to estimate incidence. The advent of AIDS has made diseases which were considered rare to be no longer rare. Such diseases are referred to as opportunistic. There is evidence from research that by 2001, AIDS had contributed to the occurrence of cancer in Blantyre [54] in Malawi.

1.4 Cancer

Cancer is a progressive disease. Because of this, some cancers like breast and cervical cancer can be prevented if detected very early in their course of development. Human beings were earmarked for a limited life span [55]. Consequently, when people advance in years, many health problems follow them. One of these is cancer.

Currently, life expectancy has improved in many countries of the world, on average, due to advances in science, technology and medicine [56]. Many diseases which were once fatal are now easily detectable and curable. As a direct consequence of this long life, cancer is now a major health problem worldwide and its burden is huge. Cancer is one of the major causes of death in many countries [57].

Besides changed life expectancy, there has been a global change in lifestyle [56]. Western habits like smoking and sedentary lifestyles have been adopted in developing countries [56]. As a result, diseases like lung and colorectal cancer which were common only
Introduction

in western affluent societies are now common even in low to middle income countries [56]. Improved life expectancy, population growth and ageing are expected [56] in the future.

1.5 Cancer in Malawi—a historical background

Cancer has been documented in Malawi since 1969 when McGlashan published a research article on alcoholic spirits and oesophageal cancer in several countries in Central Africa which include Malawi [58]. Cancer had been a rare disease before the discovery of the human immunodeficiency virus in Malawi in 1985 [59]. Even though this is so, there are several publications on cancer in Malawi dating back to the seventies documenting the occurrence of retinoblastoma [60], liver cancer [61] and Kaposi sarcoma [62] in Malawi. Currently, there is evidence of the connection between HIV and some cancers [63, 64, 65].

The Malawi Cancer Registry was established in Blantyre, Malawi in 1989[38], four years after HIV was discovered. This was the first attempt at organized cancer data collection. The registry’s main source of data when it was first established was the central histopathology laboratory at Queen Elizabeth Central Hospital (QECH) in Blantyre. Additional sources of data were health facilities which were visited regularly by registry clerks for cancer data. The laboratory at QECH received samples from the whole Malawi. QECH is the main referral center for Malawi. In 1993, the registry focused its data collection activities on Blantyre district as a catchment area making it a population-based registry. Although the Malawi Cancer Registry collected data on a national scale from 1989 to 1993, the data were far from complete as coverage was not complete. It was difficult to collect national cancer data from Blantyre as the main source of data for the cancer registry from its inception were diagnoses from the histopathology laboratory at Queen Elizabeth Central Hospital.

From 1993 to June 2011, the source of data on cancer in Malawi has been this registry. The Malawi Cancer Registry has been the sole provider of cancer data on Malawi to the International Agency for Cooperation on Cancer (IARC) (globocan.iarc.fr) [66, 67]. Besides, for the first time in history, Malawi has contributed data to Cancer Incidence In Five Continents Volume 10 [68]. These data are for 2003-2007. Since 1989, there
have been improvements in the diagnosis of cancer. Besides, several new hospitals have been opened in Blantyre. These changes have also contributed to an increase in the volume of cancer data collected. What persist are problems related to funding and these also affect the volume of data collected. The registry in Blantyre has no premises of its own to operate from. In July 2011, another pathological laboratory was established in Lilongwe at Kamuzu Central Hospital (KCH) [69]. This hospital is the main referral center for the central districts of Malawi. There is a database at KCH which contains cases which present at KCH. However, there is no cancer registry.

Cancer registration is a problem in Malawi as there is no national registry. Parkin and Bray (2009) define completeness of registry data as the extent to which all of the incident cancers occurring in the population are included in the registry [70]. Currently, the main problems faced by the Malawi Cancer Registry are incomplete coverage, lack of funding and infrastructure (offices) to operate from. There is no vital registration system in Malawi. Because of this, it is difficult for the registry to achieve complete coverage of the Blantyre population as some cancer data which would have been captured by the vital registration system by way of cancer deaths recorded locally are missing. In addition to this, the registry relies on laboratory results from Blantyre. Therefore, only cases of cancer referred to this laboratory can be detected and recorded. Besides, only cases presenting at hospitals in Blantyre can be detected and recorded. Therefore those who do not present at hospitals are those who are missed as they would have been captured by a functioning vital registration system had there been one in existence. This implies that, not all cases of cancer in Blantyre are recorded by the registry.

The registry in Blantyre is not the only institution facing many problems like lack of funding and incomplete coverage of the catchment population. The quality of data from African registries is said to be variable [71]. Complete coverage of catchment populations in African settings is another big problem. It is estimated that registries cover only 11% of the population [71]. Parkin et al (2008) reports that the reasons for slow growth of cancer registration in Africa are defining residents of a particular area, identifying patients with cancer and obtaining accurate diagnostic information for those with cancer [71]. In general, Parkin et al (2008) reports that cancer registration is more
difficult in Africa than in developed countries [71]. Therefore, as regards data quality in cancer registries of African and developed countries we can only speak in relative terms.

There is some level of cancer care in Malawi. Patients are given chemotherapy. Patients requiring radiotherapy are sent to Tanzania or Zimbabwe for such treatment. There are also attempts to palliate cancer [72]. The major problem is lack of resources. Therefore, it is important for the government to plan properly so that cancer awareness, treatment and palliation activities receive a fair share of the budget which is based on dwindling national financial coffers.

HIV has been in Malawi for over two decades. Besides, AIDS has to some extent also contributed to the occurrence of some cancers in Malawi. Successes in rolling out ART treatment in Malawi means that life expectancy of HIV positive persons will increase. With an increase in life expectancy, will be occurrence of cancer among the elderly HIV positive persons.

Computations of the burden of cancer are useful for planning for prevention and curative measures. Governments are able to plan for the future based on these estimates of future cancer burden. Analyses of trends of incidence rate of cancer are also important. The first report about cancer incidence in Blantyre came out in 2001 [54]. Since the inception of the Malawi Cancer Registry, no attempt has been made to estimate the future burden of cancer in Blantyre and to conduct an in depth analysis of the trends of standardized incidence rates of different cancers. In fact, Parkin et al (2008) reported that knowledge of cancer trends in Africa is inadequate [71]. According to the World Cancer Report 2014, cancer incidence is on the rise in many countries of the world [57]. This includes Malawi.
1.6 Mathematical and statistical models in HIV and cancer research

Research on Acquired Immune Deficiency Syndrome (AIDS) and cancer is ongoing in many countries in the world. Through research, the connection between HIV and cancer was unraveled. Other fruits of research are the development of the human papilloma virus (HPV) vaccine and the discovery of some risk factors of HIV and cancer. These discoveries have helped in devising some strategies to contain the spread of HIV and to control the occurrence of cancer.

Mathematicians and statisticians often use models in research as tools to solve scientific problems. Models are used to provide insight into the underlying data-generating mechanism of a scientific problem. In the 19th century and thereafter, scientists have formulated and applied models to solve biometric and medical problems. Models differ in the level of complexity and parameterisation. Depending on the context, some models are very complicated and have many parameters. In some cases, if a model is too complicated it might have parameters which do not make sense. On the contrary, some models are simple and have few parameters. Simple models are easy to understand and use. Models are not perfect but good models provide some useful insight into research problems and help answer questions. In fact, George E. Box once said, "Essentially, all models are wrong, but some are useful" [73]. Mathematical models have been used in the evaluation of vaccination policies in the United Kingdom [74]. Several models have been developed to help in the estimation of incidence from cross sectional seroprevalence data. These focus on the estimation of the rate of infection

The force of infection (FOI) is the rate of infection among susceptible members of a population. Hugo Muench first propounded a catalytic model for the estimation of the force of infection [75]. Griffiths (1974) [76] followed after Muench with his linear model for estimating the FOI of measles. Then came Grenfell and Anderson (1985) with their model [77]. Others have also formulated models about the force of infection in different contexts [78, 79, 80, 81]. Note that Muench, Griffiths (1974) and Grenfell and Anderson (1985) propounded catalytic models. Such models rely on the core assumption of
life-long immunity and negligible disease mortality. Because of this, catalytic models have to be modified to accommodate HIV infection which is irreversible and not immunizing. An overview of the estimation of the FOI from Hugo Muench in 1974 to 2009 is in a review by Hens et al (2009) [82]. Grenfell and Anderson’s model was for estimating the FOI for measles using polynomials [77]. Shkedy et al (2006) extended the model to use fractional polynomials [8]. Keiding et al (1996) [83] introduced the use of link functions in the estimation of the age distribution at immunization. This paper helped to embed the estimation of the force of infection within the generalized linear models framework. Namata et al (2007) [84] propounded a model for estimating the force of infection using generalized linear mixed models following Keiding et al (1996). Finally, Hens et al (2012) [85] formalized the estimation of the FOI within statistics. Note that the FOI is often used in statistical models [86, 87, 88, 89, 90] for approximating the incidence rate of infection. Unlike the incidence rate which describes the rate of infection in the whole population in general, the force of infection approximates the the rate of infection only among susceptible members of the population.

Klaus Langohr gives a review of methods for estimating incidence from cross-sectional sero-prevalence data [51]. In addition to the methods described in his review, there are other approaches by Williams et al (2001) [91], Hallet et al (2008) [92] and Rajan and Sokal (2010) [93] which are also used for estimating incidence from cross-sectional sero-prevalence data. The methods in Langohr’s review can be grouped into two: those that are based on the assumption of equal mortality among infected and healthy individuals and those that are based on the assumption of differential mortality. The assumption of equal mortality holds for some eye diseases like open angle glaucoma [94] but does not hold for HIV. HIV greatly affects mortality. Some estimation methods are also based on the assumption that the time to infection, time to death after infection and time to death of healthy individuals follow a certain probability distribution whereas some methods are nonparametric.

Langhor’s review includes the approach by Leske et al (1981) for estimating the incidence of open angle glaucoma from cross-sectional data assuming equal mortality between healthy and infected persons [57]. Podgor et al (1986) developed a new method
for estimating incidence from cross-sectional prevalence data by extending Leske et al (1981)'s approach. Their method is for estimating incidence of disease from cross-sectional prevalence data assuming differential mortality among infected and healthy individuals for irreversible diseases. This method assumes that the force of infection is constant within age bands and incidence is estimated for these age bands.

Apart from mathematical models, statistical models are also useful in cancer research. Age and sex specific standardized incidence rates, for example, can be computed from empirical longitudinal data directly. Alternatively, mathematical and statistical models can be used to estimate age and sex specific standardized incidence rates. For example, compartmental models [95] can be used to estimate the incidence rates of HIV. Poisson regression models are also used for estimating the ratio of the rates of cancer occurrence. Time-to-event data can be analyzed using semi-parametric and parametric regression models. Random effect survival models are also used for analysing clustered time-to-event data. Rates and survival times can also be analyzed using loglinear models [96]. Prediction of cancer rates can also be performed using time-linear [97, 98] and age period cohort models [99]. Binary response variables can be analysed using logistic regression models. However, if a binary response and explanatory variables are from a multistage cluster sample, weighted logistic regression models are usually preferred to standard logistic regression models.

1.7 Rationale of the thesis

HIV sero-prevalence data are cheaper to collect than longitudinal data. Many countries rely on HIV prevalence to monitor the spread of HIV because they can not afford to monitor the spread of HIV by following populations prospectively in order to estimate HIV incidence. Malawi also uses the HIV prevalence estimated from sentinel clinics to monitor the HIV epidemic. Although Malawi has registered a decrease in HIV prevalence but the magnitude of the change implies that for every decade HIV prevalence is decreasing by 2%. If we continue at this pace, it might take 20 years for the national HIV prevalence to drop to 2%. The fact is that HIV prevalence alone does not provide details about the progress of an epidemic. HIV incidence provides a clearer and
detailed picture of the spread of HIV in a given setting. Any mathematical model that uses age-specific HIV sero-prevalence data to estimate HIV incidence could be handy. The motivation to devising methods for computing HIV incidence should be the easy availability of HIV sero-prevalence data. Any method that utilities sero-prevalence data could be a cost-effective means of computing HIV incidence when compared to the use of incidence data collected from longitudinal studies which are often logistically difficult to conduct. If a new method for estimating incidence that uses seroprevalence data is discovered, incidence estimates will be computed and used for monitoring the HIV epidemic in Malawi and other places where HIV is prevalent. This would be a new development since such an approach for estimating incidence is cost-effective. Any such method discovered can help greatly in monitoring the spread of AIDS especially in a poor country like Malawi. Incidence is better for monitoring the HIV epidemic [100]. Projections of HIV incidence are essential in the formulation of polices geared at controlling the spread of HIV and planning for future health care needs [53].

Early sexual debut which is a known to be risk factor of HIV infection is the first sexual act before the age of 15 years. In Malawi, early sexual debut is also a risk factor of HIV infection [101]. Besides, early sexual debut is also a risk factor of unwanted teenage pregnancies, dropping out of school and risky sexual practices like unprotected sex and abortion [102, 103]. In America, Asia and Europe, the effects of early sexual debut are reported to be HIV infection and the following: substance use, violent delinquency, unwanted pregnancies, sexually transmitted diseases, unprotected sex, abortion, cervical cancer, prostitution, multiple sex partners and paying for sex [104, 105, 106, 107, 108, 109]. In Malawi, HIV is endemic. Although the HIV prevalence is relatively high, there is the tendency for people to indulge in unprotected sex [22, 4]. Since HIV is treatable, ART is the source of hope to the HIV positives. However, there is the problem of persistent shortage of drugs for treating sick people [23]. Without doubt, early sexual debut, therefore exposes a young person to the risk of HIV infection in such an environment. Globally, it is currently known that it is possible for HIV positive children to grow into adulthood thanks to the effects of ART. This means that it is possible for sexual minors who are growing with HIV to transmit the virus to their peers during early sexual debut. Although ART is beneficial, long-term
use of ARVs is associated with unpleasant complications. Therefore a young person who is infected with HIV during early sexual debut has an unpleasant future of living with HIV chronically with the attendant complications. It is therefore, important for young people to delay sexual debut in order to protect themselves. Since HIV is spread through sexual contact, if sexual debut is delayed the spread of HIV will be checked. If the factors associated with early sexual debut are known, interventions tailored to delay sexual debut can be devised and implemented. Determination of the significant risk factors of early sexual debut can be performed using statistical models if appropriate data is available.

Some cancers are associated with HIV infection. These cancers include eye cancer, cervical cancer, Kaposi sarcoma and non-Hodgkin lymphoma. Different types of cancer occurring in Malawi have been documented. It is now known that cancer is not rare in Malawi. In the coming decades, non-communicable diseases like cancer will become an increasing burden on health services in Malawi as well as in other low and medium income countries [110]. The first publication about cancer incidence in Blantyre was published in 2001 (Banda et al (2001)) [54]. This report described the incidence of cancer in Blantyre between 1991 and 1998 inclusive. According to Banda et al (2001), the incidences of Kaposi sarcoma and cervical cancer were very high during 1994-1998. The incidences of squamous cell carcinoma of the conjunctiva (eye cancer), oesophageal cancer and breast cancer were also high during the same period. Non-Hodgkin lymphoma (NHL) was the third common cancer among males. The incidence of non-Hodgkin lymphoma among women was also reasonable (3.0 per 100,000 person-years). A description of types of cancer that occurred in Blantyre during 1996-2005 can also give a picture of the rates and trends of occurrence of cancer during that period. Furthermore, it is also informative to know the future number of cancer cases. Such information is essential for planning cancer services and making decisions concerning resource allocation to prevention, palliation and treatment of cancer. In order to increase the scope of analysis, it is necessary to the estimate cancer burden and to describe the patterns of occurrence of just few chosen types of cancers namely Kaposi sarcoma, oesophageal cancer, non-Hodgkin lymphoma, eye cancer, breast cancer, cervical cancer and all other cancers combined. The reasons why these cancers were chosen are three-fold. Firstly,

1.8 Logical connection of papers in this thesis

The logical connection of the papers in this thesis is as follows: HIV is spread mainly through heterosexual contact in Malawi. Early sexual debut is a risk factor of HIV infection. In 2010 [4], 17 % of women whose sexual debut was at age 15 or younger were HIV positive. For that reason, in Paper II, statistical models are used to determine the risk factors of early sexual debut among men and women in Malawi. The HIV epidemic in Malawi is monitored using HIV prevalence but HIV incidence is the best measure for monitoring the epidemic. Therefore in Paper I, we introduce a mathematical model for estimating HIV incidence from cross-sectional sero-prevalence data. The frequency of occurrence and incidence of AIDS-associated cancers (Kaposi sarcoma, eye cancer, non-Hodgkin lymphoma and cervical cancer) and non-AIDS defining cancers (breast cancer and oesophageal cancer) has increased considerably in Malawi according to Banda et al (2001) [54]. Therefore in Paper III we use statistical models to estimate age standardized incidence rates and burden of AIDS-defining cancers (Kaposi sarcoma, eye cancer, non-Hodgkin lymphoma, cervical cancer) and non-AIDS-defining cancers(breast cancer, oesophageal cancer, and all other cancers combined).
2 AIMS

The first aim of this thesis is to develop a new method for estimating HIV incidence from cross-sectional sero-prevalence data accounting for differential mortality and to apply the method on data from Malawi. The new method will give FOI and population incidence estimates for HIV in Malawi. Furthermore, through an intuitive conditional probability formulation of the mortality adjusted prevalence, we will compute the total likelihood function, which will enable us to estimate our model parameters simultaneously. This approach will enable us to estimate a model with few degrees of freedom. We will also apply a bootstrap technique to estimate confidence intervals and also run sensitivity analyses. The FOI estimates from our model will be converted to population incidence rates by compensating for the estimated age-dependent prevalence.

Early sexual debut is a risk factor for HIV infection in Malawi. Therefore, the second aim of the thesis is to determine the risk factors of early sexual debut in Malawi. We will fit accelerated failure time models to obtain time ratios. We will also fit weighted logistic regression models in order to obtain odds ratios. From the logistic regression models, significant risk factors of early sexual debut will be determined.

The third aim of this thesis is to describe the patterns of Kaposi sarcoma, non-Hodgkin lymphoma, esophageal cancer, eye cancer, breast cancer, cervical cancer and all other cancers combined in the population of Blantyre district in Malawi using cancer incidence data for 1996-2005. We will also predict the future incidence rates and burden of these cancers in the area on the basis of projected population changes.
3 Materials and methods

This section contains information on materials like data analysed for the papers in this thesis and the actual methods used for analyzing the data. Different data sets were analyzed for Papers I - III. The sources of data for each paper are explained in Subsection 3.1. Subsection 3.2 explains the methods used to analyze data for each of the three papers in this thesis.

Subsection 3.2.1 explains the new method that solves the problem of estimating HIV incidence from cross-sectional sero-prevalence data mentioned in Section 1. The method for determining the risk factors of early sexual debut in Malawi are explained in Subsection 3.2.2. Subsection 3.2.3 explains the models used for solving the problem of computing standardized incidence rates and cancer burden mentioned in Section 1.

3.1 Data sources

The new method in Paper I was tested using three data sets namely HIV sero-prevalence data, natural and HIV mortality rates. The natural mortalities used in Paper I were extracted from the Malawi Demographic Survey 2004 report. These mortalities were computed from the Malawi Demographic Survey 1992 by experts from ICF Macro, a US-based company which has conducted demographic and health surveys in many countries of the world. The methods used for computing the natural mortality rates are in literature [111].

For our model we need natural mortality rates which are not contaminated by HIV mortality. Natural mortality rates are contaminated by the HIV epidemic if deaths of persons who are HIV negative is in some way linked to the pressures of life and strain
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brought about through the support of the HIV infecteds. The natural death of an HIV-negative person might be accelerated by the sickness or death of a person who is HIV positive but also connected to the incumbent in one way or another. In that way, HIV infection or AIDS is the component cause [112] of the natural death of the person who is HIV-negative. HIV-positive persons have a support network of guardians, relatives, friends and medical personnel. Those who bear the brunt of caring for HIV-positives are the guardians who are usually HIV-negative. Caring for an HIV positive person always puts some strain on the life of the guardian. This strain can trigger a sequence of events which might lead to the poor health and eventual death of the guardian. Therefore, in a population with a reasonable proportion of HIV-positives, the natural mortality rates are affected in that way. In that case, we say that the natural mortalities have been “contaminated” by the AIDS epidemic. The natural mortalities used in the model in Paper I are from a period when mortality in Malawi was not affected by the AIDS pandemic. HIV was discovered in 1985. By 2004, HIV had spread to many parts of Malawi. The adult natural mortality rates of 2004 were in some way affected by the HIV epidemic. That is why we used natural mortality rates from a period when the HIV prevalence was not very high.

The HIV sero-prevalence data were from the HIV component of the Malawi Demographic and Health Survey conducted in 2004 (MDHS2004). The MDHS2004 survey was a nationally representative cross-sectional study conducted in 2004. The rates of mortality due to natural causes were extracted from the MDHS2004 report. The rates of mortality due to HIV infection were extracted from a longitudinal research study conducted in rural Malawi by Crampin et al (2002) [113]. In their own words, Crampin et al (2002) reported that the HIV mortality rates were high [113]. The HIV mortality rates were consistent with extent of the HIV epidemic at that time and with estimates from other African countries [113]. Data from the Malawi Demographic and Health Survey 2010 (MDHS2010) were analyzed for Paper II. The MDHS2010 survey was also a nationally representative cross-sectional study conducted in Malawi in 2010.

Two data sets were analyzed for Paper III namely cancer incidence data for the 1996-2005 period from the Malawi Cancer Registry and population data of Blantyre district.
for the same period. The cancer incidence data were anonymized to preserve confidentiality. The population data of Blantyre for the 1996-2005 period as well as for 2015 were obtained in several ways. The population data for 1996 and 1997 were estimated using linear interpolation between the census data for 1987 [114] and 1998 [115]. The population data for 1998 were of course, extracted from the 1998 population census. The population data for 1999 to 2005 were estimated by linear interpolation between the census data of 1998 and 2008 [116] within each sex and age group. The population data for 2015 were extracted from the official population projections. The National Statistical Office of Malawi (NSO) has population projections for each district in Malawi [117]. These projections are for years from 2009 to 2031 and are downloadable from the website of NSO.

The data analysed for Paper III are from an African registry. The IARC sets the standards of data quality for cancer registries. Western countries have the resources and the relevant systems in place to help them to collect cancer data of very high quality. Vital registration systems, for example, are found in western countries but not in many African countries. Considering the problems which the Malawi Cancer Registry faces and the measures taken to clean the data, the quality of the data are good. Recently, the data from the cancer registry in Blantyre were found to be of acceptable quality to be included in the publication called Cancer Incidence in Five Continents Volume X [68]. Malawi was one of four countries from sub-Saharan Africa whose data were found to be of acceptable quality for inclusion into this volume. The remaining three sub-Saharan countries are South Africa, Zimbabwe and Uganda. Other African countries whose data were accepted were Egypt, Libya and Algeria. These are North African countries. This means that from the whole of Africa, data from only seven countries are included in this publication [68]. This implies that data from the Malawi Cancer Registry are deemed to be of good quality internationally.
3.2 Methods

This section explains the methods used to analyze data for each of the three papers in this thesis. Subsection 3.2.1 explains the new method that solves the problem of estimating HIV incidence from cross-sectional sero-prevalence data mentioned in Section 1. The models for determining the risk factors of early sexual debut in Malawi are explained in Subsection 3.2.2. Subsection 3.2.3 explains the models used for solving the problem of computing standardized incidence rates and cancer burden mentioned in Section 1.

3.2.1 Estimation of incidence from cross-sectional sero-prevalence data-Paper I

Klaus Langohr (2010) gives an overview of methods for estimating incidence from cross-sectional sero-prevalence data [51]. In addition to the methods described in his review, there are other approaches by Williams et al (2001) [91], Rajan and Sokal (2010) [93] and Misiri (2014) [118] which are also used for estimating incidence from cross-sectional sero-prevalence data.

The methods in Langohr’s review can be grouped into two: those that are based on the assumption of equal mortality among affected and healthy individuals and those that are based on the assumption of differential mortality. The assumption of equal mortality holds for some diseases like open angle glaucoma but does not hold for HIV. HIV greatly affects mortality. Some estimation methods in Langhor’s review are also based on the assumption that the time to infection, time to death after infection and time to death of healthy individuals follow an assumed probability distribution whereas some methods are nonparametric.

Paper I describes a method for estimating incidence from cross-sectional sero-prevalence data [119]. The force of infection (FOI) is the rate of infection among the susceptible members of the population. The FOIs for age ranges 15-24, 25-34 and 35-54 among men and 15-24, 25-34 and 35-49 age ranges among women are estimated together with the prevalence at age 15 for males and females. The dimensions of measurement for the FOI are the number of infections per population size per unit time. In one year, the
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FOI reduces to the number of infections divided by the population size which translates to the risk of infection among susceptible members of the population. In Paper I, the FOI is age-dependent and piece-wise constant. In other words, the FOI is constant within the age intervals 15-24, 25-34, 35-54 among men and 15-24, 25-34, 35-49 among women. For age range i, let \( N_i \) denote the number of people in age range i and \( X_i \) denote a variable that takes the value 1 for an individual who is HIV positive and 0 for an individual who is HIV negative. Let \( H_i \) be the sum of \( X_i \). Then, the number of individuals who are HIV negative in age range i is \( N_i - H_i \) and the prevalence of HIV for age range i \( (i = 1, 2, 3) \), \( \pi_i \), is \( \pi_i = \frac{H_i}{N_i} \). Note that \( \lambda_i(N_i - H_i) \) gives the expected number of new HIV infections in range i. Consequently, \( \frac{\lambda_i(N_i - H_i)}{N_i} = \lambda_i(1 - \pi_i) \) is the incidence rate of HIV in age range i \( (i = 1, 2, 3) \) as given in the Methods Section of Paper I.

Note that by making the FOI piece-wise constant within defined age ranges, the time to infection in those age ranges is, by default, exponentially distributed. This assumption of an exponential distribution of the time to infection is the fundamental building block for the model in the paper by Podgor and Leske (1986) [120]. The assumption is implicit in the following relationship [49] between prevalence, incidence and duration of disease:

\[
CI = 1 - e^{-I.(\Delta t)}
\]

where

- CI is the cumulative incidence or risk of disease
- I is the incidence rate
- \( \Delta t \) is the elapsed time between the beginning and ending of an interval

Podgor and Leske (1986)’s model is also implemented by Saidel et al (1996) [49]. In fact, Podgor and Leske start by defining three parameters \( \lambda_1 \), \( \lambda_2 \) and \( \lambda_3 \) where \( \lambda_1 \) is the death rate among those who are disease-free, \( \lambda_2 \) is the death rate among the diseased and \( \lambda_3 \) is the disease incidence rate. By defining age intervals \( (a, a+t) \), an exponential distribution of time to infection is assumed and special discrete equations of the number of infected and disease-free people at the beginning and the ending of each interval are formulated. The conditional probability of surviving given that a person was HIV positive at the beginning of an age interval is derived using \( \lambda_3 \). The conditional probability
of developing disease and surviving given that the individual was HIV negative at the beginning of an age interval is derived using $\lambda_1$, $\lambda_2$ and $\lambda_3$. The conditional probability of remaining disease-free and surviving given that a person was HIV negative at the beginning of an age interval is derived using $\lambda_1$ and $\lambda_3$. These probabilities are carefully substituted into the first equations. The final result is an equation for incidence estimation. Note that estimation of incidence is done for one age interval at a time. Thus unlike us, Podgor and Leske (1984) uses a parametric approach on grouped data. Our approach though assuming the FOI to be piece-wise constant, uses data which is organized into single-year categories. Besides, our method is simpler since estimation of parameters is simultaneous and direct without having to use difficult -to-solve nonlinear equations. We only estimate a few parameters.

### 3.2.1.1 Estimation of standard errors of parameter estimates

The standard errors of the four parameters of our new model can be estimated in two different ways. Using the first approach, the standard errors of parameter estimates can be extracted from the variance-covariance matrix which is obtained by inverting the Hessian matrix produced by \texttt{nlm}. The square root of the diagonal elements of the variance-covariance matrix are the standard errors. The second approach is to estimate standard errors by a well known method called bootstrapping. Bootstrapping was invented in 1979 by Efron [121].

Suppose we want to find the standard errors of a parameter, $\theta$ by bootstrapping. Let $X_1, X_2, \ldots, X_n$ be a random sample from $X$. In what follows, I will explain the bootstrap procedure for estimating the standard error in the simple case where one parameter only is being estimated. Generalisation of the method to a multi-parameter case is straightforward. The bootstrap procedure works in what can be described as follows:

I. Consider the empirical distribution function $F_n(x)$ of $X_1, X_2, \ldots, X_n$. The empirical distribution function is also known as the sample distribution function. It is based on the sample $X_1, X_2, \ldots, X_n$. Define an indicator function $I(X \leq x)$ thus:

$I(X \leq x) = 1$, if $X \leq x$

$I(X \leq x) = 0$, if $X > x$
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The sample or empirical distribution function is defined as \( F_n(x) = \frac{1}{n} \sum_{i=1}^{n} I(X_i \leq x) \).

II. Denote a sample drawn with replacement from the data thus: \( X^*_n = (X^*_1, X^*_2, \ldots, X^*_n) \), where each sample has distribution function \( F_n \). Each sample drawn with replacement is called a resample of the sample data. For a given sample of size \( n \), there are \( \binom{2n-1}{n} \) different resamples that can be drawn from the data. For example if \( n=10 \), \( \binom{19}{10} = 92,378 \) resamples can be drawn. Generate \( B \) resamples and denote them by \( X^*_n(b) \) for \( b=1, 2, \ldots, B \).

III. Let \( T_n = T(X_n, F_n) \) be the estimator for \( \theta \). From each resample, \( X^*_n \), estimate \( \theta \) using \( T^*_n = T(X^*_n, F_n) \). There will be \( B \) estimates of \( \theta \).

IV. Compute the mean of the \( B \) estimates of \( \theta \) using the following formula: \( \hat{\theta} = \frac{1}{B} \sum_{b=1}^{B} T^*(X^*_n(b), F_n) \), \( \hat{\theta} \) is the bootstrap estimate of \( \theta \).

V. Compute the bootstrap estimate of the variance of \( \theta \), \( \widehat{\text{Var}}(\theta) \), using the following formula: \( \widehat{\text{Var}}(\hat{\theta}) = \frac{1}{B-1} \sum_{b=1}^{B} (T^*(X^*_n(b), F_n) - \hat{\theta})^2 \). Note that the standard error of \( \hat{\theta} \) is \( \sqrt{\widehat{\text{Var}}(\hat{\theta})} \).  

In order to obtain 95% bootstrap intervals for the FOI, 10,000 resamples of the data were drawn. Estimates of the FOI were computed from each resample. 10,000 estimates of the FOI were computed. The lower and upper limits of the 95% bootstrap-based intervals for the FOI were the estimates of the 2.5th and 97.5th percentiles from the estimated distribution function of the FOI.

### 3.2.1.2 Sensitivity analysis

To examine the performance of the model and the behaviour of the parameter estimates, 12 scenarios were created. The first six scenarios were created by decreasing the HIV and natural mortality rates by 2.5%, 5%, 7%, 10%, 15% and 20%. The second six scenarios were created by increasing the HIV and natural mortality rates by the 2.5%, 5%, 7%, 10%, 15% and 20%. For each scenario, the performance of the method and the behaviour of the estimates were examined.
3.2.1.3 Graphs of the model-based and age-specific HIV prevalence estimates

The data in Paper I comprise single ages ranging from 15 to 54 years for men and from 15 to 49 years for women. At each age $a$, the number of people who tested HIV-positive and the number who tested HIV-negative are also given. Therefore, for each age $a$, the prevalence of HIV, $p_a$, can be computed from the data. The resulting estimates are empirical estimates of HIV prevalence. Note that the HIV prevalence at age $a$, $p_a$, is a response variable and age $a$ is the explanatory variable. A scatterplot of $p_a$ and $a$ will show the pattern or nature of the relationship between $p_a$ and $a$. In Figures 1 and 2 of Paper I, HIV prevalence curves are superimposed on the scatterplots of age and HIV prevalence computed from the sample data for men and women respectively. The objective is to find out how close the model fits the data.

In general, for any response variable $Y_i$ ($i = 1,2,\ldots,n$) and an explanatory variable $X_i$ ($i=1,2,\ldots,n$), it is not always easy to determine the pattern of the relationship between the two variables from a scatterplot. It is advisable to graphically show the pattern of the relationship between the mean response and the predictor by a curve of the function which describes the relationship between the mean response and the explanatory variable. A regression curve is the graph which portrays the mean relationship between $Y_i$ and $X_i$. Unlike the scatterplot, the regression curve clearly shows the nature or pattern of the relationship between the response and the explanatory variables. In the case of one response variable and one explanatory variable, the relationship between the response and the explanatory variable can be given by the following relation:

$$Y_i = m(X_i) + \epsilon_i$$

where

$Y_i$ is the response variable

$X_i$ is the explanatory variable

$\epsilon_i$ is the random error term. The error terms are assumed to be independent and identically distributed with mean 0 and variance $\sigma^2$

$m(X_i)$ is the regression function
The regression curve can be estimated by assuming that the regression function takes some functional form. This is called the parametric approach. For example, for simple linear regression the error terms are assumed to follow a normal distribution with mean 0 and variance $\sigma^2$. Besides, the regression function is given as $m(X_i) = \beta_0 + \beta_1 X_i$.

Alternatively, the regression curve can also be estimated without assuming that the regression function takes a particular form and that the error terms have a certain probability distribution. This is called the nonparametric approach. Smoothing is the approximation of a regression curve without assuming a particular form for the regression function [122]. Nonparametrically, the regression curve can be estimated using the method of local averaging [123]. Besides, special functions called smoothers can also be used to estimate a regression curve. Examples of smoothers [123] are the Nadaraya-Watson estimator($\hat{m}(X_i)^{N-W}$), the Gasser-Muller estimator and the Priestly-Chao estimator [123]. The Nadaraya-Watson estimator is given by the following formula:

$$\hat{m}_h^{N-W}(x) = \frac{1}{n h_n} \sum_{i=1}^{n} K\left(\frac{x - X_i}{h_n}\right) Y_i \left[ \frac{1}{n h_n} \sum_{i=1}^{n} K\left(\frac{x - X_i}{h_n}\right) \right].$$

where

$K(\cdot)$ is a function called a kernel

$h_n$ is the smoothing parameter called the bandwidth

$n$ is the sample size

Examples [123] of kernels are the rectangular kernel, the Epanechnikov kernel and the Gaussian kernel. The Gaussian kernel is given by $K(x) = \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{x^2}{2} \right)$. Note that the bandwidth controls the smoothness of $\hat{m}_h^{N-W}$. Increasing the bandwidth makes the regression curve smoother. The smoothed estimates of HIV prevalence shown in Figures 1 and 2 of Paper I were computed using the Nadaraya-Watson estimator. We used the Gaussian kernel. In R, smoothing using the Nadaraya-Watson estimator can be performed by the `ksmooth` function in the `stats` library.

The contribution of the present mathematical model to earlier research is two-fold namely the output and the estimation procedure itself. Concerning the output, our model gives the FOI and population incidence estimates of HIV for Malawi. Mind you,
this is novel.

As for the estimation procedure and approach, the assumptions of endemic equilibrium and age-dependent prevalence are not new. Other researchers [77, 94, 120] have used the same assumptions in their research. However, whereas a formal approach would have been equally good, we used an intuitive approach in the derivation of the conditional probability of being HIV positive given that one is alive. The result is a recurrence relation that gives an expression for the prevalence of HIV adjusted for both natural and HIV mortality. At each age $a$, the number of HIV positives from a group of both HIV negatives and HIV positives is assumed to follow a binomial distribution. A likelihood function is formulated using the binomial distribution. The FOI is assumed piecewise constant with each of the following age bands: 15-24 years, 25-34 years and 35-54 years for males or 35-49 years for females. The FOI need not be piecewise constant. However, the data are sparse. Therefore, this age categorisation helps us to have an estimable monotonic FOI as there is enough data to enable us to maximise the likelihood function in order to estimate parameters. Sensitivity analyses are performed and 95% bootstrap intervals of parameter estimates are computed. Finally, the FOI are converted to population incidence estimates using the formula $\text{Population Incidence} = \lambda(1 - \pi)$. This is novel too.

### 3.2.2 Frailty and logistic regression models - Paper II

In this subsection, I will explain the methods used for computing time and odds ratios for Paper II and the determination of risk factors of early sexual debut.

#### 3.2.2.1 Frailty Models

Let $T$ denote the survival time and $z$ denote the vector of covariates, $z = (z_1, z_2, ..., z_k)$. A multiplicative hazards rate model is:

$$h(t) = h_0(t).c(\beta^Tz)$$

where $h_0(t)$ is an arbitrary baseline or reference hazard - the hazard rate function under the
standard condition, $z = 0$

$\beta^T$ is the fixed effects vector

$c(\beta^T z)$ is a known function

If $c(\beta^T z) = e^{\beta^T z}$, the model becomes: $h(t) = h_0(t) \cdot \exp(\beta^T z)$. This is called the Cox proportional hazards model. In some scientific experiments, survival data are collected from study units which are in groups called clusters. In such cases, the Cox proportional hazards model becomes

$$h_{ij}(t) = h_0(t) \cdot \exp(\beta^T z_{ij})$$

where

$h_{ij}(t)$ is the hazard rate function for the $j^{th}$ individual from the $i^{th}$ group,

$h_0(t)$ is an arbitrary baseline or reference hazard - the hazard rate function under the standard condition $z = 0$

$\beta^T$ is the fixed effects vector and

$z_{ij}$ is the vector of covariates.

If the baseline hazard is treated nonparametrically and a parametric form is assumed for the covariates, the model is said to be semi-parametric.

Clustered survival data are best modeled by using a random effect survival model. This is an extended Cox proportional hazard model. Klein and Moeschberger (1997) define frailty as being an unobservable random effect shared by subjects within a subgroup [124]. The Cox model is extended by adding what is called a frailty. Consequently, the frailty model is called the shared frailty model. Beard (1959) originated the idea of including random effects in survival models [125]. The shared frailty model is of the form:

$$h_{ij}(t) = h_0(t) \cdot \exp(\beta^T z_{ij} + w_i)$$

where

$w_i$ is the random effect for the $i^{th}$ group or cluster ($i = 1, 2, 3, ..., G$).
Note that the $w_i$'s are are independent and identically distributed. They are from some distribution with mean 0 and variance 1. The shared frailty model is also written as $h_{ij}(t) = h_0(t).u_i.exp(\beta^Tz_{ij})$ where the $u_i$s ($u_i = exp(w_i)$) are an independent and identically distributed sample from some distribution with mean 1 and an unknown variance $\theta$. The $u_i$ is the frailty for the $i^{th}$ group or cluster. Common distributions proposed for the random effect are the gamma distribution with one parameter, positive stable distribution and the inverse Gaussian distributions [125]. A one parameter gamma density is written as $g(u) = \theta^{-1}\Gamma(1/\theta).u^{1/\theta-1}.exp^{-u/\theta}$. When the random effects are assumed to follow a one-parameter gamma distribution, the frailty model is called the gamma frailty model.

Approaches to modeling effects of covariates on survival include:

I. Modeling the hazard or log hazard rate

II. Modeling the failure time or log failure time directly.

The semi-parametric Cox proportional hazards model uses the first approach. The accelerated failure time (AFT) model uses the second approach.

For the AFT, let $T$ denote the survival time. By making the natural log transformation $Y_T = ln(T)$ we proceed to model $Y$ using a linear model. The linear model is

$$Y_T = \mu + \beta^Tz + \sigma W$$

where

$\beta^T$ is the vector of regression coefficients

$z$ is the vector of covariates

$W$ is the error distribution and

$\sigma$ is the scale parameter

This is called the loglinear model representation for the AFT. The error distribution can be the standard normal distribution, extreme value distribution or a logistic distribution. The AFT model is called the accelerated failure time model because the
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covariates have the effect of accelerating or decelerating the time scale.

For the AFT, the survival, density of T and hazard functions are represented as:
\[
S(t) = S_0(t.\exp(-\beta^T z)) \\
f(t) = \exp(-\beta^T z).f_0(t.\exp(-\beta^T z)) \\
h(t) = \exp(-\beta^T z).h_0(t.\exp(-\beta^T z))
\]

where
\[
\exp(-\beta^T z) \text{ is called the accelerating factor.}
\]

The accelerated failure time model can also be extended to accommodate a random effect term to give a frailty model thus: \(Y_{ij} = \mu + \beta^T Z_{ij} + b_i + \sigma W_i\).

where \(b_i\) is the random effect term.

On the original scale this translates to \(T_{ij} = \exp(\mu + \beta^T Z_{ij} + b_i + \sigma W_i)\).

There are three cases concerning the value that \(\exp(\beta)\) can take:

I. \(\exp(\beta)\) is less than 1 if \(\beta\) is less than 0.

II. \(\exp(\beta)\) is equal to 1 if \(\beta\) is equal to 0.

III. \(\exp(\beta)\) is greater than 1 if \(\beta\) is greater than 0.

Note that the model formulation
\[
Y_T = \mu + \beta^T z + \sigma W
\]
corresponds to the accelerating factor \(e^{-\beta^T z}\). Similarly, the model formulation
\[
Y_T = \mu - \beta^T z + \sigma W
\]
corresponds to the accelerating factor \(e^{\beta^T z}\) since the coefficient vector for the loglinear AFT model representation
\[
Y_T = \mu + \beta^T z + \sigma W
\]
is \(\beta^T = (\beta_0, \beta_1, \beta_2, ..., \beta_k)\) and it corresponds to a coefficient vector \(-\beta^T\) for the accelerating factor.
The exponential of $\beta$, $\exp(\beta)$ is called the time ratio in Stata parlance. This quantity tells how fast ($\exp(\beta) < 1$) or how slow ($\exp(\beta) > 1$) individuals experience the event of interest in comparison with the baseline category of a covariate $Z$.

The time ratios are interpreted as follows: For a given level of a categorical variable, a time ratio less than 1 implies that for that category the event of interest (sexual encounter in the case of Paper II) was initiated earlier (or faster) than for the baseline category. To the contrary, a time ratio greater than 1 implies that the event was initiated later (slower) than for the baseline category. In Paper II, we fitted random effect accelerated failure time models to men’s and women’s data to obtain time ratios. The time-to-event variable, $T$, had a lognormal distribution. The frailty distribution was gamma distribution. Maximum likelihood estimation of the regression coefficients was achieved using STATA 9 [126] software. Time ratios are optional output in STATA 9.

Note that frailty models help in accounting for heterogeneity due to omitted variables. If data are from a study where study subjects were in clusters, survival times for members of the same clusters are bound to be more correlated than event times from different clusters. This heterogeneity among members of different clusters ought to be accounted for in modelling. The traditional Cox regression model does not account for heterogeneity due to omitted variables. The MDHS2010 data were collected from clusters as the data were from a multi-stage cluster sampling scheme. To account for the clustering in the data, the random effect AFT model was used in modelling. The cluster variable was Enumeration Area.

3.2.2.2 The Weighted Logistic Regression Model

In Paper II, logistic regression models were fitted in addition to the accelerated failure time models. In this subsection, I will briefly explain the theory behind the models used. Consider a random sample of $n$ human beings on whom data on a binary categorical response $Y$ and several explanatory variables $x_1, x_2, x_3, \ldots, x_n$ are collected. The responses $Y_1, Y_2, \ldots, Y_n$ are a collection of independent and identically distributed (iid) random variables. Suppose that $Y$ assumes either 0 or 1 and $\Pr(Y = 1)$
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=$\pi$. Then $Y$ has a Bernoulli distribution with parameter $\pi$. Since $\pi$ depends on the explanatory variables, it is right to express $\pi$ as $\pi(x)$. Therefore, the density of $Y$ is

$$P(Y_i = y_i) = \pi(x)^y_i (1 - \pi(x))^{1-y_i},$$

$y_i = 0, 1$.

Using least squares techniques a linear probability model can be fitted thus: $E(Y_i) = \pi(x) = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_k x_k$ where $\beta_i$ is the regression coefficient for variable $x_i$. A linear probability model has many known problems [96]. Consequently, a better alternative to the linear probability model is the logistic regression model which is expressed as

$$\log \left( \frac{\pi(x)}{1 - \pi(x)} \right) = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_k x_k.$$  

From this equation, $\pi(x)$ can thus be expressed as:

$$\pi(x_i) = P_r(Y_i = 1|x) = \frac{\exp(\beta_0 + \beta_1 x_{i1} + \beta_2 x_{i2} + \ldots + \beta_k x_{ik})}{1 + \exp(\beta_0 + \beta_1 x_{i1} + \beta_2 x_{i2} + \ldots + \beta_k x_{ik})}$$

where $x_i = (x_{i1}, x_{i2}, \ldots, x_{ik})$ - a vector of covariates.

The maximum likelihood for the data is

$$L(\beta) = \prod_{i=1}^{n} \pi(x)^{y_i} (1 - \pi(x))^{1-y_i}.$$ 

The corresponding loglikelihood is $l(\beta) = \sum_{i=1}^{n} [y_i \log(\pi(x))] + \sum_{i=1}^{n} [(1 - y_i) \log(1 - \pi(x))]$.

The values of the regression coefficients, $\beta_j$ which maximize the loglikelihood function are the maximum likelihood estimates. The regression coefficients are estimated using the Newton-Raphson procedure [96].

Standard logistic regression analysis of data from a random sample can be conducted using many computer packages as observations are assumed independent and so inference is uncomplicated. However, surveys use complex sampling strategies. In a multistage sampling procedure, for example, there is intra-cluster correlation. Consequently, observations from the same cluster are correlated. Therefore, the assumption of independence between observations which is the core assumption in standard regression analyses, does not hold. In such cases, maximum likelihood methods of estimating parameters shouldn’t be used. Sampling weights are the inverses of the product of the conditional inclusion probabilities at each stage of sampling in a multistage sampling. These are often computed for each observation and included in a data set collected from
a multistage sample. Under multistage sampling, pseudo-maximum likelihood methods are recommended [127]. The pseudo-maximum likelihood function has the sampling weight incorporated in it.

Sampling weights are incorporated in the pseudo-maximum likelihood function as follows. Suppose that a sample of n study subjects are from m sampled clusters. Let i index cluster (i = 1, 2, ..., m) and j index individuals within each cluster (j = 1, 2, ..., n_i). Denote the number of subjects in sampled cluster i by n_i. Suppose that data on a binary response \( Y_{ij} \) and explanatory variables \( x_{ij} \) are collected from individuals in all sampled clusters. Let \( w_{ij} \) be the sampling weight for the observation from the jth subject from the ith cluster. A single observation contributes the following to the pseudo-maximum likelihood function [127]:

\[
\pi(x_{ij})^{w_{ij}Y_{ij}} (1 - \pi(x_{ij}))^{w_{ij}(1-Y_{ij})}.
\]

The pseudo-maximum likelihood function is

\[
L(\beta) = \prod_{i=1}^{m} \prod_{j=1}^{n_i} (\pi(x_{ij}))^{w_{ij}Y_{ij}} (1 - \pi(x_{ij}))^{w_{ij}(1-Y_{ij})}.
\]

The regression coefficients are estimated by finding the maximum of the pseudo-likelihood function. Note that generalization of the derivation of the pseudo-maximum likelihood function of data from a cluster sampling strategy with three or more stages easily follows from the derivations above. Paper II reports results from the analysis of data collected from a multistage cluster sample [128]. The regression analysis conducted in Paper II adopted the above approach to estimate regression coefficients and corresponding standard errors using STATA 9 software [126].

3.2.3 Prediction of the standardized incidence rates of cancer and cancer burden - Paper III

Consider age-specific cancer incidence data where age has been categorised into k groups. The empirical estimates of the age-specific crude rate of cancer incidence for group i, \( M_i \), are obtained by dividing the number of cancer cases in age group i, \( c_i \), by the corresponding person years at risk for that age group , \( n_i \), thus \( M_i = \frac{c_i}{n_i} \). If data are collected
Materials and methods

over a period of several years, the formula for computing incidence is

\[ M_{it} = \frac{c_{it}}{n_{it}} \]

where \( c_{it} \) is the number of cancer cases in age group \( i \) and period \( t \)
\( n_{it} \) is the number of person years at risk for age group \( i \) and period \( t \)

The age-standardized incidence rate (ASR) is computed using the following formula:

\[ ASR = \frac{\sum_{i=1}^{k} w_i M_i}{\sum_{i=1}^{k} w_i} \]

where

\( M_i \) is the crude incidence rate for age group \( i \), \( i = 1, 2, \ldots, k \)
\( w_i \) is the weight for age group \( i \), \( i = 1, 2, \ldots, k \)

Different weights can be used. However, for the analyses in Paper III, weights from the world standard population [129, 130, 131] were used. These weights are shown in the table below.

Table 1: Segi world standard population weights

<table>
<thead>
<tr>
<th></th>
<th>Agegroup</th>
<th>Weight</th>
<th></th>
<th>Agegroup</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0-4</td>
<td>12000</td>
<td>10</td>
<td>45-49</td>
<td>6000</td>
</tr>
<tr>
<td>2</td>
<td>5-9</td>
<td>10000</td>
<td>11</td>
<td>50-54</td>
<td>5000</td>
</tr>
<tr>
<td>3</td>
<td>10-14</td>
<td>9000</td>
<td>12</td>
<td>55-59</td>
<td>4000</td>
</tr>
<tr>
<td>4</td>
<td>15-19</td>
<td>9000</td>
<td>13</td>
<td>60-64</td>
<td>4000</td>
</tr>
<tr>
<td>5</td>
<td>20-24</td>
<td>8000</td>
<td>14</td>
<td>65-69</td>
<td>3000</td>
</tr>
<tr>
<td>6</td>
<td>25-29</td>
<td>8000</td>
<td>15</td>
<td>70-74</td>
<td>2000</td>
</tr>
<tr>
<td>7</td>
<td>30-34</td>
<td>6000</td>
<td>16</td>
<td>75-79</td>
<td>1000</td>
</tr>
<tr>
<td>8</td>
<td>35-39</td>
<td>6000</td>
<td>17</td>
<td>80-84</td>
<td>500</td>
</tr>
<tr>
<td>9</td>
<td>40-44</td>
<td>6000</td>
<td>18</td>
<td>85+</td>
<td>500</td>
</tr>
</tbody>
</table>

Source: Bray et al (2002)
3.2.4 Projections of cancer burden

Future standardized incidence rates can be estimated from cancer data for a particular period by fitting statistical models to predict age-standardised incidence rates. The forecasts of standardized incidence rates are then multiplied by the estimated population at risk to yield the estimates of the number of cancer cases to occur in the future. These estimates are called the future burden of cancer [132]. Firstly, age-standardised incidence rates can be estimated using using age period cohort models (APC) [133, 134, 135]. The age period cohort model [136] is denoted by the following relation:

\[ M_{ap} = e^{\alpha_a + D_p + P_p + C_c} \]

where

- \( M_{ap} \) is the incidence rate in agegroup a and period p
- \( \alpha \) is the age component for agegroup a
- \( D \) is the common drift parameter
- \( P_p \) is the non-linear period component for period p
- \( C_c \) is the non-linear cohort component for cohort c

This is a Poisson regression model which is known to give good fits when modelling cancer rates [136]. However, this model is known to have two problems [136]. The first problem is that it can give unrealistic predicted rates which grow exponentially. The second problem is that the model can only give good extrapolations for a period in the near future than for a period in the distant future.

Secondly age-standardized incidence rates can also be estimated from cancer data for a particular period by using time-linear models. Dyba and colleagues reviewed and proposed several time-linear models for predicting future incidence rates and predicting cancer burden [97, 98]. There are two main underlying assumptions for the time-linear models that are fitted for the purpose of projecting standardized incidence rates. The first assumption is that the counts, \( c_i \) or \( c_{id} \) have a Poisson distribution. The second assumption is that the incidence rates, \( M_i \) or \( M_{id} \) have a normal distribution.
The time-linear models for the extrapolation of incidence rates are:

\[ E\left( \frac{c_{it}}{n_{it}} \right) = \alpha + \beta t \] \hspace{1cm} (1)

\[ E\left( \frac{c_{it}}{n_{it}} \right) = \alpha_i + \beta_i t \] \hspace{1cm} (2)

\[ E\left( \frac{c_{it}}{n_{it}} \right) = \alpha_i + \beta t \] \hspace{1cm} (3)

\[ E\left( \frac{c_{it}}{n_{it}} \right) = \alpha_i \cdot (1 + \beta t) \] \hspace{1cm} (4)

\[ \log\left[ E\left( \frac{c_{it}}{n_{it}} \right) \right] = \alpha + \beta t \] \hspace{1cm} (5)

\[ \log\left[ E\left( \frac{c_{it}}{n_{it}} \right) \right] = \alpha_i + \beta_i t \] \hspace{1cm} (6)

\[ \log\left[ E\left( \frac{c_{it}}{n_{it}} \right) \right] = \alpha_i + \beta t \] \hspace{1cm} (7)

where

\( c_{it} \) is the number of cases of cancer in age group \( i \) and period \( t \)
\( n_{it} \) is the number of person years at risk in age group \( i \) and period \( t \)
\( \alpha_i \) is the intercept for age group \( i \)
\( \alpha \) is the common intercept for all age groups
\( \beta_i \) is the slope parameter for age group \( i \)
\( \beta \) is the common slope parameter for all age groups
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Models 1, 2, 3 and 4 are used for making predictions for increasing trends. Models 5, 6 and 7 are used for making predictions for decreasing trends. Estimates of standardized incidence rates from these models are multiplied by the population forecasts to obtain the total number of cases of cancer expected in the future. The commonest models used for extrapolating trends are Models 2, 4, 6 and 7. For the projections in Paper III, Models 2 and 3 were fitted.

Note that the models in (1) to (7) above are also Poisson regression models just like the age period cohort model. However, the models for increasing trends can never produce explosive exponential predictions. Furthermore, the models for decreasing trends can never produce negative predictions of incidence rates. For these two reasons, the time-linear models are sometimes preferred to the APC.

3.2.4.1 Estimation of standard errors of the predicted number of cases (burden)

One of the underlying assumptions of the time-linear models that are fitted for the purpose of projecting standardized incidence rates is that the counts, \( c_i \) or \( c_{it} \) have a Poisson distribution. Let \( c_T \) denote the total number of cases- sum of the \( c_i \) or \( c_{it} \) for \( i=1,2, ..., k \). Therefore, the underlying assumption for the estimation of the standard errors of predicted burden translates to the fact that the counts \( c_T \) have a Poisson distribution with parameter \( \theta_T \). Then the variance \([97]\) of \( c_T \) is \( \text{var}(c_T) = \text{var}(\theta_T) + E(\theta_T) \). Since \( \theta_T \) is an unknown parameter it is estimated from the data.

3.2.5 Analyzing the change in the annual number of cases of cancer

When forecasts of cancer burden are made, it is often interesting to try to find out potential factors that will cause a future rise or fall of the burden of cancer. In any case, population change and changes in the risk of cancer over time are some of the factors that might affect the future cancer burden. Population change refers to the change in the population age structure and population size. It is also called demographic change. In order to analyze the contribution of population changes and the change in the risk of cancer on the mean annual number of cases for the future, the difference between the
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projected number of cases of cancer and the observed mean annual number of cases for a known period is decomposed using an approach by Moller et al (2002) [136].

In the spirit of Moller et al (2002), let $N_{ras}$ be the number of cases given a cancer risk $r$ an age structure $a$ and a population size $s$ where $r$, $a$ and $s$ are levels of the period, $\theta$ for which we have cancer incidence data (the base of prediction) or the future period $f$ for which cancer incidence estimates are sought. In this context, $N_{000}$ is the expected number of cases applying the rates, age structure and population size of period $o$. Similarly, $N_{fff}$ is the predicted number of cases for period $f$. The quantity $\Delta_{tot} = N_{fff} - N_{000}$ is the total change in the annual number of cases and can be decomposed as follows:

$$\Delta_{tot} = N_{fff} - N_{0ff} + N_{0ff} - N_{000}$$

where

$N_{0ff}$ is the expected future number of cases when the present rates and age structure in period $\theta$ are applied

$\Delta_{risk}$ is the change in the annual number of cases due to change in cancer risk

$\Delta_{pop}$ is the change in the annual number of cases due to changes in age structure and population size

The change in the mean number of cases due to changes in age structure and population size can also be decomposed into two components, one due to the change in age distribution, the second due to changes in population size:

$$\Delta_{pop} = N_{0ff} - N_{000} = N_{0ff} - N_{00f} + N_{00f} - N_{000}$$

where $N_{00f}$ is the number of cases of cancer obtained by multiplying projected rates of future period $f$ by the age structure and population size of period $\theta$. 


4 SUMMARY OF RESULTS

4.1 Paper I: Estimation of HIV incidence in Malawi from cross-sectional population-based sero-prevalence data

The aim of the study was to develop a new method for estimating HIV incidence from cross-sectional sero-prevalence data.

We successfully devised a simple model in the form of a recurrence relation which aids in the estimation of HIV incidence for selected age ranges and prevalence for distinct ages. We fitted models for males and females separately. The Pearson Chi-square goodness of fit statistics of these separate analyses showed acceptable fit for both males (p = 0.930) and females (p = 0.564). Sensitivity analyses showed that for each of the eight sets of the mortality rates investigated in the sensitivity analysis, when the mortality rates were decreased or increased by a certain percentage, the FOI estimates also decreased or increased accordingly.

Our method is best suited for areas or countries where mortality data are available, but access to anti-retroviral therapy is a problem. The method can be easily extended to be used in a situation where anti-retroviral therapy (ART) is available.

The new method was applied to HIV sero-prevalence data from the Malawi Demographic and Health Survey 2010 (MDHS2010). Among males, the estimates of the FOI of HIV were 0.0063 (95% CI:0.0039-0.0089) for the 15-24 years age group, 0.0312 (95% CI:0.0225-0.0366) for the 25-34 years age group and 0.0158 (95% CI:0.0143-0.0281) for
the 35-54 years age group. Among females, the estimates of the FOI of HIV were 0.0225 (95% CI:0.0186-0.0263) for the 15-24 years age group, 0.0212 (95% CI:0.0140-0.0284) for the 25-34 years age group and 0.0211 (95% CI:0.0133-0.0289) for the 35-49 years age group.

The estimates of the prevalence of HIV at 15 years were 0.0035 and 0.0069 for males and females respectively.

Among males, the estimates of population incidence of HIV per 100,000 person-years were 616 (95% CI: 375-870 ) for the 15-24 age group, 2705 (95% CI:1946-3172) for the 25-34 group and 1336 (95% CI:1209-2374) for the 35-54 age group. For females, the estimates were 2031 (95 % CI: 1686 -2377) for the 15-24 age group, 1712 (95% CI: 1131-2294) for the 25-34 age group and 1732 (95% CI: 1090-2375) for the 35-49 age group.

The above age-sex specific HIV incidence estimates are higher among women than among men in the 15-24 age range (2031 vs 616), lower among women than among men in the 25-34 age range(2705 vs 1712) and higher among women in the 35-49 age range than among men in the 35-54 age range(1336 vs 1732). The lowest incidence for men is for the 15-24 age range and for women for the 35-49 age range. The lowest prevalence at age 15 is for males and the highest at the same age is for females.

4.2 Paper II: Risk factors of early sexual debut among men and women - a strong predictor of HIV and sexual risk in Malawi.

The aim of this study was to determine the risk factors of early sexual debut.

The significant risk factors of early sexual debut among men were secondary education ( AOR=0.577, 95 % CI : 0.394 - 0.846), Lomwe ethnicity (AOR = 1.671, 95% CI : 1.274 - 2.190), Islam (AOR = 1.560, 95% CI : 1.065 - 2.284), being married (AOR = 0.418, 95% CI : 0.324 - 0.538), being in a cohabiting relationship (AOR = 0.416, 95% CI : 0.294 - 0.589), being a widower (AOR = 0.104, 95% CI : 0.013 - 0.818) and the following birth cohorts :1965-1969 (AOR = 2.020, 95% CI : 1.273 - 3.301 ), 1980-1984
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There was a decreasing linear trend in the adjusted odds ratios with increasing level of education. The odds ratio for primary education was 1.151. For secondary education the odds ratio was 0.577.


The following dummy variables had both significant time and odds ratios: Lomwe ethnicity, being a muslim, the following birth cohorts :1968-1969,1980-1984, 1985-1989, 1990-1995 and being married.

Among women, the significant risk factors of early sexual debut among women were primary education (AOR = 0.540, 95% CI : 0.435 - 0.670), secondary or higher education (AOR = 0.200, 95% CI : 0.135 - 0.297), Lomwe ethnicity (AOR = 1.700, 95% CI : 1.250 - 2.313), other ethnic groups (AOR = 1.445, 95% CI : 1.054 - 1.980), other Christian denominations (AOR = 1.588, 95% CI : 1.275 - 1.977), Islam (AOR = 1.591, 95% CI : 1.074 - 2.357), being married (AOR = 0.582, 95%CI : 0.418 - 0.809), being separated (AOR = 0.522, 95%CI : 0.330 - 0.827), and consensual sex (AOR = 0.833, 95% CI : 0.700 - 0.992).
There was a decreasing trend in the adjusted odds ratios with increasing level of education. The odds ratio for primary education was 0.540. For secondary education the odds ratio was 0.200. The last birth cohort had a borderline p-value ($p=0.045$).

Central province, primary and secondary education had significant time ratios which were greater than 1. However, the time ratios for the following variables were significant but less than 1: Lomwe ethnicity, Yao ethnicity, Ngoni ethnicity, Other ethnicity, other Christian religions, being a Muslim, birth cohorts 1985-1989 and 1990-1995, being married, cohabiting, widowed, divorced and being separated.

Primary and secondary education had significant odds ratios less than 1 but significant time ratios greater than 1. Islam, other Christian religions, Lomwe ethnicity and other ethnicities had significant odds ratios greater than one. However, the corresponding time ratios were less than 1 and significant. Being married and being separated had both significant odds and time ratios which were less than 1.

When other covariates were added to the univariate logistic regression models, the parameter estimates changed. For the models fitted to males’ data, the parameter estimates for province, education, ethnicity, birth and marital status changed by 19% to 59%. The coefficients of place of residence and religion changed by 2% to 8%. For the models fitted to females data, the parameter estimates for Residence, province, religion, education, ethnicity, birth and marital status increased by 12% to 35%.

The aims of this study were to describe the patterns of occurrence of cancer during 1996-2005 and to predict the incidence and total burden of cancer for 2015 in Blantyre in Malawi.

According to our analyses, the mean annual number of cases of cancer diagnosed in Blantyre during 1996-2005 was 792. Out of the 792 cases, 410 (51.8%) occurred in men and 382 (48.2%) in women. Almost half of the cancers among men were Kaposi sarcoma. The highest percentage (27.5%) of cases among women was cervical cancer. AIDS-defining cancers comprised 59.5% of the male cancer burden and 63.4% of the female cancer burden.

Among men, the age-standardized (world) incidence rates of cancer were 50.5 per 100,000 for Kaposi sarcoma, 22.3 per 100,000 for oesophageal cancer, 6.6 per 100,000 for non-Hodgkin lymphoma, 4.4 per 100,000 for eye cancer and 56.7 per 100,000 for all other cancers combined.

Among women, the age-standardized (world) incidence rates of cancer were 26.4 per 100,000 for Kaposi sarcoma, 49.3 per 100,000 for cervical cancer, 14.6 per 100,000 for oesophageal cancer, 5.3 per 100,000 for non-Hodgkin lymphoma, 5.4 per 100,000 for eye cancer, 11.9 per 100,000 for breast cancer and 42.7 per 100,000 for all other cancers combined.

The estimated total number of cases assuming that the rates observed in 1996-2005 would continue to 2015 is 1240. 618 (49.8%) are predicted to occur among women and 622 (50.2%) among men. The estimated burden of cancer for 2015 based on model-based trends is 2370 cases. Of these, 1147 (48.4%) will occur among men and 1223 (51.6%) among women. The numbers of non-Hodgkin lymphoma, eye cancer and other cancers combined among men are projected to have the greatest increase of over 200% between
Among women, the numbers of non-Hodgkin lymphoma, cervical cancer, eye and other cancers combined among men are projected to have the greatest increase of over 200% between 1996-2005 and 2015. Thus the lower limit of the projected cancer burden for 2015 is 1240 and the upper limit is 2370.

Age-incidence curves showed that for Kaposi sarcoma and cancer of the eye, incidence was greatest in the age group 35-44 in both sexes. For oesophageal cancer (men and women), breast (women) and cervical cancer (women) and other cancers (men and women), the incidence continued to rise with increasing age. The cancer-specific trends were generally increasing in both sexes between 1996 and 2005, although there was considerable year-on-year random variation evident in the trends.

In men, the age-standardized incidence rates of Kaposi sarcoma, non-Hodgkin lymphoma, oesophageal and eye cancer are predicted to increase. Similarly, in women the age-standardized incidence rates of non-Hodgkin lymphoma, oesophageal and eye cancer are predicted to increase. However, the age standardized incidence of Kaposi sarcoma in women is predicted to be constant up to 2015. In both sexes, the incidence rates of all other cancers are also predicted to increase. There were large year-to-year variations in the 1996-2005 trends of the age-standardized incidence rate of Kaposi sarcoma in men and other cancers but these are unlikely to cause similar changes in incidence.
5 Discussion

We aimed at developing a new method for estimating HIV incidence from cross-sectional sero-prevalence data accounting for differential mortality and to apply the method on data from Malawi, to determine the risk factors of early sexual debut, to describe the patterns of occurrence of Kaposi sarcoma, non-Hodgkin lymphoma, esophageal cancer, eye cancer, breast cancer, cervical cancer and all other cancers combined among the population of the Blantyre district of Malawi, and to predict the burden of cancer for 2015 on the basis of projected population changes. This section contains the methodological considerations and discussion of results of each of the papers included in this thesis.

5.1 Methodological Considerations

5.1.1 Estimation of HIV incidence from sero-prevalence data—Paper I

Klaus Langohr’s review gives an overview of different methods for computing incidence from prevalence data [51]. Our model is also used for the same purpose but seems to overcome several of the limitations of previous approaches. Leske et al (1981)’s method assumes non-differential mortality, lifelong duration of the disease and stable disease in a stable population [94]. The model uses grouped prevalence data to estimate incidence. This model is not appropriate for AIDS because HIV infection affects mortality. The rates of mortality due to HIV are usually higher than natural mortality rates. Grenfell and Anderson (1985)’s model [77] also uses this same assumption which holds for measles but does not hold for HIV infection. Podgor and Leske (1986)’s model estimates incidence using grouped data and using the assumption of differential mortality [120].
This model was validated by Saidel et al (1996) [49]. The rate of HIV infection is assumed constant within age bands. The rates of natural and HIV mortality are also assumed constant within age bands. The time to death and time to infection within age bands are assumed to be exponentially distributed. One serious drawback is that the model can produce negative estimates of incidence if the prevalence at older ages is strikingly less than than the prevalence at younger ages [49]. Besides, while this method may be appropriate for estimating HIV incidence, given grouped age-specific sero-prevalence data, the incidence for the last age-group is never estimable directly. To illustrate this point, consider the data which Podgor and Leske (1986) used for testing their model. The data consist of grouped estimates of the prevalence of senile cataracts. Age is grouped into 53-57, 58-62, 63-67, 68-72, 73-77, 78-82. The data are reproduced in Table 2 below.

Table 2: Age-specific prevalence data of senile cataracts

<table>
<thead>
<tr>
<th>Age group</th>
<th>N</th>
<th>Senile cataracts(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>53-57</td>
<td>480</td>
<td>0.0123</td>
</tr>
<tr>
<td>58-62</td>
<td>583</td>
<td>0.0281</td>
</tr>
<tr>
<td>63-67</td>
<td>467</td>
<td>0.0469</td>
</tr>
<tr>
<td>68-72</td>
<td>316</td>
<td>0.1048</td>
</tr>
<tr>
<td>73-77</td>
<td>256</td>
<td>0.138</td>
</tr>
<tr>
<td>78-82</td>
<td>123</td>
<td>0.3242</td>
</tr>
</tbody>
</table>

Source: Podgor and Leske (1986)

Using their method, Podgor and Leske (1986) estimated the incidence of senile cataracts for all age groups except the last age group, 78-82. The fact is that structurally it is impossible to estimate the incidence of the last age group directly. Another drawback is that the first or last age group can be open-ended thereby making estimation of incidence difficult. Another extension of Podgor and Leske (1986)’s model is Misiri (2014)’s model [118]. This method also adjusts for differential mortality and uses grouped sero-prevalence data. The provision of ART is also adjusted for in the model. However, it has the same drawbacks as Podgor and Leske (1986)’s model. Rajan and Sokal
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(2010)’s method is an extended version of Leske et al (1981)’s method. This method has the same drawback as Podgor and Leske (1986)’s method in that given grouped data, the incidence can never be computed for the last age group. It is also based on several assumptions some of which are about HIV and natural mortality rates. These assumptions about mortalities are imprecise and dubious. Another method by Gregson et al (1996) [137] adjusts for mortality from infection but natural mortality is never adjusted for. Besides extra assumptions meant to accommodate the incorporation of survival analysis techniques are needed. Their model is too mathematically complicated to be understood by the average reader. Our model adjusts for both natural and HIV mortalities and is simple.

Williams et al (2001) proposed a mathematical method for estimating incidence from prevalence data from a single cross-sectional survey combined with the growth rate of an HIV epidemic [91]. Our method is simpler than theirs. This approach cannot be used when growth rates are not available. We also note that when such estimates are available, they will carry additional uncertainty with them, which can render incidence prediction more uncertain. In our model, we use natural and HIV mortalities as well as age-specific sero-prevalence data. In summary, whilst other methods for estimating HIV incidence from sero-prevalence data exist, our approach allows us to estimate incidence and prevalence at the same time, makes less assumptions, uses data which are easier to obtain and has several advantages as mentioned above.

Our method can be used in areas where ART provision is non-existent or coverage is incomplete. This type of setting is not an artifact. There are many countries out there with very low ART coverage or no coverage at all [18]. In fact, by 2014, in about 80% of the countries with data on provision of ART, coverage was below 50% [18]. This means that for very big countries with low ART coverage, it is still possible to find regions within such countries where ART provision is non-existent. In fact, as long as the world has poor countries, there will always be countries or regions where ART coverage is incomplete. Provision of ART is done within the framework of a functioning health system with an ideal number of health facilities and a good road network. Western countries are wealthier than most developing countries so they have functioning health
systems with good numbers of health facilities and the necessary resources to enable them to roll out the provision of ARVs to those who need them. In poor countries, the situation is different. Most countries like Malawi rely on donor support. Funds that countries are given are usually spent on essential services which do not always include the purchase of drugs for treating HIV-positives. In other words, because of the scarcity of resources, the priority in resource allocation may not be the purchase of medication for treating HIV patients. Therefore it is still possible to find countries with some regions with no ART provision.

In low resource settings, health facilities are rare and often widely scattered. The availability of skilled health workers is also a challenge. Coupled with lack of transport for reaching out to remote places without health facilities, distribution of ARVs to those in need can be a big problem. Consequently, coverage of the provision of ART in many low resource settings may be incomplete. In such places where ARVs are not provided to the sick, the model can still be used to estimate HIV incidence.

Our model can be extended to accommodate other scenarios like a situation where HIV incidence estimates are needed in an area where HIV positives are on ART. In fact, currently, we are working on extending our model to accommodate other scenarios like in the situation where HIV incidence estimates are needed in an area where HIV positives are on ART. A working document is currently available, Misiri (2014), which extends Podgor and Leske (1986) adjusting for provision of ART [118], and a paper will be submitted in the near future.

Our model is more realistic than the model of Grenfell and Anderson (1985) and all other catalytic models because it adjusts for both natural and HIV mortalities. HIV greatly increases mortality rates. HIV mortality rates are often higher than natural mortality rates. If HIV positive individual persons die, they no longer have the capacity to infect others. The proportion of HIV positive persons is reduced in the population. On the other hand deaths of HIV negative persons reduce the proportion of susceptibles. Both deaths affect a sexual network. HIV is spread within a sexual network comprising those who are HIV positive and those who are HIV negative.
The underlying assumptions on which our model is based are the steady state assumption (endemic equilibrium of HIV), time homogeneity of prevalence and incidence, piecewise constancy of the FOI, differential mortality and irreversibility of disease or infection.

The assumption of endemic equilibrium is tenable as HIV has been in the Malawi population since 1985. In fact, HIV is endemic in Malawi [138, 139]. However, it is not possible to test this assumption using data from a single cross-sectional sero-prevalence sample. The assumption of time homogeneity of prevalence and incidence is untestable from our data. However, this is a necessary simplifying assumption. Given data from a single cross-sectional sample, it is difficult to separate the effects of age and time. In that case, the only option left is to assume either age-dependency or time-dependency but not both. Some have succeeded in formulating models for estimating age and time dependent incidence [140]. However, such examples are very few. For infectious diseases, the reality is that the rate of infection is usually both age and time dependent [140].

The assumption of time homogeneity is also implicit in the models of Podgor et al (1986), Leske et al (1981) and Rajan and Sokal (2010). The assumption of piecewise constancy of the FOI is ideal and helpful as it helps us to have a monotonic FOI. When we categorise age into age bands and assume the FOI to be constant within these age ranges, we have enough data in each age band to enable us to achieve convergence during maximisation of the likelihood function. This is important when the data are sparse. However, in real-life situations, a very wide age range can comprise several cohorts with different rates of infection. In that case, the assumption of constancy of the FOI is unrealistic. We assumed the FOI of HIV to be constant within the age ranges 15-24, 25-34 and 35-54 (males) or 35-49 (females). Our choice of age categorisation was guided by facts. The age range 15-24 comprises adolescents who are usually sexually active. The age range 25-34 is associated with a very high HIV prevalence in Malawi. Having determined the first two age categories, the last category for each sex is easy to fix. Our age categorisation for the piecewise constancy of the FOI has a sound basis as it is based on knowledge of what happens in real-life situations. The assumption of differential mortality is valid. In any setting where there are both HIV positive and HIV negative persons, mortality due to HIV is usually higher than natural mortality.
The implicit assumption of irreversible infection is valid. Once a person is infected with HIV, he or she can never be cured.

The assumptions of time homogeneity and piecewise constancy of mortalities were implicit in the presentations of the mortalities from the source documents. The natural and HIV mortalities were grouped. The age groups were 15-19, 20-24, 25-29, 30-34, 35-39, 40-44, 45-49 and 50-54. The assumptions are untestable. Both assumptions can be said to be valid because the widths of the age groups are narrow (5 years). In such a narrow width, rates can be expected to be constant and independent of time. The configuration of the mortality data is not a necessary requirement for fitting the model. Even if we had single age mortality rates, it would have been possible to fit our model.

In Paper I, we give estimates of standard errors of parameters obtained through bootstrapping. Although the model was fitted in R, it can be fitted on any platform apart from R where optimization is possible. Examples of such software are STATA, SAS and SPLUS. R has several optimizers one of which is the function `nlm`. This function has a routine for computing the Hessian matrix of parameters during maximization. The inverse of the Hessian matrix is the variance-covariance matrix of the parameter estimates. Therefore, on the diagonal of the inverted Hessian matrix are the standard errors of parameter estimates. However, in general, in other software the availability of inbuilt routines for computing the Hessian matrix for parameter estimates during optimization can never be guaranteed. The standard errors obtained from `nlm` are maximum likelihood estimates. Maximum likelihood estimates have well-known nice statistical properties. In the paper, we only present bootstrap standard errors because given the option of choosing between using bootstrapping and maximum likelihood estimation to estimate standard errors, the average data analyst would opt for maximum likelihood because it is the popular option. Our model was fitted in R by writing some code which was then run. In order to be independent of our R implementation, we decided to present in our paper the bootstrap standard errors only. In any case, the main objective of estimating standard errors is to provide an estimate of uncertainty and to provide an idea of the precision of estimation for a model. So if two methods give similar estimates, it’s a confirmation that estimation of standard errors is being
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done correctly. The estimates of standard errors of parameter estimates from maximum likelihood and bootstrapping were similar.

In Table 2 of Paper I, there is a misprint in relation to the way the columns containing the natural and HIV mortality rates are labelled. The third and fourth columns should be labelled correctly as "Natural mortality rates". The fifth column should be labelled correctly as "HIV mortality rates".

5.1.1.1 Limitations in Paper I

There are several limitations of the mathematical model in Paper I. The steady state assumption is one of them. The assumption restricts the use of our model to populations where the spread of HIV is in endemic equilibrium. Although HIV is prevalent in many parts of the world, the extent of the spread of HIV varies from country to country such that HIV is not necessarily endemic in all countries of the world where it is prevalent.

Another limitation which might have affected our HIV incidence estimates is the assumption of time-homogeneity. HIV is spread through hetero-sexual contact. The rate of contact between the infected and the HIV negatives is an important factor in the spread of HIV as it affects the FOI. The influence of time on the contact rate can never be completely ruled out. For instance, during religious, political, sports or arts festivals and some popular holidays (for instance New Year’s Day), the contact rate between HIV positive and HIV negative persons tends to be high. In such cases, the rate of HIV infection can increase. It is worth noting that these festivities are scattered unevenly in the year. Therefore, the rate of HIV infection in a year may depend on the actual time of the year apart from the age of members of the population.

In a cross-sectional sero-prevalence sample, it is not possible to disentangle the effects of time and age when estimating incidence of infection from current status data [47]. Therefore, estimation of incidence is accomplished by assuming, plausibly, that time-dependence does not exist. This assumption is necessary. Note that it is still possible to formulate a mathematical model for estimating incidence from current status data assuming both time and age dependency. Ades et al (1993) devised a model for esti-
mating incidence of toxoplasmosis from cross sectional prevalence data assuming time and age dependency [140]. Using their model, Ades et al (1993) demonstrated that ignoring time-dependence in the estimation of the incidence of toxoplasmosis introduces bias in the estimates [140]. Apart from Ades et al (1993), Keiding et al (1996) also proposed a mathematical model for the relationship between age and time dependent incidence, prevalence and duration [83]. This model is a potential building block for a model for estimating age and time dependent incidence from cross-sectional data. The time-homogeneity assumption is popular and has been used by Podgor and Leske (1986), Grenfell and Anderson (1985) and Leske et al (1986). It is fairly easy to formulate a model for estimating incidence from cross sectional data by using the simplifying assumption of age-dependence only.

The piecewise nature of the FOI are also a limitation of our model. In a narrow age-band, it is plausible to assume the constancy of the rate of different events like HIV infection, natural and HIV-associated mortality because not much happens in a narrow time period. However, in a wide age band, constancy of the rate of occurrence of different events is not necessarily guaranteed because of the possibility of having mixed age-cohorts with different rates of HIV infection. Since sexual practices differ across cohorts, the rate of HIV infection can not be safely assumed to be the same for different age cohorts within the same age band. For instance, a 15-34 year age band includes the cohorts of teenagers aged 15-19 years, young adults aged 20-29 years, and adults aged 30-34 years all whose levels of sexual activity and sexual practices may not be similar. The rates of HIV infection may also not be similar. This implies that even though our categorisation of age into age groups in which the FOI was constant was based on facts, the widths of the age groups may have been a limitation.

Another limitation of the model is that it can only produce reliable estimates of HIV incidence given good sources of mortality rates. Therefore, to get the best results from the model, reliable estimates of natural and HIV mortality rates are needed.
5.1.2  Risk factors of early sexual debut among men and women - a strong predictor of HIV and sexual risk in Malawi.

Paper II

Exploratory analyses were performed for Paper II. The analyses included the model-building process. Using the likelihood ratio test, variables were added one at a time in the model. For each variable added to a model, the reduction in deviance was noted. Variables which when added to a model resulted in a significantly big reduction in deviance were retained in the model. At the end of the model-building process, for each gender, there were final survival and logistic regression models.

The explanatory variables for the final survival and logistic regression models in Paper II were all categorical. These are listed below with their respective categories or levels:

Ethnicity (1 = Chewa, 2 = Tumbuka, 3 = Lomwe, 4 = Yao, 5 = Sena, 6 = Ngoni, 7 = Other ethnic groups)

Region (1 = North, 2 = Centre, 3 = South)

Place of residence (1 = Urban, 2 = Rural),

Religion (1 = Catholic, 2 = CCAP, 3 = SDA, 4 = Other Christian, 5 = Moslems, 6 = Other)

Education level (1 = No education, 2 = Primary education, 3 = Secondary or higher education).

Whether first sex was consensual (1=No, 2=Yes)

Birth cohort


Marital status (1=Never married, 2=Married, 3=Cohabiting, 4=Widowed, 5=Divorced,
6=Separated)

The categorical variables have different reference levels. The reference levels were chosen for
different reasons. The reference category for ethnicity is Chewa. The Chichewa ethnic

group was chosen since it is well known in Malawi because of the Chichewa language
and Chewa traditional dances. Chichewa is widely spoken in all provinces of Malawi.

Besides, for many years, senior secondary school students were taught the culture of the
Chewa ethnic group from a book titled "Kukula ndi Mwambo" as part of Chichewa
literature. The material was examinable. Consequently the Chewa are a well-known
ethnic group. It is better to choose a well-known ethnic group than to choose a lesser
known ethnic group in Malawi as the reference. The Northern Province was chosen
as the reference category for Province because it stands out due to its culture which
differs substantially from the culture prevalent in the Central and Southern Provinces.

Besides, it is the least developed of all provinces in Malawi. Urban residence was chosen
as the reference category for place of residence because of its unique characteristics.
Urban areas are associated with affluence, advanced levels of development and high
economic status. The rural areas are relatively poor and less developed. Most people
live in the rural areas. The reference category for religion is the Catholic church. This
is the denomination which has the biggest number of members in Malawi. Besides, it
is the most popular Christian denomination in Malawi. This is why it was chosen as
the reference category for religion. The reference category for level of education was No
education. This was chosen as the reference because in Malawi the literacy rate is low.
Consequently, a reasonable proportion of the population is uneducated. In addition to
this, people with some education are expected to know more about the world around
them and to be easily teachable. By default, people have high expectations from the
educated than from the uneducated. Therefore educated people are a distinct stratum
in society. The reference category for whether first sex was consensual or not was "No, first sex was not consensual". Consensual sex is a normal occurrence as two individuals have to agree to engage in a sexual act without using force or coercive tactics. On the other hand forced or coercive sex is considered unusual and by setting "No, first sex was not consensual" as the reference category, the odds of early sexual debut among those whose first sexual encounter was consensual can then be interpreted easily in comparison to the odds of early sexual debut among those whose first sexual encounter was not consensual. For marital status, the reference category was the Never married category. Marriage is an institution full of experiences. Married people go through many challenging and interesting situations which shape their understanding of the world around them, interpersonal skills and how to handle different situations. Marriage helps in honing people’s abilities in handling different situations. For these reasons, married people or those who have at least been married before are a different stratum in society when compared to those who have never been married before. It therefore makes more sense to use the Never married category as the reference in order to facilitate comparisons of odds of early sexual debut. The first level for birth cohort among males was 1955-1959. Among females, the first level for birth cohort was 1960-1964. The choice of the first birth cohort was motivated by the amount of available data. For instance, the earliest year of birth among males was 1955. Among females the earliest year of birth was 1960. The first birth cohorts among males and females were chosen as reference categories in order to make comparisons of odds of early sexual debut easy and to be able to detect changes in sexual habits through cohorts. Government policies change with time. Culture and customs also change with time due to different reasons. Culture may be modified to suit modern understanding and events. For example, in many ethnic groups in Malawi, according to old customs when a married man died, his brother inherited his wife. However, nowadays because of the AIDS pandemic, many people have contracted HIV and eventually died of AIDS because of following this custom. Consequently, this custom has been discouraged and is being discontinued by many ethnic groups. Setting the first birth cohort of each gender as the reference category makes comparisons of odds of early sexual debut for different cohorts easy because the odds of early sexual debut for each birth cohort are compared to the odds of early sexual debut for the first cohort. In that way, changes in sexual habits through birth cohorts can be detected.
Following the choice of reference categories, the above explanatory variables were coded again to facilitate modeling in STATA. From each categorical variable, several indicator variables were constructed using dummy variable coding. To perform regression analyses in STATA with dichotomous or polytomous categorical explanatory variables so that the results are easy to interpret, the qualitative covariates must be changed into indicator variables. If a categorical variable is coded such that its categories are assigned codes in ascending or descending order then STATA will take the variable as quantitative. It is then used in fitting a model as it is. Thus for each qualitative variable, there is one corresponding parameter estimate. This makes interpretation of parameter estimates difficult. To recode a qualitative variable into indicator variables we proceed as follows. Consider a generic qualitative variable X with k categories. Using dummy coding, such a variable will be coded into a dummy vector with q = k-1 components. If the variable is X, the new components of the dummy vector after coding will be \( X^{(1)} \), \( X^{(2)} \), ..., \( X^{(q)} \). [91]. If the values 0 and 1 are used in the coding then the \( j^{th} \) component of the dummy vector will assume 0 or 1 as follows:

\[
\begin{align*}
X^{(j)} &= 1 \text{ if category } j \text{ is observed} \\
X^{(j)} &= 0 \text{ if otherwise} \\
&\text{ for } j = 1, 2, \ldots, q
\end{align*}
\]

The choice of reference category affects the way results from the analysis of data will be interpreted. If the \( k^{th} \) category is the reference category then X will be a vector of zeros. For instance, consider Province which has three categories and is coded thus: 1 = North, 2 = Centre, 3 = South. If we set the North to be the reference category, then using dummy coding, Province becomes

\[
\begin{align*}
X^{(2)} &= 1 \text{ if category 2 (Centre) is observed} \\
X^{(2)} &= 0 \text{ if otherwise} \\
X^{(3)} &= 1 \text{ if category 3 (South) is observed} \\
X^{(3)} &= 0 \text{ if otherwise}
\end{align*}
\]
When the first category (North) is observed, X becomes the zero vector because the first category is the reference category.

The explanatory variables in Paper II are a mixture of ordinal and nominal variables. Ordinal variables are education and birth cohort. Nominal variables are residence, province, marital status, religion, ethnicity and whether first sex was consensual or not. When an ordinal variable is included in a regression model as a covariate, it can be treated as nominal or ordinal. If it is treated as ordinal, scores are assigned to the various categories of the variable in ascending or descending order according to context. When the regression model is fitted, the effects of that ordinal variable are given as one parameter estimate. However, if the ordinal variable is treated as a nominal variable, it can be recoded into indicator variables and interpretation is usually based on odds ratios. In that case, interpretation is easy. In Paper II, we chose the second option because odds ratios are easy for readers to understand. That is why both birth cohort and education were treated as nominal. Nevertheless, the concept of trend can still be captured by the linearity of the odds ratios of categories bar the reference category.

Paper II has unadjusted and adjusted analyses resulting in many p-values. Therefore, there is the problem of multiple testing. Where there is multiple testing, there is the possibility of incorrectly rejecting the null hypothesis when there is no real effect. The false discovery rate (FDR) is the expected proportion of erroneous rejections among all rejections [141]. There is a method for correcting for multiple testing called the Benjamini-Hochberg (BH) procedure [141]. The Benjamini-Hochberg procedure corrects for the family wise detection error rate. The stats libraries of R-3.2.1 and R-3.2.3 have a function for performing corrections for multiple testing called p.adjust. The input to p.adjust are p-values from a multiple testing scenario and the output are p-values corrected for multiple testing.

When all the p-values in Paper II are corrected for multiple testing using a false discovery rate of 5%, all previously adjusted results (time ratios and odds ratios) which were not significant are still not significant. However, among men the following indicator
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variables which were significant in the multivariable logistic regression model are now not significant: being a widower (corrected p-value = 0.061) and being a member of other Christian religions (corrected p-value = 0.049). Among women, after correcting for multiple testing, the following indicator variables which were significant in the multivariable logistic regression model are no longer significant: Whether first sex was consensual (corrected p-value = 0.078), birth cohort 1990-1995 (corrected p-value = 0.083) and other Christian religions (corrected p-value = 0.051). For the crude analyses, the following indicator variables which were significant among men in the univariate logistic regression models are no longer significant: Sena ethnicity (corrected p-value = 0.078). Among women after correcting for multiple testing, the following unadjusted results in the univariate logistic regression modeling were significant but are now not significant: Central Province (corrected p-value = 0.052) and birth cohort 1985-1989 (corrected p-value = 0.083). Furthermore, the following indicator variables which were significant in the univariate accelerated failure time models are not significant: Tumbuka ethnicity (corrected p-value = 0.074) and 1985-1989 birth cohort (corrected p-value = 0.083).

In summary, FDR, therefore, indicates that several of the findings could well be false discoveries, due to multiple testing. However, several of our findings remain significant also after FDR correction. In particular the most important effects which we found are still significant.

To control for confounding in the analysis, all covariates were included in the regression and survival analysis models. For the models fitted to males’ data, the parameter estimates for province, education, ethnicity, birth and marital status have changed by about 19% to 59%. The coefficients of place of residence and religion have changed by about 2% to 8%. For the models fitted to females’ data, the parameter estimates for Residence, province, religion, education, ethnicity, birth and marital status have changed by about 12% to 35%. The magnitude of these changes in parameter estimates point to presence of confounding effects which were eventually controlled for in the adjusted analyses.

The methods used in Paper II are conventional statistical approaches used by many in research. In the paper we give estimates of time ratios. Mkandawire et. al (2012) also used time ratios to analyse early sexual debut in the context of orphanhood status [102].
Whereas we analyzed nationally representative data, Mkandawire et. al (2012)’s data were from the Northern Province of Malawi.

The discussion of results of Paper II in Subsection 5.2.2 is based on the interpretation of adjusted odds ratios. We adopted the interpretation of adjusted odds ratios from logistic regression suggested by Hosmer and Lemeshow (1989) [142]. About this, on pages 41-42, Hosmer and Lemeshow (1989) say that ”The odds ratio is a measure of association which has found wide use, especially in epidemiology, as it approximates how much more likely or unlikely it is for the outcome to be present among those with $x = 1$ than among those with $x = 0.”

5.1.2.1 Limitations in Paper II

There are several limitations in Paper II. The main limitation is the data analysed. Firstly, the data on first sex were collected from survey respondents through recall. The respondents were aged between 15 and 54 years at most. The wide age-range implies that the variations in ages of respondents is quite big. This means that some respondents were interviewed at relatively old ages. In such cases, there is the problem of memory lapse. Therefore, recall bias could be a potential limitation. Probably, because of recall bias, our estimates of odds and time ratios may have been biased. Furthermore, the data were collected after some persons had already had sexual debut. Had the data been collected prospectively, it would have been easy to know the influence of some modifiable factors on sexual debut. Religious affiliation, province and place of residence, for example, can change with time. Therefore, it is quite possible that by the time some respondents of the MDHS2010 survey were interviewed, they might have changed religious affiliation, province of residence and place of residence several times. In that case, the real effects of religion, province of residence and place of residence can not be estimated accurately.

Secondly, the time-to-first sex data are discrete-survival time data. However, we used survival analysis techniques (accelerated failure time (AFT) frailty models) for continuous time-to-event data to estimate time ratios. Our use of the AFT models was justified. Firstly, Atuhaire (2011) also used continuous time survival techniques to analyse current
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status data on sexual debut which were discrete [143]. Secondly, the age-specific FOI can be computed from sero-prevalence data which is current status data. The ages are often discrete. Thirdly, on pages 41 and 81, Hens et al (2012) equate the age-specific FOI to the hazard function of continuous event-time survival analysis [85]. So the FOI estimated from current status data is the hazard function which we estimate from continuous time survival data. Fourthly, Sun (2006) presents and illustrates the analysis of discrete event times from current status data using proportional hazards models (on page 99), proportional odds models (on page 107) and additive hazards models (on page 112) [144]. All these statistical models are usually fitted to continuous event-time survival data. Lastly, Lindsey (1996), on page 26, clearly states that "Empirically, any random variable, Y, can only take discrete values defined by the unit of measurement". This statement implies that when we take measurements of Y using some unit of measurement Δ and get $y_i$, the reality is that $y_i - \frac{\Delta}{2} \leq y_i \leq y_i + \frac{\Delta}{2}$. This is so because all empirical data are measured with finite precision. Apparently, there is no practical difference between discrete and continuous survival time data as far as empirical data are concerned. Therefore the use of continuous-time survival analysis techniques like the AFT frailty model to analyse discrete-time survival data is justified. Although this is so, there are approaches specially tailored for analysing discrete time survival data. According to these approaches, discrete survival data are analysed using logistic regression models. The problem is that when these approaches are used, time ratios are not estimable. This is one reason why we never used them in Paper II. Furthermore, to use the discrete-time survival analysis models, the data have to be expanded in a special way. This creates a very big problem if the event times are big. In that case, one small data set with a few records can translate to a big data set with tens of thousands or even a million of records after expansion. This is a big challenge when fitting models since many laptops have limited capacity to handle big data. This is the second reason why discrete-time survival models were not used to analyse sexual debut data. The problem of big data after data expansion will be illustrated using a hypothetical example. Other examples are in the Sabre R Users Manual [145] on page 138 and in Rabe-Hesketh and Skrondal (2008) [146] on page 337. Suppose we have hypothetical data of time to recovery after admission in hospital. The data comprise three variables namely the Patient Id, Time to recovery (in days) denoted as Time and Whether patient recovered or not.
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denoted by Status. Table 3 below contains the data.

Table 3: Hypothetical discrete event time data

<table>
<thead>
<tr>
<th>Patient Id</th>
<th>Time</th>
<th>Status(1= Recovered, 0=Censored)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

To expand these data, create a variable Y which stands for outcome of admission in hospital. Let Y=1 denote that a patient recovered and Y=0 denote that by the time data were collected the patient was censored. Each time to event, t, will be decomposed into 1, 2,3,...,t. For each patient, the decomposed event time is listed against the corresponding Patient Id. If the patient recovered, the numbers 1 , 2, ..., t-1 will have a corresponding Y value of 0 but the last number, t, will have a Y value of 1 corresponding to it. If the patient was censored, the numbers 1,2,3, ..., t will all have a corresponding Y value of 0. When the hypothetical data are expanded as explained, one gets the data in Table 4 below.

Table 4: Hypothetical discrete event time data after expansion

<table>
<thead>
<tr>
<th>Patient Id</th>
<th>Time</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

Details concerning fitting the logistic regression models on expanded data as explained above are in Rabe-Hesketh and Skrondal (2008) [146] on pages 331-372. The structure and parameterisation of discrete and continuous survival time models are different. Per-
haps, we would have obtained different time ratios, had it been possible to estimate
time ratios using discrete time survival techniques. Perhaps our estimated time ratios
are biased. In that sense, our use of continuous time analysis techniques on discrete
time survival data could be a potential limitation.

Although there are limitations in our analyses in Paper II, there are some advantages
associated with the methods in Paper II and the analyses. Our main objective in Pa-
per II was achieved by using logistic regression models. Logistic regression models are
standard approaches for modelling a binary response and several explanatory variables.
Therefore, we used appropriate methods to determine risk factors. The only contra-
indication against using logistic regression models is when data have too many zero
frequencies. There was no problem of zero frequencies since our sample sizes were very
big. Our data were from a multistage cluster sample. Weighted logistic regression uses
sampling weights to account for the sampling process [147] and clustering effects. This
means that in our analyses for Paper II, clustering was adjusted for. Apart from cluster-
ing, logistic regression models also control for confounding. Consequently, we were able
to control for confounding effects as evidenced by the sizes of the percentage changes in
parameter estimates when covariates were added to univariate logistic regression models
as explained above. Logistic regression models produce odds ratios which are easy to
interpret and understand. We interpreted odds ratios in our analyses. Our data has
discrete event times. Time ratios were computed using AFT models as secondary anal-
yses. As explained above, there is no problem in using AFT models on discrete-event
times as there is no difference between continuous event time and discrete event time
data. Time ratios are easily obtainable as optional output from AFT models if models
are fitted in STATA. The AFT models also controlled for clustering effects.

5.1.3 Projections of standardized incidence rates of cancer and
cancer burden for 2015- Paper III

During preliminary analyses for Paper III, several models were fitted and compared.
There are several methods for choosing the best model from several models based on
the likelihood function. We will mention only two. One method is the likelihood ratio
test where an assessment is made of the change in deviance as variables are added to the
model. An application of this approach in the context of finite mixtures is in Misiri and Edriss (2012) [148]. Another method is called the Akaike Information Criterion (AIC). The AIC is given as $AIC = \text{Deviance} + 2p$ where $p$ is the number of parameters in the model. An alternative formula [124] for the AIC is $AIC = -2\log L + 2p$ where $\log L$ is the logarithm of the likelihood function.

Some statistical packages produce AICs as output. Examples of software which produce AICs as output are the obsolete GLIM4, SAS and STATA. When choosing the best model using the AIC, several models are fitted and the AIC is computed for each one of them. The model with the smallest AIC is the best model. Note that even models which are not nested can still be compared using the AIC[100]. In Paper III, models of best fit were selected using the AIC. Except for Kaposi sarcoma among females, the final model fitted to cancer data was $E \left( \frac{c_{it}}{n_{it}} \right) = \alpha_i + \beta_i t$. For Kaposi sarcoma among females the model fitted was $E \left( \frac{c_{it}}{n_{it}} \right) = \alpha_i + \beta t$. Note that this model constrains all age groups to share the same slope, $\beta$.

There were missing values of age in the cancer data analyzed for Paper III. Methods for handling missing data are many but include multiple imputation and complete case analysis. Most of them are built in statistical software. Missing values are best handled using built-in routines. In R for example, multiple imputation is feasible using the `mice` library. In Paper III, corrections for missing values were performed only for the empirical estimates of age standardized rates for all ages combined by multiplying them by $\frac{T}{K}$, where $T$ is the total number of sex specific cancer cases and $K$ is the number for which age is not missing. Further handling of missing values when modeling was not possible since special STATA routines called ados were used for fitting time-linear models. These routines can never be modified by a user. Therefore, the extrapolation models could only be fitted as programmed leaving no room for modification. Consequently, implementation of other methods of handling missing values in the models was not possible.

Our predictions are not perfect but they can serve as a guideline to provide an impression of what cancer burden is in Blantyre, Malawi. The models used for predicting cancer bur-
den in this paper are fitted using STATA routines. The output gives standard errors of prediction and corresponding 95% prediction intervals. The prediction interval of each estimate is computed using the formula: $(\text{Estimate} - 1.96 \times \text{SE}, \text{Estimate} + 1.96 \times \text{SE})$ where SE is the standard error of an estimate of cancer burden. In this way, prediction uncertainty is estimated and used in the presentation of results. To save space, the actual standard errors were not included in Table 2 of Paper III. Only prediction intervals based on those standard errors were included. The reader who wants to know the actual standard errors of each estimate of cancer burden for 2015 should work backward from the lower and upper limits of the intervals. In that case, the standard error of each estimate of cancer burden is equal to half of the width of an interval divided by 1.96.

The trends of Kaposi sarcoma, non-Hodgkin lymphoma, eye cancer, oesophageal cancer, cervical cancer, breast cancer and all other cancers combined are described in Paper III. The burden of these cancers is also estimated. The cancer types in our article have very different incidence, prevalence, treatment, and prognosis. The analyses in Paper III are predominantly descriptive. Such descriptive analyses are common in the field of descriptive cancer epidemiology. In descriptive cancer epidemiology, it is possible to have a research article containing the analysis of data on several cancer types. Examples are Cvancarova et al (2009) [149], Cvancarova et al (2013) [150], Dudarev et al (2013) [151], Yang et al (2004) [152] and Moller et al (2002) [136].

Firstly, Moller et al (2002) is a massive research article with 96 pages published in a reputable European journal. In this article, cancer trends were analysed, future burden estimated and an analysis of the possible demographic effects on the annual number of cases in Scandinavian countries presented. Nineteen cancer types as well as all other cancers combined were analysed for Finland, Norway, Denmark and Sweden. Moller et al (2002)’s report presents results from the analyses of data from Scandinavian cancer registries. In their analyses, Moller et al (2002)’s used age-period-cohort models. Secondly, Dudarev et al (2013) is an analysis of cancer incidence and mortality in Chukotka, Russia. This paper presents results of the analysis of aggregated cancer data extracted from annual statistical reports of the P.A. Hertzen Research Institute of Oncology in Moscow [151]. Dudarev et al (2013) never used statistical models to estimate incidence.
and mortality rates of 10 cancers. Thirdly, Cvancarova et al (2009) analysed data on at least three cancers and the results are in one article [149]. In another research article, Cvancarova et al (2013) analysed data on 23 cancers and the results are published elsewhere [150]. These two research articles plus two more [153] are included in Milada Cvancarova’s PhD thesis [154]. Lastly, Yang et al (2004) analysed data on many cancers from the cancer reporting system, CHIS, of China. Using time-linear models, they analysed cancer mortality in China. We analysed cancer registry data using simple time-linear extrapolation models. We also give estimates of cancer burden for 2015. Cvancarova et al (2009), Cvancarova et al (2013), Dudarev et al (2013) and Moller et al (2002) analysed data on more than one cancer type. Therefore, our analyses are similar in the sense that we all present results for several cancer types in one article. Our analyses are also similar to the analyses in Yang et al (2004) in that they also used the model, \[ E\left(\frac{\hat{\alpha}_i}{\hat{\sigma}_i}\right) = \alpha_i + \beta_i t \] and analysed data on more than 9 cancers.

The time-linear models we have used for extrapolating cancer trends are not new. We are not the first people to apply them. However, our analysis is the first in Africa. In that sense, our use of the models is novel too.

5.1.3.1 Limitations in Paper III

The major limitation for Paper III is missing data since some ages were missing. Had it been that missing values of other variables like the occupation were the problem, that would not have affected modelling. However, age is an important covariate in our models. Therefore missing ages translate to reduced number of observations. Besides, missing ages correspond to missing information. About 10% of the data had missing ages. Probably, our estimates of incidence rates were affected by missing data.

Uncertainty in recorded ages [54] among the elderly in the data collected by the Malawi Cancer Registry as first reported by Banda et al (2001) is a limitation of our analyses. Since age is an important risk factor of cancer, accurate values of age are important in order to have good estimates of incidence rates. With the introduction of free primary education, this is expected to change in the future.
Discussion

The base of prediction is the period during which cancer data were collected. The length of the base of prediction is another limitation of our analyses. The base of prediction for our analyses was 10 years because we wanted to have enough data for analysis. The underlying assumption of the time-linear models is that cancer trends are linear during the period when data were collected. Our preliminary analyses showed that the incidence trends for 1996-2005 were linear. In general, for small intervals, it might be fairly easy to observe linear trends of cancer incidence. However, for wide bases of prediction, some interventions and changes to the data collection and diagnostic practices affect the incidence rates of cancer. Consequently, the trends of cancer incidence rates can also be affected. Shorter periods are better as long as there is enough data to analyse. For instance, between 1996 and 2005, new hospitals sprouted in Blantyre. Furthermore, between 2000 and 2001, the Blantyre registry received huge funding resulting in sharp rises in incidence on the graphs of incidence trends of most sites. Additionally, during 1996-2005, there were improvements in the diagnostic practices at QECH which might have affected the volume of data collected. These changes during 1996-2005 might have affected our estimates of cancer burden and cancer incidence trends.

The omission of important covariates in the models used for predicting cancer incidence is also a limitation. The number of covariates in all the time-linear models is a naïve collection of time and age variables only. Indeed, the time-linear models were tested by using ex-post predictions of cancer incidence from Finnish data and the results showed that the models produced credible estimates [155]. However, the inclusion of only time and age variables in the models is an oversimplification of reality. Different cancers have different risk factors. Therefore, any cancer incidence model needs to include such factors as covariates. Unfortunately, many important risk factors are difficult to measure as in most cases people are diagnosed when they present with some symptoms. At that time of diagnosis, no measurements of the risk factor prior to or during diagnosis are available or possible. The end result is that cancer data do not contain the essential information on known risk factors of cancer etiology. Time is used in the models as a surrogate of the many overarching factors of cancer etiology. Since age is also a well-known risk factor of cancer it is also included in the time-linear models. It therefore possible that since some important covariates are omitted in the models, there
is some bias in the estimation of rates.

The structure of the model fitted to Kaposi sarcoma data for women is a limitation. This model assumes that all age categories have the same slope. This is wrong. Cancer incidence is known to vary by age. By constraining the slope to be constant for all ages, the incidence rate of Kaposi sarcoma for some categories was either overestimated or underestimated.

The categorisation of age into age groups for modelling is a limitation of the time-linear models. The age groups used for estimating cancer incidence rates depend on cancer site [155]. Depending on cancer site, it is possible for some age groups to have zero frequency. It is impossible to fit the time-linear models when at least one age group has zero frequency or a very small frequency. The remedial measure for zero frequencies or very small frequencies is to combine some age groups in order to have a reasonable number of observations in all age categories to facilitate model fitting. Different combinations of age groups lead to different estimates of incidence rate. Thus it is possible for different people to obtain different estimates from the same data if different age categories or combinations of them are used in modelling.

Incomplete case ascertainment is a limitation of our analyses. The results section of Paper III showed that only a modest percentage (at most 46%) of cases of oesophageal cancer and Kaposi sarcoma were verified morphologically. It means that for these sites, most of the cases might have been wrongly diagnosed as cancers. Therefore, given that some of the cancers were not morphologically verified, it is probable that most of the diagnosed cases are not cancers at all. These wrong diagnoses might have contributed to incidence trends.

Despite the above limitations, the time-linear models which we used for projecting incidence rates and cancer burden have several advantages. These models are simple. The parameterisation is also simple and easy to understand. The models do not impose unnecessary and unrealistic assumptions and parametric forms. It is believed that predictions made using simple models are bound to come true [132]. By using these
models, we were able to produce estimates of incidence rates of cancer and cancer burden together with corresponding prediction intervals. This is important in modeling as the precision of estimation can be inferred from these prediction intervals. The traditional approach for estimating incidence and cancer burden is the age period cohort model [99, 133, 136]. However, even for the APC, the main covariates are the age, period and cohort derived from the date of birth. Crucial risk factors of the development of cancer are not included in APCs. This means that the time-linear models are not that bad after all as far as the number of covariates is concerned. Furthermore, the time linear models do not produce explosive predictions and negative incidence estimates. Furthermore, time-linear models do not have the identifiability problems unlike the APC. In this respect, the simple extrapolation models are better than the APC. As regards precision of estimation, simple models are reputed to produce very precise estimates. Estimates computed using complex models tend to have decreased precision because the prediction intervals computed using complex models are often wide (page 7 of Dybas PhD thesis) [155].
5.2 Discussion of results

The discussion of results is divided into three parts. Each part is dedicated to a paper. Each part begins with a summary of results of the paper followed by the discussion of those results. I have done this in order to help the reader.

5.2.1 Estimation of HIV incidence from cross-sectional sero-prevalence data- Paper I

The first aim of this thesis was to develop a new method for estimating HIV incidence from cross-sectional sero-prevalence data accounting for differential mortality and to apply the method on data from Malawi. We successfully developed a mathematical model. Our model-analyses showed that the estimated HIV prevalence at age 15 years was small for both genders but the estimate for women was higher than for men. The age-sex specific HIV incidence rate estimates in Paper I were higher among women than among men in the 15-24 age range (2031 vs 616), lower among women than among men in the 25-34 age range (2705 vs 1712) and higher among women in the 35-49 age range than among men in the 35-54 age range (1336 vs 1732). The lowest incidence for men was for the 15-24 age range and for women for the 35-49 age range. The same pattern was observed in the estimates of the FOI. Sensitivity analyses showed that when mortality rates were decreased or increased by a small or big percentage, the model responded accordingly. The Chi-square goodness of fit test indicated that the model fitted men’s and women’s data adequately.

The sensitivity analyses showed that our method responds to changes in the sizes of mortality rates which is good. This implies that given data for two populations with similar sero-prevalence profiles but different mortality rates, our method will respond accordingly and yield different incidence estimates for each population commensurate with the mortality rates. This agrees with what happens in real life situations because rates of HIV mortality affect the sustenance of a sexual network. For an AIDS epidemic to persist, the sexual network has to be adequately sustained.
The small estimates of HIV prevalence at age 15 reflect reality in Malawi as by age 15 most of the young people are not sexually active. The estimates of HIV incidence rate from our model are consistent with the HIV epidemic in Tanzania and Zimbabwe, [156, 157, 158, 159, 160, 161, 162]. The estimated FOI values fluctuate around 0.02. Since in one year the FOI translates to the probability of HIV infection, we get from this that the probability of infection is 0.02 among men and women. Therefore using the fact that the cumulative incidence (CI) or risk of infection is \( CI = 1 - e^{-I(\Delta t)} \), the probability that a 15 year old person will be infected before the age of 50 is equal to \( 1 - \exp(-0.02(35)) = 0.503 \). Therefore a young person aged 15 has 50% chance of being infected with HIV before age 50.

The age-dependent incidence rate trends of HIV infection as estimated in this paper agree with the age-prevalence trends of HIV in Malawi in 2004. In particular, the high rates of HIV infection in women than in men in the 15-24 and 35-49 age ranges correspond to higher prevalence in women than in men in these age ranges in Malawi in 2004 [6]. Possible explanations for the high rate of infection in women in the 15-24 age range are the low age at first sex in 2004 [6], low age at first marriage in 2004, low condom use at first sex, and indulging in transactional (sex in exchange for some payment in form of money or in kind) or commercial sex [163, 164, 13]. Concerning low age at first sex in Malawi, by 2004 about 15% of women and 14% of men in the 15-24 age range, had their first sex at the age of 15 [6]. Obviously, this narrow margin of 1% implies that low age at sexual debut alone is not enough to explain the higher rate of infection in women. Condom use is another contributing factor. Condom use is low among adolescents [13]. It was even lower at first sex for women than for men in the 15-24 age range by 2004 [6]. Additionally, about 85% of women and 44% of men aged between 25 and 29 years had been married by age 22 by 2004 [6]. Hence, more women were married off earlier than men and so low sexual debut in women might have been the result of early marriages. Furthermore, transactional sex is common in sub-Saharan Africa [3] and there are suggestions that a significant amount of HIV transmissions in this region may be through heterosexual contact between HIV positive men and young girls [164] in relationships where the adolescent has no power to negotiate for condom use during sex because she is in a weaker position as she expects some sort of payment [165]. Prostitution is illegal.
in Malawi but transactional or commercial sex is prevalent to the extent that unmarried women aged between 20 and 24 are 3 times more likely to engage in transactional sex than women aged at least 25 years [164]. Selling sex for living by young girls is common especially in urban Malawi [163]. Men often go for such young girls because they are believed to be free from HIV. In some cases, during commercial sex, men have to pay more to have unprotected sex with a young girl [163]. Not only young girls indulge in transactional or commercial sex, but food handlers, bar girls and cleaners offer sex in rest houses and bars also sell sex illegally [13]. In sub-Saharan Africa in general, female adolescents engage in heterosexual transactional sex with older partners [166].

The high incidence rate of infection in women in the 35-49 age range can be explained by low condom use in marriage in Malawi, having extramarital sex and being either divorced, separated or widowed [13]. In Malawi, the majority of women in the 30-49 year age range get married by the age of 25 years [165]. Wives and husbands dislike condom use in marriage [22] because sex is considered "sweet" and using a condom during sex denotes distrust and having unprotected sex with a woman shows mutual love and trust [167]. In general, whether married or not, women in sub-Saharan Africa do not have negotiating power in sexual relationships because of culture-based gender roles [3, 168]. So, they cannot negotiate for condom use during sex. This makes women vulnerable to HIV infection.

A possible reason why the incidence rate of HIV infection was low in men between 15 and 24 years may have been the relatively high age at first sex and first marriage as of 2004 [6]. Coupled with this is the fact that in Malawi, HIV is spread mainly through heterosexual contact and cross generational sex between male youths and older men and women is rare in Malawi. Therefore, unlike girls who can engage in sex at an earlier age, boys engage in sex for the first time relatively later.

Our model estimated an observed higher rate of infection among men aged 25-34 than among women in the same age range. Among men, this age group corresponds to a higher prevalence of HIV than among women as observed in 2004 [6]. This may be due to late age at marriage, engaging in extramarital sex and having concurrent multiple
partners as reported by Geubbels et al (2006) [13]. In Malawi, by 2004, about 70% of men aged between 30 and 34 years had been married by the age of 25 (as compared to about 94% in women) [6]. In African settings, relationships and sexual encounters within relationships are initiated by men and the 25-34 age range is associated with a high level of economic activity. Since men marry later than women, the 25-34 age range comprises a reasonable percentage (of about 30%) of unmarried men with high economic potential and who are free to have multiple concurrent sexual partners. Besides, men are reported to be reluctant to change their risky sexual behaviors once they perceive themselves to be HIV positive [169]. Furthermore, most Malawians overestimate their probability of being HIV positive [170]. So once they think they are HIV positive they become reckless. Since only those who are economically viable (those aged 25-34) are in a position to pay for sex, this reckless attitude of risky sexual behavior after perceiving oneself to be HIV positive increases the risk of HIV infection in that age range.

The above discussion shows that the mathematical model of Paper I produced credible estimates of HIV incidence rate which were consistent with local data and observations from other sources. This shows that our model is reliable and can produce credible results if applied to a data set from another setting. Note, however, that there have been changes in trends of age at sexual debut and age at marriage among men and women since 2004. For example, by 2010, there was a decrease in the percentage of women age 15-19 who were married by age 15 from 6 percent in 2004 to 4 percent in 2010 [4] implying that there was an increase in age at marriage in Malawi among women between 2004 and 2010 although even in that case men still married considerably later than women [4]. The percentage of women aged 15-24 who are reported to have had early sexual debut is 14% [4]. This is lower than the 15% which was reported for the same cohort in 2004. The percentage of women age 15-24 who had early sexual debut in 2010 (14%) is lower than the percentage of men (22%) who had early sexual debut but from the same age cohort in the same year [4] implying that although a higher percentage of women had early sexual debut than men in 2004, by 2010 this had been reversed. However, as was observed in 2004, "the proportion initiating sexual activity early is higher among ever-married young women (20 percent) than among those who have not yet married (8 percent)" [4].
5.2.2 Risk factors of early sexual debut among men and women - a strong predictor of HIV and sexual risk in Malawi -

Paper II

The aim of Paper II was to determine the risk factors of early sexual debut among men and women in Malawi. Our analysis has shown that for men, early sexual debut was significantly associated with secondary or higher education, Lomwe ethnicity, Islam, being married, being in a cohabiting relationship and the following birth cohorts: 1965-1969, 1980-1984, 1985-1989 and 1990-1995. Among women, early sexual debut was significantly associated with primary education, secondary or higher education, Lomwe ethnicity, other ethnic groups, other Christian denominations, Islam, being married, and being separated. Province and the place of residence were not significantly related to early sexual debut for both genders.

Ethnicity seems to be a significant risk factor of early sexual debut since Lomwe men and women were twice more often to have early sexual debut than Chewa men and women. Besides, women of other ethnicities were also 1.4 times more likely to have indulged in early sexual debut than Chewa women. This finding may be explained by the fact that different ethnic groups have different cultural practices some of which predispose boys and girls to early sexual debut. Our findings agree with Traen and Samuelsen (2007) who reported that "Human sexuality is shaped by cultural context and historical period" from a study conducted in Norway [171].

The findings that Islamic men and women were twice more likely to have engaged in early sexual debut than Catholic men and women respectively agree with Fatusi and Bloom (2008) [172] and McGrath et al (2009) [173]. Fatusi and Bloom (2008) found that religion was associated with early sexual debut in Nigeria [172]. Besides, McGrath et al (2009) reported the similar findings from a study conducted in South Africa [173]. The association between religion and early sexual debut may be due to peer pressure within the social network of the religious community [173].
In Paper II, corresponding to married and cohabiting men were adjusted odds ratios of early sexual debut which were less than 1 implying that marriage is protective against early sexual debut. These findings do not in any way suggest that being married or being in a cohabiting relationship protects from early sexual debut. However, these findings agree with the findings of the MDHS2004 which say that Malawian men marry reasonably later than women [6] at a juncture in life when some women of the same age have already had first sex. Among women also, being married was significantly protective against early sexual debut. This finding is not consistent with the reality on the ground in Malawi. Malawi is one of the 20 countries in the world with the highest percentage of child marriages [174]. Furthermore, according to findings from the MDHS2004, women marry early in Malawi [6]. UNICEF also reported that 12% of marriages contracted in Malawi during 2005-2013 were child marriages where either the bride or the bridegroom was aged less than 15 years implying that for a good percentage of boys and girls marriage forced them into early sexual debut [175]. Besides, in 2015 alone, the Malawi Government annulled 600,000 child marriages [176]. The good news is that the Malawi Government passed a law in 2015 that bans child marriages [177]. This law has come at a right time. However, it will take a few years before the mindset of child marriages is completely eradicated.

Birth cohort was an important factor which was associated with early sexual debut especially among men when other factors were adjusted for. In particular, the following birth cohorts were significantly associated with early sexual debut: 1965-1969, 1980-1984, 1985-1989 and 1990-1995. In fact, there was a parabolic trend in the adjusted odds ratios (Paper II) from 1965-1969 to birth cohort 1990-1995. These results show that although those who were born during 1965-1969 were twice more likely to have engaged in early sexual debut than those born during 1955-1959, the multiple by which those who were born after the 1965-1969 cohort were more likely to engage in early sexual debut started to decrease from birth cohort 1970-1974 to 1975-1979. After birth cohort 1970-1974, there was an increasing trend in the odds ratios up to birth cohort 1990-1995. Individuals born during 1990-1995 were five times more likely to engage in early sexual debut that individuals born during 1954-1959. This shows that as regards early sexual debut those born during 1990-1995 were now practising the habits of indulging
in early sexual debut as those born during 1965-1969 but in a more pronounced way. This finding agrees with MDHS2010 and Zuma et al (2011) [4, 178] who reported birth cohort as one of the risk factors of early sexual debut in South Africa [178]. According to MDHS2010, on a national scale, there was a decrease in age at sexual debut among men during the same period [4]. This means that although age at first sex was notably increasing in the previous years up to 2004, between 2004 and 2010 there was a decrease in age at first sex. Many men engaged in first sex earlier than had been the trend in the past. Apparently, this shows that the trend in age at first sex can fluctuate with time. This observation of changes in age at first sex should leave no room for complacency as it is clear here that age at sexual debut in a population can change with time. In order to achieve low sexual debut among both genders, education must be used as an intervention.

Although birth cohort was significantly associated with early sexual debut among men, among women there was no significant association between early sexual debut and birth cohort. This finding contradicts the results of the MDHS2010. The MDHS2010 reported changes in the age at sexual debut among women between 2005 and 2010 [4]. According to MDHS2010, on a national scale, there was an increase in age at first sex among women from 2004 to 2010 [4]. These findings imply that by 2010 more women were now engaging in first sex later in life than was previously the case in 2004. The reasons for this inconsistency are unknown.

In Paper II, secondary education was a protective factor against early sexual debut among both men and women. This finding agrees with McGrath et al (2009) who also reported that school had the effect of delaying sexual debut among South African men and women [173]. Pettifor et al (2008) also reported that staying in school protected South African girls from the risk of HIV infection [179].

The fact that primary education was a protective factor against early sexual debut among girls can be explained by girls survival tactics to avoid getting pregnant so as to stay in school as pregnancy halts their schooling [180]. Being in school may, therefore, help both boys and girls to delay sexual debut since girls will try to avoid sexual contact
at all costs. If schoolgirls avoid sexual contacts, schoolboys will have nobody in school to have sex with. Therefore both boys and girls in school will have delayed sexual debut.

Evidence in support of our finding of the protective effect of education against early sexual debut is also supplied by MDHS2010. MDHS2010 reports that from a group of women age 15-24, 19.6% had early sexual debut within marriage and 7.9% had early sexual debut outside marriage. From the same cohort of women age 15-24 who had early sexual debut, 27.0% had no education, 16.2% had primary education and 6.8% had secondary education and 4.5% had higher education. Therefore, the fact that from a cohort of women age 15-24 who had early sexual debut the biggest percentage were uneducated and smaller percentages educated supports our view that education can make a difference in people’s lives as far as reducing age at sexual debut is concerned.

Among many possible interventions against early sexual debut, education is relatively easy to implement as an intervention. In particular, primary education can be exploited to control the age at sexual debut and sexual and reproductive health practices of school-going boys and girls since primary education is free in Malawi. In fact, sex and education interventions are said to be effective in delaying sexual debut in developing countries [181]. The main problem is implementation of education as an intervention. Implementation is hampered by lack of resources.

To implement education as an intervention for preventing early sexual debut in Malawi, special campaigns should be conducted to emphasize the importance of education in order to increase enrollment of pupils. Furthermore, sexual and reproductive principles aimed at encouraging pupils to remain in school should be integrated in the curriculum in accordance with community values as regards modesty in speech. Obscene language is strictly frowned upon in Malawi.

The potential effectiveness and sustainability of education as an intervention depends on improving the learning environment and providing some key basic necessities of school boys and girls. The learning environment consists of infrastructure, what happens in the school neighbourhood , pupils and their teachers. The learning environment has to
be made attractive to learners. Even if a campaign succeeds in increasing enrollment rates, the number of pupils can still decrease with time (attrition) as school children drop out of school because of poverty and the poor state of the learning environment. If the learning environment is attractive, pupils will want to go back to school to learn. The school environment will then become a second home. The community also needs to be conducive to learning.

Suggestions for improving the learning environment are many but we will give selected examples. Having well-ventilated and spacious classrooms lit by solar electricity can make classrooms attractive. In Malawi, most of the primary schools are in villages. The classrooms in these primary schools have no electricity. During the rainy season, visibility is poor in classrooms as the skies are cloudy most of the time. Solar electricity is relatively cheap. Therefore it can be used to provide light in primary schools classrooms.

Classrooms need to be furnished with good desks and chairs. In many places in Malawi, primary school children learn under a tree. In most schools, pupils sit on an earth floor, packed in a dimly lit, poorly ventilated classroom. When break time comes, pupils are relieved to have finally made it to the outside to get fresh air. Crammed classrooms are dangerous environments in which diseases can be spread very quickly.

Building good clean, roofed school toilets can also be attractive to both schoolboys and schoolgirls and can help improve school hygiene. Many rural schools have pit latrines in very bad condition. Pit latrines have to be demolished after several years and new ones dug.

Providing school children with important items they need to go to school can help them to remain in school. Supply of sanitary pads or tampons to schoolgirls aged at least 12 years, for instance, can help girls to stay in school. When they feel like they will have menses (i.e. pre-menstrual signs), schoolgirls can go to the secure toilets and get prepared using the sanitary pads or tampons distributed to them.
Regular supply of notebooks, schoolbooks, lead pencils and ballpoint pens can also help students to remain in school. Providing school children with bicycles can also motivate them to remain in school since in some areas schoolchildren have to walk long distances daily as they go to school. In such areas, access to school is a problem during the rainy season. Providing school children with school uniform can also be of great help to them. Some parents and guardians are too poor to afford school uniform for their children.

To make communities conducive to learning, community and religious leaders need to be sensitised to the dangers of early sexual debut, the influence of some bad religious and cultural practices in influencing early sexual debut and the benefits of education. Community leaders are custodians of cultural values and customs of ethnic groups they lead. Therefore, if a community has customs or values which dictate that youngsters should engage in ritual sex after initiation, these leaders can be convinced to influence members of their community to refrain from following such harmful practices by emphasizing the dangers of early sexual debut one of which is HIV infection. The same applies to religious leaders. The dangers of HIV are easy to appreciate since many people in Malawi have heard about or seen an AIDS patient [182].

5.2.3 Projections of standardized incidence rates of cancer and cancer burden for 2015- Paper III

The third aim of this thesis was to describe the pattern of occurrence of some chosen types of cancer and to estimate the burden of these cancers in 2015. The chosen types of cancer under consideration were Kaposi sarcoma, oesophageal cancer, non-Hodgkin lymphoma, eye cancer, breast cancer, cervical cancer and all other cancers combined.

The Malawi Cancer Registry was established in 1989 [54]. Since then, there have been improvements in the diagnosis of cancer. Besides, several new hospitals have been opened in Blantyre since 1989. This has also contributed to an increase in the volume of cancer data collected. What persist are problems related to funding and these affects the volume of data collected. In Paper III, there were sharp rises in the observed trends of all cancers in Figures 3 and 4. Specifically, the observed sharp rises in incidence for all cancers especially for 2000-2001 occurred just because the registry received huge
funding. Thus, improved diagnosis, increased number of hospitals and fluctuations in availability of adequate funding affects the volume of data collected. These are artefactual factors affecting trends in cancer incidence in Blantyre. Therefore, although the incidence rate trends for many cancers were increasing, these increases should be interpreted in the light of the fact that artefactual factors also contributed to the increased trends in cancer incidence rate for many cancer forms.

In Paper III, the temporal patterns of occurrence of Kaposi sarcoma, oesophageal cancer, eye cancer, breast cancer, cervical cancer, non-Hodgkin lymphoma and all other cancers combined as inferred from the incidence trends in Paper III were rather wild and dramatic. These patterns may be due to artefactual factors as already mentioned above. These are the potential sources of uncertainty which may have contributed to the big forecasts of cancer burden for 2015 and the dramatic rises in incidence rate trends between 1996-2005 and 2015. In view of the potential uncertainty due to these artefactual factors, we estimated the cancer burden for two scenarios. For Scenario 1, we assume that the rates of cancer occurrence observed in 1996-2005 will continue to 2015. Under this assumption, the projected mean annual number of cases for 2015 is the lower limit of the projected number of cases to be diagnosed in 2015 which is 1240 cases. This is higher than the mean annual number of cases for 1996-2005 which was 792. For Scenario 2, we assume increasing rates of occurrence of cancer as projected by the time-linear models. These are high rates of occurrence of cancer as can be seen from the incidence rate trends in Figures 3 and 4 of Paper III. The model-based projections of the mean annual number of cancer cases to be diagnosed in 2015 are the upper limit of the expected burden for 2015. These are 2370 cases which are three times bigger than the mean annual number of cases for 1996-2005.

Note that what we get from Scenario I is that even if the rates of occurrence of cancer remain constant from 1996-2005 to 2015 there will still be an increase in the annual number of cases in 2015. In that case, the only determinants of an increase in the mean annual number of cases will be population growth and population ageing.
AIDS-defining cancers formed 60% of the cancers in men in 1996-2005 and 63% of cancers in women during the same period (Paper III). The group designated as all other cancers combined does not contain any HIV-related malignancies. Although this is so, the yearly rate of increase in the incidence of all cancers combined was also big. Since most of the cancers were AIDS-defining cancers one would expect the HIV epidemic to be the only contributing factor to the increases in incidence of AIDS-defining cancers. However, from the discovery of HIV in Malawi in 1985, the HIV prevalence had been increasing up to 1999 when it reached its peak of 15%. Thereafter, the HIV prevalence has been decreasing at a slow rate from 15% in 1998 to 10% in 2014. Additionally, the rate of increase in the incidence of Kaposi sarcoma has been slower than any other malignancies considered although this cancer is also AIDS-defining. These three: the slow rate of increase in incidence of Kaposi sarcoma, the big rate of increase in the incidence of all other cancers combined and the rise and fall of the HIV prevalence trend from 1985 to 2005 imply that the increasing trends between 1996 and 2005 were not due to HIV alone. In fact, during 1996-2005 there were also increases in the incidence of non-AIDS defining cancers like oesophageal and breast cancer. Therefore, apart from HIV, additional contributing factors were population ageing and population growth.

Table 2 of Paper III provides the percentage changes in the mean annual number of cases expected between 1996-2005 and 2015 for two scenarios: assuming the rates of cancer observed between 1996 and 2005 are the same up to 2015 and assuming there are increases in the rates of different cancers. These percentage changes relative to the mean annual number of cases for 1996-2005 were high.

We have adapted Table 2 of Paper III to show the contributing factors to the change in the mean annual number of cases in 2015 relative to 1996-2005. The information is shown in Table 5 below. The difference between the observed number of cases for 2015 and the corresponding number observed during 1996-2005 expressed as a percentage is the percentage total change which is in the last column of Table 2 of Paper III. This was decomposed into the percentage change due to changes in population age structure and size (demographic change) and changes in the risk of cancer. The percentage changes due to changes in population age structure and size (demographic change) are
in Columns 2 and 5 of Table 5. The percentage changes due to changes in the risk of cancer 2015 are in Columns 3 and 6 of the same table. Note that Table 5 has been derived from Table 2 of Paper III using the method of Moller et al (2002) as explained in Subsection 3.2.5 of the methodology section of this thesis.

Table 5: Projected changes in the number of cases in 2015 due to percentage changes in population age structure and size and percentage changes in risk of different cancers in Blantyre, Malawi by 2015.

<table>
<thead>
<tr>
<th>Cancer</th>
<th>Men</th>
<th>-</th>
<th>Population*</th>
<th>Risk++</th>
<th>Women</th>
<th>-</th>
<th>Population*</th>
<th>Risk++</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oesophagus</td>
<td>51.2</td>
<td>55.8</td>
<td></td>
<td></td>
<td>Oesophagus</td>
<td>62.5</td>
<td>95.8</td>
<td></td>
</tr>
<tr>
<td>Kaposi sarcoma</td>
<td>52.6</td>
<td>79.1</td>
<td></td>
<td></td>
<td>Kaposi sarcoma</td>
<td>62.2</td>
<td>63.3</td>
<td></td>
</tr>
<tr>
<td>Eye</td>
<td>50.0</td>
<td>272.2</td>
<td></td>
<td></td>
<td>Eye</td>
<td>65.0</td>
<td>305.0</td>
<td></td>
</tr>
<tr>
<td>NHL</td>
<td>53.3</td>
<td>330.0</td>
<td></td>
<td></td>
<td>NHL</td>
<td>57.1</td>
<td>285.7</td>
<td></td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td>Cervix</td>
<td>66.0</td>
<td>152.4</td>
<td></td>
</tr>
<tr>
<td>Breast</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td>Breast</td>
<td>65.2</td>
<td>91.3</td>
<td></td>
</tr>
<tr>
<td>Other cancers</td>
<td>47.2</td>
<td>164.2</td>
<td></td>
<td></td>
<td>Other cancers</td>
<td>60.2</td>
<td>233.3</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>50.7</td>
<td>129.0</td>
<td></td>
<td></td>
<td>Total</td>
<td>62.8</td>
<td>157.3</td>
<td></td>
</tr>
</tbody>
</table>

Adapted from Table 2 of Misiri et al(2012b)(Paper III)

* % change due to changes in the population age structure and size (also known as demographic change)
++ % change due to changes in the risk of cancer

The results in Table 5 clearly show that about 50% and 60% of the percentage changes in the number of cases among males and females respectively in 2015 will be due to demographic change. These contributions to the total percentage change in the number of cases in 2015 are modest. Additional factors which will also contribute to the increase in the mean annual number of cases by 2015 are increases in the risks of cancers. There are projected increases in the risks of Kaposi sarcoma, non-Hodgkin lymphoma, eye cancer, oesophageal cancer, breast cancer, cervical cancer and all other cancers combined as shown in Table 5. Excluding all other cancers combined, the following AIDS defining cancers have very big percentage increases in risk: eye cancer, NHL and cervical cancer.
The lowest percentage changes in risk among the AIDS-defining cancers are for Kaposi sarcoma. These low projections are reasonable considering that provision of ART which suppresses the manifestation of Kaposi sarcoma in HIV positive persons has been rolled out in Malawi since 2004.

The projected increases in the risk of Kaposi sarcoma, non-Hodgkin lymphoma, eye cancer, oesophageal cancer, breast cancer, cervical cancer and all other cancers combined (Table 5) are expected to arise from western lifestyle like sedentary behaviour, increase in tobacco smoking and HIV (Paper III). In fact, as regards smoking, in 2010, the prevalence estimates of tobacco use among men and women in Malawi were 17% and 1% respectively [4]. As of 2010, among men, tobacco use was predominantly cigarette smoking and the prevalence estimates of tobacco smoking were 2.5, 12.8, 21.2, 22.8, 27.4, 25.5 and 31.6% for male persons aged 15-19, 20-24, 25-29, 30-34, 35-39, 40-44 and 45-49 respectively. By 2015, the prevalence of tobacco smoking is expected to increase as people adopt western lifestyles like smoking as a result of changes in socioeconomic status and the influence of what they see on television.

Sedentary behaviour is a risk factor for colorectal cancer. Both lung cancer and colorectal cancer are included in the group designated as ‘all other cancers combined’. In fact, according to GLOBOCAN2012, in terms of frequency of occurrence, colorectal cancer is among the 6 top cancers in 2012 in Uganda (ASR = 7.7 per 100,000), Zimbabwe (ASR = 8.1 per 100,000), Zambia (ASR = 5.3 per 100,000), Malawi (ASR = 3.4 per 100,000), Sub-Saharan Africa (ASR = 604 per 100,000), and in the world (ASR = 20.6 per 100,000) [66].

Among women, the constant model-based incidence rate trend of Kaposi sarcoma between 1996 and 2005 (Figure 4 of Paper III) is a paradox. Kaposi sarcoma was the second most frequent cancer among women during 1996-2005 (Paper III). Note that 1996-2005 is a period during which HIV was still endemic. The trends of all AIDS-defining cancers among both genders were increasing during the same period. Considering that Kaposi sarcoma is also AIDS-defining, one would have expected an increasing trend between 1996 and 2005. The estimates of percentage changes in risk of Kaposi sarcoma among
women in Table 3 and the percentage changes in the mean annual number of cases in Table 2 of Paper III do contradict the constant model-based trend for Kaposi in women in Figure 4 of Paper III. Under normal circumstances, one would have expected the three results to agree since the percentage changes in the table above (Table 3) are derived from the estimates of the total number of cases for 2015 under two scenarios computed from Model 2 of Paper III \( E \left( \frac{c_{it}}{n_{it}} \right) = \alpha_i + \beta t \) and the mean annual number of cases for 1996-2005. Since the estimates for computing percentage changes in the risk of cancer and incidence rate trends are the product of the same time-linear extrapolation model, this constant incidence rate trend for Kaposi sarcoma among women is a strange finding which is difficult to explain. Perhaps, the most likely reasons for this finding are low morphological verification values for Kaposi sarcoma, the structure of the model fitted to Kaposi sarcoma data for women and the provision of ART. Low morphological verification values imply that not all cases of Kaposi sarcoma are morphologically verified perhaps due to heavy workload of laboratory staff or lack of resources. Concerning the structure or formulation of the model used for predicting the burden of Kaposi sarcoma among females, the model forces each age group to have the same constant slope. This may have resulted in the trend of Kaposi sarcoma among women to be constant. Dyba et al (2008) states that the prevention of death during the period when data were collected might lead to the failure of the time-linear extrapolation models [132]. ARVs were introduced in Malawi in 2000. Although the rolling out of ART in Malawi started in 2004, the provision of ART in Blantyre from 2000 to 2004 may have been substantial since Blantyre is a major urban centre with a big referral hospital. This provision of ART may have disturbed the smooth development [132] of the incidence rate of Kaposi sarcoma among women. Women are more likely to have their HIV status detected since almost all pregnant women who attend antenatal clinics are tested for HIV.

The results from the analyses in Paper III are taken to represent the pattern of occurrence of cancer in Malawi although the data were collected from Blantyre district only. This is in order. The Malawi Cancer Registry is the only institution that has conducted regular cancer data collection since 1989. As such, for the time being, the registry is the only most reliable source of data which can be analyzed to provide an insight into the problem of cancer in Malawi.
In 2012, Msyamboza et al (2012) analyzed data from a cross-sectional survey that collected cancer data from a cluster sample of health facilities in Malawi and the results are published elsewhere [183]. The survey was conducted by the Malawi Cancer Registry. This collection of data on a national scale is a commendable step in the right direction. However, the dependability of Msyamboza et al (2012) as a source of national cancer data in Malawi is a subject for debate.

Firstly, Msyamboza et al (2012) reports that data were collected from a cluster sample of 80 out of 84 health facilities providing cancer diagnosis, treatment or palliative care services in Malawi [183]. However, the reality on the ground is that as far back as 2002, Malawi had a total of 664 health facilities 101 (16.6 %) of which were hospitals and 401 (60.4 %) health centres (see Table 6).

Table 6: Number of health facilities in Malawi in 2002 by type of facility

<table>
<thead>
<tr>
<th>i</th>
<th>Facility</th>
<th>No</th>
<th>%</th>
<th>i</th>
<th>Facility</th>
<th>No</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Central Hospital</td>
<td>4</td>
<td>0.6</td>
<td>8</td>
<td>Maternity</td>
<td>16</td>
<td>2.4</td>
</tr>
<tr>
<td>2</td>
<td>Clinic</td>
<td>57</td>
<td>8.6</td>
<td>9</td>
<td>Mental Hospital</td>
<td>2</td>
<td>0.3</td>
</tr>
<tr>
<td>3</td>
<td>Dispensary</td>
<td>81</td>
<td>12.2</td>
<td>10</td>
<td>Rehabilitation Centre</td>
<td>2</td>
<td>0.3</td>
</tr>
<tr>
<td>4</td>
<td>District Hospital</td>
<td>22</td>
<td>3.3</td>
<td>11</td>
<td>Rural Hospital</td>
<td>37</td>
<td>5.6</td>
</tr>
<tr>
<td>5</td>
<td>Health Centre</td>
<td>401</td>
<td>60.4</td>
<td>12</td>
<td>Urban Health Centre</td>
<td>6</td>
<td>0.9</td>
</tr>
<tr>
<td>6</td>
<td>Health Post</td>
<td>4</td>
<td>0.6</td>
<td>13</td>
<td>Voluntary Counselling</td>
<td>3</td>
<td>0.5</td>
</tr>
<tr>
<td>7</td>
<td>Hospital</td>
<td>29</td>
<td>4.4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Total</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>664</td>
<td>100.0</td>
</tr>
</tbody>
</table>

Source: Health Facilities Database: National Health Facilities Inventory Survey. Malawi Government, 2002

By 2012, the total number of health facilities in Malawi was more likely to have been greater than 664. Secondly, as far as availability of diagnostic equipment is concerned, some cancers like cervical cancer can be diagnosed with relative ease (for example with acetic acid) in almost any type of health facility. The commonest health facilities in Malawi which are in every district are health centers (60.4 %) which in most cases are
well equipped to handle simple diagnoses like the visual inspection with acetic acid for cervical cancer diagnosis. Therefore, it sounds incredible to claim that only 84 health facilities out of over 664 health facilities were offering cancer diagnosis, treatment or palliative care services in Malawi in 2012. Thirdly, the Msyamboza et al (2012) survey was conducted by the Malawi Cancer Registry- the same institution with the persistent problem of lack of infrastructure to operate from and funding for registry operations. The Malawi Cancer Registry is already an established entity covering a limited catchment area of one district with relatively few health facilities and even in such cases lack of funding and population coverage are a big problem. It is therefore difficult to obtain reliable and complete cancer data from a national survey. Furthermore, cancer data collection is a process which is supposed to be conducted in a meticulous way as it involves extracting information from health facility records. The data in the health facility records are collected by people who, in most cases, do not know the significance of what they are collecting and the data are recorded on forms not customized for research use. Therefore, a national survey of 80 health facilities is a very difficult undertaking which cannot yield good quality results given limited funding and a limited study period. In any case, a cross-sectional national cancer survey is not a good study design for collecting cancer incidence data in Malawi because of the above reasons. In contrast, Paper III contains results from in-depth analyses of trends and projections of cancer burden from the cancer incidence data in Blantyre. These data were collected on a regular basis and were subjected to thorough checks using IARC-CHECK software [184] in order to improve data quality unlike the cross-sectional data from the national survey which were collected hurriedly in a limited time span. Therefore, the results from the analysis in Paper III are of superior quality and reliability in relative terms as far as the provision of an insight into the pattern of occurrence of cancer in Malawi is concerned.

A good data collection strategy that can yield good quality and complete cancer data on a national scale would be to have a national network of cancer registration officers in all district hospitals whose duty will be to collect cancer data in each district. These data should be channeled into a centralized national cancer database. These officers should be headed by a national Cancer Registrar General. The data collection officers should visit health facilities in their district on a regular basis to extract cancer data.
In this way, all national cancer data can be captured in one national database. The network should then be supported by a vital registration system and increased literacy rate. Consequently, collection of cancer data on a national scale can be complete. However, the feasibility of this approach depends on the availability of adequate funding and resources.
6 Conclusion

Mathematical models are cost-effective and non-invasive tools in the quest for cheap methods for estimating HIV incidence. Although there are various models that can be used to estimate HIV incidence, models that require few inputs should be preferred. Some mathematical models require as input quantities that can only be measured using sophisticated equipment operated by well-trained personnel-inputs like CD4 count. In many low resource settings sophisticated equipment and corresponding expertise are rare or hard to find. Consequently, data collected using such sophisticated equipment are also rare. Good mathematical models should use input which can be collected easily in a low resource setting like Malawi. To monitor the HIV epidemic in Malawi effectively, estimates of HIV incidence are needed. Prevalence alone can never provide details about the extent of an epidemic. In the presence of ART provision, HIV prevalence is very imprecise in describing an epidemic since most of the HIV-positives live longer. Consequently, it is hard to observe a reasonable reduction in HIV prevalence. The change in HIV prevalence in Malawi in a decade is approximately 2%. Had the spread of HIV been monitored by using the HIV incidence, the truth of the extent of the HIV epidemic could have been known. Given the massive scale at which the Government of Malawi has, for over a decade, sensitized its citizens of HIV and the need for change in behaviour, the reduction in HIV prevalence should have been bigger. Apparently, HIV prevalence does not give information about new HIV infections in Malawi. We developed a simple but good mathematical model which when applied to Malawi data produced incidence estimates which were consistent with the available data on the epidemic in the region. This model was able to capture age and sex specific differences in HIV incidence and prevalence. The goodness of fit tests showed that the models fitted to men and women's data fitted adequately. The sensitivity analyses showed that the model responded to changes in the sizes of the natural and HIV mortality rates used in
the assessment of the model. The data on which our model was applied were collected in 2004 when rolling out of ART provision was started. By 2014, the ART coverage was 50 percent. This means that Malawi is divided into areas which have access to ART and areas with no access to ART. In those areas where ARVs are provided to HIV positives, this model cannot be used to estimate incidence. However, in the remaining areas with no ART coverage, our model can be used to estimate HIV incidence. Our model can be extended for use in HIV incidence estimation in areas with ART coverage not only in Malawi but in other countries as well. Extra data that may be required in that case are survival data of HIV patients on ART. Therefore, there is the need to continue collecting population-based HIV sero-prevalence data and time-to-event data of HIV patients on ART. The extension of the model, however, is the subject for future research.

HIV infection is treatable but incurable. Treatment for HIV is available in some countries. This treatment has resulted in the improvement of survival of children born with HIV, children infected behaviorally and infected adults. Since HIV infection is chronic, those who survive and live long with HIV have other problems following them: adherence to drugs, drug interactions, complications and resistance of HIV to ART. Although treating HIV is possible and beneficial, the horror of having to live with HIV and the attendant complications of long-term ARV use can be avoided if sexual debut can be delayed. We used statistical models to compute time and odds ratios. The significant risk factors of early sexual debut among men were secondary education, Lomwe ethnicity, Islam, being married, being in a cohabiting relationship and the following birth cohorts: 1965-1969, 1980-1984, 1985-1989 and 1990-1995. The significant risk factors of early sexual debut among women were primary education, secondary or higher education, Lomwe ethnicity, other ethnic groups, Islam, being married and being separated. Of all these factors, education should be used to help delay early sexual debut among boys and girls in Malawi. If this can be achieved, the spread of HIV will also be controlled. Delaying sexual debut is important because it well-known that early sexual debut predisposes youngsters to risky sexual practices and HIV infection.

HIV has contributed to the increase in the incidence of many cancers in Blantyre, Malawi. Except for Kaposi sarcoma among women, the incidence rate trends of for
Kaposi sarcoma, non-Hodgkin lymphoma, breast, cervical, eye, oesophageal and all cancers combined were all increasing during 1996-2005. These trends will continue to increase up to 2015. The observed increases in trend during 1996-2004 were partially artefactual due to improved diagnosis, increased number of hospitals and fluctuations in availability of adequate funding. Cancer is currently a big problem in Blantyre, Malawi and will continue to be a public health problem in the coming decades due to population growth, population ageing, adoption of western lifestyles, increases in the risk factors of some cancers (e.g., increases in the prevalence of tobacco smoking) and the HIV epidemic. The mean annual number of cases of Kaposi sarcoma, non-Hodgkin lymphoma, breast, cervical, eye, oesophageal and all cancers combined in Blantyre will be big in 2015. This burden of cancer will be dominated by AIDS-defining cancers. Therefore, urgent consideration should be given to the orientation of preventive and curative services for cancer and other non-communicable diseases in the years ahead.
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Abstract

Background

Incidence is a better measure than prevalence for monitoring AIDS, but it is not often used because longitudinal HIV data from which incidence can be computed is scarce. Our objective was to estimate the force of infection and incidence of HIV in Malawi using cross-sectional HIV sero-prevalence data from the Malawi Demographic and Health Survey conducted in 2004.

Methods

We formulated a recurrence relation of population prevalence as a function of a piecewise-constant force of HIV infection. The relation adjusts for natural and HIV-induced mortality. The parameters of the recurrence relation were estimated using maximum likelihood, and confidence intervals of parameter estimates were constructed by bootstrapping. We assessed the fit of the model using the Pearson Chi-square goodness of fit test. We estimated population incidence from the force of infection by accounting for the prevalence, as the force of infection applies only to the HIV-negative part of the population.
Results

The estimated HIV population incidence per 100,000 person-years among men is 610 for the 15–24 year age range, 2700 for the 25–34 group and 1320 for 35–49 year olds. For females, the estimates are 2030 for 15–24 year olds, 1710 for 25–34 year olds and 1730 for 35–49 year olds.

Conclusions

Our method provides a simple way of simultaneously estimating the incidence rate of HIV and the age-specific population prevalence for single ages using population-based cross-sectional sero-prevalence data. The estimated incidence rates depend on the HIV and natural mortalities used in the estimation process.

Background

AIDS has had a devastating impact on communities in sub-Saharan Africa. In Malawi, the HIV prevalence is approximately 11% [1] for the whole population. Many developing countries (including Malawi) use prevalence from sentinel sero-surveys for monitoring the AIDS epidemic [2], although for such purposes, the HIV incidence is considered a more relevant measure [3]. The force of infection (FOI) is often used in statistical models [4-8] for estimating incidence rate of infection [4], including the present analysis. The FOI gives the probability that an HIV-negative person contracts the virus during a year, and is slightly higher than population-level incidence, which evaluates the number of new cases relative to the total population size.

The present analysis uses data from a single Malawian demographic and health survey (DHS). If the age-dependent prevalence had been measured several times, it would facilitate incidence estimation [9]. Our situation, with cross-sectional current status data sampled at a single point in time, is common in African countries, and makes incidence estimation more problematic. The key assumption needed to estimate incidence in this situation is that the prevalence be stationary (time homogeneous) in each age group.

The contribution of the present article has two parts. First, the results give FOI and population incidence estimates for HIV in Malawi, which is novel. Second, while our modelling assumptions of endemic equilibrium and age-dependent prevalence are not new, our analysis provides some novelties compared with earlier research: through an intuitive conditional probability formulation of the mortality adjusted prevalence, we compute the total likelihood function, which enables us to estimate our model parameters simultaneously. This enables us to estimate a model with few degrees of freedom, which is desirable because the prevalence data is too sparse for estimating the FOI on a fine grid. We apply a bootstrap technique to estimate confidence intervals and also run sensitivity analyses. Finally, we convert FOI estimates to population incidence rates by compensating for the estimated age-dependent prevalence.
Methods

Data sources

The HIV sero-prevalence data for this paper are from the Malawi Demographic and Health Survey 2004 (MDHS2004). This was a cross-sectional country-wide study conducted in Malawi in 2004 [10]. The DHS collected data on different topics, including HIV, from a multistage sample that spanned the whole country. From this multistage cluster sample, a group of women aged 15 to 49 years and men aged 15 to 54 were tested for HIV. The HIV status of individuals was determined using Enzygnost, Vironostika and Western Blot tests. The results of the HIV testing are shown in Table 1.

Table 1: Age- and sex-specific HIV test results for men aged 15–54 years and women aged 15–49 years, Malawi

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>Males</th>
<th></th>
<th>Females</th>
<th></th>
<th>All genders</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HIV+</td>
<td>HIV-</td>
<td>Total</td>
<td>HIV+</td>
<td>HIV-</td>
<td>Total</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>76</td>
<td>77</td>
<td>1</td>
<td>95</td>
<td>96</td>
</tr>
<tr>
<td>16</td>
<td>0</td>
<td>91</td>
<td>91</td>
<td>4</td>
<td>116</td>
<td>120</td>
</tr>
<tr>
<td>17</td>
<td>1</td>
<td>90</td>
<td>91</td>
<td>0</td>
<td>81</td>
<td>81</td>
</tr>
<tr>
<td>18</td>
<td>0</td>
<td>109</td>
<td>109</td>
<td>8</td>
<td>115</td>
<td>123</td>
</tr>
<tr>
<td>19</td>
<td>0</td>
<td>87</td>
<td>87</td>
<td>7</td>
<td>118</td>
<td>125</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>76</td>
<td>78</td>
<td>20</td>
<td>136</td>
<td>156</td>
</tr>
<tr>
<td>21</td>
<td>5</td>
<td>99</td>
<td>104</td>
<td>21</td>
<td>98</td>
<td>119</td>
</tr>
<tr>
<td>22</td>
<td>4</td>
<td>80</td>
<td>84</td>
<td>17</td>
<td>165</td>
<td>182</td>
</tr>
<tr>
<td>23</td>
<td>5</td>
<td>68</td>
<td>73</td>
<td>18</td>
<td>95</td>
<td>113</td>
</tr>
<tr>
<td>24</td>
<td>1</td>
<td>85</td>
<td>86</td>
<td>28</td>
<td>93</td>
<td>121</td>
</tr>
<tr>
<td>25</td>
<td>8</td>
<td>95</td>
<td>103</td>
<td>21</td>
<td>110</td>
<td>131</td>
</tr>
<tr>
<td>26</td>
<td>5</td>
<td>84</td>
<td>89</td>
<td>17</td>
<td>85</td>
<td>102</td>
</tr>
<tr>
<td>27</td>
<td>18</td>
<td>75</td>
<td>93</td>
<td>21</td>
<td>82</td>
<td>103</td>
</tr>
<tr>
<td>28</td>
<td>16</td>
<td>71</td>
<td>87</td>
<td>19</td>
<td>89</td>
<td>108</td>
</tr>
<tr>
<td>29</td>
<td>5</td>
<td>81</td>
<td>86</td>
<td>13</td>
<td>70</td>
<td>83</td>
</tr>
<tr>
<td>30</td>
<td>17</td>
<td>78</td>
<td>95</td>
<td>19</td>
<td>84</td>
<td>103</td>
</tr>
<tr>
<td>31</td>
<td>13</td>
<td>57</td>
<td>70</td>
<td>13</td>
<td>48</td>
<td>61</td>
</tr>
<tr>
<td>32</td>
<td>14</td>
<td>71</td>
<td>85</td>
<td>11</td>
<td>66</td>
<td>77</td>
</tr>
<tr>
<td>33</td>
<td>11</td>
<td>31</td>
<td>42</td>
<td>12</td>
<td>56</td>
<td>68</td>
</tr>
<tr>
<td>34</td>
<td>8</td>
<td>55</td>
<td>63</td>
<td>22</td>
<td>57</td>
<td>79</td>
</tr>
<tr>
<td>35</td>
<td>8</td>
<td>46</td>
<td>54</td>
<td>14</td>
<td>60</td>
<td>74</td>
</tr>
<tr>
<td>36</td>
<td>12</td>
<td>57</td>
<td>69</td>
<td>13</td>
<td>49</td>
<td>62</td>
</tr>
<tr>
<td>37</td>
<td>7</td>
<td>20</td>
<td>27</td>
<td>8</td>
<td>30</td>
<td>38</td>
</tr>
<tr>
<td>38</td>
<td>6</td>
<td>37</td>
<td>43</td>
<td>8</td>
<td>47</td>
<td>55</td>
</tr>
<tr>
<td>39</td>
<td>8</td>
<td>22</td>
<td>30</td>
<td>12</td>
<td>36</td>
<td>48</td>
</tr>
<tr>
<td>40</td>
<td>10</td>
<td>45</td>
<td>55</td>
<td>12</td>
<td>60</td>
<td>72</td>
</tr>
<tr>
<td>41</td>
<td>7</td>
<td>38</td>
<td>45</td>
<td>10</td>
<td>33</td>
<td>43</td>
</tr>
<tr>
<td>42</td>
<td>6</td>
<td>48</td>
<td>54</td>
<td>9</td>
<td>40</td>
<td>49</td>
</tr>
</tbody>
</table>
The natural mortality rates were extracted from the MDHS2004 report [10]. These estimates were computed from the Malawi Demographic and Health Survey 1992 (MDHS1992) data [11] using methods explained in detail elsewhere [12]. The mortality estimates for 1992 estimates are representative of natural mortality rates because by 1992, HIV prevalence was very low in Malawi and mortality was mainly due to other causes. About 80% of the Malawi population live in rural areas [13]. Furthermore, the HIV mortality rates used in this paper are from a longitudinal study conducted in rural Malawi by Crampin et al. (2002) [14]. These are estimates of rates of mortality among HIV-positive individuals. Since these rates were estimated from data from typical rural Malawi, where the majority of the country’s people live, the rates are assumed to be representative of national HIV mortality rates. The natural mortality rates and HIV mortality rates are given for age groups with a width of five years thus: 15–19, 20–24, 25–29, 30–34, 35–39, 40–44, 45–49 (Table 2). The natural mortality rate for males aged 50–54 years was not available from the source, and has been estimated through linear regression on age.

<table>
<thead>
<tr>
<th>Age group index</th>
<th>Natural mortality rates (per 100,000 person-years)*</th>
<th>HIV mortality rates (per 100,000 person-years)#</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>(k)</em></td>
<td>Age group</td>
<td>Men</td>
</tr>
<tr>
<td>1</td>
<td>15–19</td>
<td>0.0038</td>
</tr>
<tr>
<td>2</td>
<td>20–24</td>
<td>0.0041</td>
</tr>
<tr>
<td>3</td>
<td>25–29</td>
<td>0.0068</td>
</tr>
<tr>
<td>4</td>
<td>30–34</td>
<td>0.0084</td>
</tr>
<tr>
<td>5</td>
<td>35–39</td>
<td>0.0076</td>
</tr>
<tr>
<td>6</td>
<td>40–44</td>
<td>0.0101</td>
</tr>
<tr>
<td>7</td>
<td>45–49</td>
<td>0.0097</td>
</tr>
<tr>
<td>8</td>
<td>50+</td>
<td>0.0097</td>
</tr>
</tbody>
</table>

Source: * Malawi Demographic and Health Survey 1992 # Crampin et al. (2002)
Model formulation

Our model is based on the following assumptions: the spread of HIV is in endemic equilibrium, so that the prevalence in each age group is stable over time; mortality of HIV-positive people depends only on age; and an infected person remains HIV positive until death. We also assume the FOI to be constant within each age group, and use three groups: 15–24, 25–34 and 35+, associated with FOI values $\lambda_{15-24}, \lambda_{25-34}, \lambda_{35+}$. We use this relatively coarse discretization in order to keep the number of parameters low, which facilitates robust parameter estimation. Let $\mu_a$ and $\phi_a$ denote the natural (HIV-negative) and HIV-positive mortality rates at age $a$, respectively. Let $\pi_a$ denote the population prevalence at age $a$, and let $A$ be the maximum age in the prevalence data (54 for males and 49 for females). Also, let $\lambda_a$ refer to the $\lambda_i$ that corresponds to the age $a$.

Furthermore, assuming that the underlying population is so large that a deterministic equation can describe the dynamic of the population prevalence, the population prevalence at age $a + 1$ years is given by the recurrence relation:

$$
\pi_{a+1} = \frac{\pi_a (1 - \phi_a) + (1 - \pi_a) (1 - \mu_a) \lambda_a}{\pi_a (1 - \phi_a) + (1 - \pi_a) (1 - \mu_a)},
$$  

(1)

Where $a = 15, 16, \ldots, A-1$.

This relation gives the population prevalence of HIV at any age from 15 up to $A$ years as a function of the four-dimensional parameter vector $\theta = (\pi_{15}, \lambda_{15-24}, \lambda_{25-34}, \lambda_{35+})$.

Equation 1 is easiest explained as an application of conditional probability computations: consider a random person born $a$ years ago (i.e. his age is $a$, assuming he is alive), so that the following represents his conditional probability of being positive at age $a + 1$, given that he is alive at that age:

$$
P(\text{positive}_{a+1} | \text{alive}_{a+1}) = \frac{P(\text{positive}_{a+1} \cap \text{alive}_{a+1})}{P(\text{alive}_{a+1})}
$$

The event in the numerator (being positive and alive) can be split in two disjoint events of surviving after being alive and positive at age $a$, and surviving after being alive and negative at age $a$ while contracting HIV during that year:

$$
P(\text{positive}_{a+1} \cap \text{alive}_{a+1}) = P(\text{positive}_a \cap \text{alive}_a)(1 - \phi_a) + P(\text{negative}_a \cap \text{alive}_a)(1 - \mu_a) \lambda_a
$$

A similar decomposition of the denominator gives:

$$
P(\text{positive}_{a+1} | \text{alive}_{a+1}) = \frac{P(\text{positive}_a \cap \text{alive}_a)(1 - \phi_a) + P(\text{negative}_a \cap \text{alive}_a)(1 - \mu_a) \lambda_a}{P(\text{positive}_a \cap \text{alive}_a)(1 - \phi_a) + P(\text{negative}_a \cap \text{alive}_a)(1 - \mu_a)}
$$

When we divide by $P(\text{alive}_a)$ in the numerator and denominator, we recognize this as
\[
P(\text{positive}_{a+1} \mid \text{alive}_{a+1}) = \frac{P(\text{positive}_{a} \mid \text{alive}_{a})(1-\varphi_{a})+P(\text{negative}_{a} \mid \text{alive}_{a})(1-\mu_{a})\lambda_{a}}{P(\text{positive}_{a} \mid \text{alive}_{a})(1-\varphi_{a})+P(\text{negative}_{a} \mid \text{alive}_{a})(1-\mu_{a})}
\]

This is Equation 1, because population prevalence in an age group is the probability of a random person of that age being HIV positive, given that he is alive: \(\pi_{a} = P(\text{positive}_{a} \mid \text{alive}_{a})\). The denominators can throughout the computation be assumed to be non-zero, as otherwise the total population would be dead.

We will denote the sample size at age \(a\) by \(n_{a}\), and the number of HIV positives at age \(a\) by \(y_{a}\). At each age \(a\), a sampled individual has the probability \(\pi_{a}\) of being HIV positive. The sample sizes \(n_{a}\) are considered deterministic, and the events of different individuals being HIV positive are assumed to be independent. So, the number of HIV positives at age \(a\) years follows a binomial distribution with parameters \(n_{a}\) and \(\pi_{a}\). The corresponding probability mass function, \(f\), is given by the equation:

\[
f(\psi_{a}, y_{a}) = \binom{n_{a}}{y_{a}} \pi_{a}^{y_{a}} (1-\pi_{a})^{n_{a}-y_{a}}, y_{a} = 0, 1, 2, \ldots n_{a}.
\]

The log-likelihood function is thus:

\[
\ell(\theta \mid y_{a}) = K + \sum_{a=15}^{1} y_{a} \log(\pi_{a}) + \sum_{a=15}^{1} (n_{a} - y_{a}) \log(1-\pi_{a})
\]

where \(K\) is a constant independent of \(\theta\).

The maximum likelihood estimate of \(\theta\) was computed using the \texttt{nlm} function in R [15]. This function uses a version of the Newton–Raphson optimization algorithm. In order to test the reliability of the \texttt{nlm} function, we also implemented a random search optimization based on incremental random steps of variable length. It converged toward the same solution as the \texttt{nlm} function.

Smoothed estimates of age-specific prevalence were computed using the Nadaraya-Watson estimator. These nonparametric estimates were plotted on the same graph with empirical and model-based estimates.

**Goodness of fit**

The goodness of fit of our estimation was assessed using the Pearson Chi-square statistic [16]. Let \(p_{a}\) denote the estimated HIV prevalence at age \(a\) and \(t\) denote the number of parameters in the model. Let \(e_{a} = (y_{a} - n_{a}p_{a})\) be the residual at age \(a\) years. Then

\[
\chi^{2} = \sum_{a=15}^{1} \frac{e_{a}^{2}}{n_{a}p_{a}(1-p_{a})}
\]

gives the Pearson Chi-square statistic with \(A-14-t = A-18\) degrees of freedom.
Confidence intervals and sensitivity analysis

The R-function nlm() gives the Hessian matrix of the log-likelihood. We estimate the standard error of the parameters as the square root of the diagonal elements of the inverse of the Hessian. We estimated the 95% confidence intervals as the point estimates $+$ $1.96$ times the standard errors, which is the standard procedure. We also implemented a bootstrap scheme, where we resampled 10,000 data sets with replacement, which produced virtually identical confidence intervals as the Hessian-based method.

We also conducted sensitivity analyses: we increased both mortality rates simultaneously by 2.5%, 5%, 7% 10%, 15% and 20% and so we had six sets (sets of two rates each: HIV and non-HIV mortality rates) of increased mortality rates. We also decreased both mortality rates by 2.5%, 5%, 7%, 10%, 15% and 20%, and had six sets (each of two: HIV and non-HIV rates) of decreased mortality rates. We therefore had a total of 12 of mortality rates. Using each of the 12 sets of mortality rates, the FOI and corresponding 95% bootstrap confidence intervals were estimated.

Force of infection and incidence

The FOI ($\lambda$) is the probability that an uninfected person gets infected during a 12-month period, which may be the most relevant incidence parameter for an individual. However, the age-wise incidence rate for the total population (including HIV-positive people) may be more useful for healthcare planning purposes. We therefore give corresponding population incidence ($I$) estimates based on the relation: $I = \lambda (1 - \pi)$. For an age group $G$, we therefore need to compute the estimated group prevalence $\pi_G$ as a weighted average: $\pi_G = \frac{\sum_{a \in G} \pi_a N_a}{\sum_{a \in G} N_a}$,

where $N_a$ is the size of the Malawian population at age $a$. In this way, we computed the incidence estimates: $I_{15-24} = \lambda_{15-24} (1 - \pi_{25-34})$, $I_{25-34} = \lambda_{25-34} (1 - \pi_{25-34})$ and $I_{35+} = \lambda_{35+} (1 - \pi_{35+})$ for males and females, expressed as the expected number of new cases a year, per 100,000 inhabitants.

Results

We fitted models for males and females separately. The Pearson Chi-square goodness of fit statistics of these separate analyses showed acceptable fit for both males ($p = 0.930$) and females ($p = 0.564$). The FOI and population incidence rate estimates with confidence intervals for males and females are given in Table 3.

<p>| Table 3 Estimates of FOI and incidence (per 100,000 person-years), by age and sex |
|---|---|---|---|---|---|</p>
<table>
<thead>
<tr>
<th>Gender</th>
<th>Age group</th>
<th>Estimated FOI</th>
<th>95% confidence interval</th>
<th>Estimated Incidence</th>
<th>95% confidence interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>Males</td>
<td>15–24</td>
<td>0.0063</td>
<td>0.0039, 0.0089</td>
<td>616</td>
<td>375, 870</td>
</tr>
<tr>
<td>Males</td>
<td>25–34</td>
<td>0.0312</td>
<td>0.0225, 0.0366</td>
<td>2705</td>
<td>1946, 3172</td>
</tr>
</tbody>
</table>
The estimate of the model parameter of prevalence at age 15 was $\pi_{15} = 0.0035$ for males and $\pi_{15} = 0.0069$ for females. The estimated prevalence functions are shown in Figure 1, plotted together with empirical point estimates from the data. In the figure, we also included a Nadaraya-Watson non-parametric estimate of the prevalence (stapled curve), which closely resembles the model curve.

**Figure 1 Estimated age-specific sero-prevalence curves for men and women**

For each of the eight sets of the mortality rates investigated in the sensitivity analysis, different estimates of the FOI and prevalence were obtained (Additional file 1: Table S1 and Table S2). When the mortality rates were decreased or increased by a certain percentage, the FOI estimates also decreased or increased accordingly.

**Discussion**

A key assumption in our model is that of an endemic equilibrium of HIV, giving a stationary prevalence in each age and sex group. It is necessary because we have access to prevalence data from only one point in time, and for the same reason, the assumption is not testable from our data. It is reasonable, however, because the virus has been present in Malawi for more than 20 years [17]. In fact, HIV is endemic in Malawi [17, 18]. Notably, our model does not assume that the age distribution in the population is stationary, which would not have been reasonable. We assume that the mortality of HIV-positive people depends only on age, and so we do not model the progression of AIDS. This is a simplification. However, the average lifespan of HIV-infected people is reasonably modelled. Also, an HIV-positive person’s time since infection will correlate with his age, which is included in the model.

Our approach has similarities with several direct approaches for estimating the incidence of HIV from cross-sectional sero-prevalence data [19]. In particular, our assumptions closely match those of Saidel et al. (1996) [2], which is based on the method of Podgor et al. (1983) [20]. Their method relies on estimating the incidence rate for one age interval at a time, using estimated prevalence at the beginning and end of the interval in the computation. In a situation with large prevalence samples, this is possible. With our relatively sparse prevalence data, we need to estimate fewer incidence parameters.

Our method estimates the parameter values simultaneously, and achieves more efficient estimation by utilizing the prevalence observations in each age cohort. The model described by Gregson et al. (1996) [21] has similarities with ours, and they also model the incidence with few degrees of freedom. However, we find their model less intuitive and steeped in mathematical language that is less accessible to epidemiologists. Also, they appear to disregard the natural mortality of HIV-negative persons. Note that other approaches for estimating the FOI based on Muench’s catalytic model and its modifications [22-24] are unreasonable due to their assumption of negligible disease-induced mortality. The fact that our models achieve adequate Chi-square fit gives some indication that they are sound.
The estimated FOI for the different sex and age groups varies by around 0.02, which means that an HIV-negative adult will have around 2% risk of contracting the virus within a year. This is a high number, which shows that a 15-year-old sero-negative person has an approximately 50% chance of contracting HIV before the age of 50 years. Our estimates are consistent with the observation of Hallet et al. (2008) that “Even in settings where HIV has reached high endemic levels, incidence rates are typically less than ~4%” [3]. Compared with estimates of incidence from longitudinal Malawi data collected from Blantyre pregnant women and Nchalo workers in 1995 and 1997 [25], our estimates are smaller on average. This is not strange considering that both the Blantyre pregnant women and Nchalo workers were cohorts of high-risk men and women and so not representative, unlike the MDHS2004 sample from which the data for this paper comes.

Corresponding estimates of incidence from Zimbabwe are 2.34% for women in the 15–24 year age group [26], 2.3% to 2.8% for men and 1.51% for women in the 25–34 age group [26, 27] and 1.5% to 2.2% for men aged at least 35 years [26]. From Tanzania, corresponding estimates of HIV incidence are 0.47–0.68% for men and 2.38–2.5% for women in the 15–24 age group [28-30], 2.6–3.09% for men and 1.53–2.5% for women in the 25–34 age group [28, 31][29,32] and 1.09–1.75% for men in the 35–54 age group [29, 31, 32]. Both estimates from Zimbabwe and Tanzania are within the 95% bootstrap intervals of our estimates for each age group. Our estimates are therefore comparable to those of neighbouring countries. For Zimbabwe, estimates for the 25–49 and 15–24 age ranges among men and women respectively agree with our estimates. Our estimates are therefore comparable to those of neighbouring countries.

The estimated FOI differs considerably for males and females in that males on average contract the virus at an older age. This is compatible with the fact that females on average start sexual activities earlier than males in Malawi. The model also gives very low HIV prevalence for 15 year olds. This is reasonable as few are sexually active before this age, and those born with HIV are mostly diseased before the age of 15 years in the absence of antiretrovirals (ARVs). The estimates for population incidence are similar to the FOI estimates. The difference is proportional to the prevalence, so it is smaller for the lowest age group.

**Conclusions**

Our analysis is based on population-based HIV sero-prevalence data from 2004, and since then, provision of antiretroviral drugs has been rolled out to many parts of Malawi. For Malawian sub-populations that currently have access to ARVs, our estimates of incidence rate are likely to be less accurate. However, for areas in Malawi where, for some reason, people still do not have access to antiretroviral drugs, our estimates are likely to be valid today.

Our method is best suited for areas or countries where mortality data is available, but access to antiretroviral therapy is a problem. However, for areas where HIV patients have access to antiretroviral therapy, our method can be easily extended to adjust for provision of ARVs as long as survival data of patients on ARVs is available. There is therefore a need for continued collection of not only population-based HIV sero-prevalence data, but also survival data of HIV patients on ARVs.
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### Table 4. Results of sensitivity analysis for men

<table>
<thead>
<tr>
<th>% change in mortality rates</th>
<th>Estimated mortality rates (FOI)</th>
<th>95% confidence interval</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Age(years)</td>
<td>Lower limit</td>
<td>Upper limit</td>
</tr>
<tr>
<td>2.5% decrease</td>
<td>15-24</td>
<td>0.0063</td>
<td>0.0038</td>
</tr>
<tr>
<td></td>
<td>25-34</td>
<td>0.0274</td>
<td>0.0207</td>
</tr>
<tr>
<td></td>
<td>35-54</td>
<td>0.0157</td>
<td>0.0095</td>
</tr>
<tr>
<td>5% decrease</td>
<td>15-24</td>
<td>0.0063</td>
<td>0.0038</td>
</tr>
<tr>
<td></td>
<td>25-34</td>
<td>0.0272</td>
<td>0.0205</td>
</tr>
<tr>
<td></td>
<td>35-54</td>
<td>0.0151</td>
<td>0.0089</td>
</tr>
<tr>
<td>7% decrease</td>
<td>15-24</td>
<td>0.0063</td>
<td>0.0038</td>
</tr>
<tr>
<td></td>
<td>25-34</td>
<td>0.0270</td>
<td>0.0203</td>
</tr>
<tr>
<td></td>
<td>35-54</td>
<td>0.0146</td>
<td>0.0085</td>
</tr>
<tr>
<td>10% decrease</td>
<td>15-24</td>
<td>0.0063</td>
<td>0.0038</td>
</tr>
<tr>
<td></td>
<td>25-34</td>
<td>0.0267</td>
<td>0.0201</td>
</tr>
<tr>
<td></td>
<td>35-54</td>
<td>0.0139</td>
<td>0.0079</td>
</tr>
<tr>
<td>15% decrease</td>
<td>15-24</td>
<td>0.0063</td>
<td>0.0038</td>
</tr>
<tr>
<td></td>
<td>25-34</td>
<td>0.0262</td>
<td>0.0197</td>
</tr>
<tr>
<td></td>
<td>35-54</td>
<td>0.0126</td>
<td>0.0068</td>
</tr>
<tr>
<td>20% decrease</td>
<td>15-24</td>
<td>0.0064</td>
<td>0.0038</td>
</tr>
<tr>
<td></td>
<td>25-34</td>
<td>0.0295</td>
<td>0.0192</td>
</tr>
<tr>
<td></td>
<td>35-54</td>
<td>0.0212</td>
<td>0.0057</td>
</tr>
<tr>
<td>No change in mortality rates</td>
<td>15-24</td>
<td>0.0063</td>
<td>0.0039</td>
</tr>
<tr>
<td></td>
<td>25-34</td>
<td>0.0312</td>
<td>0.0225</td>
</tr>
<tr>
<td></td>
<td>35-54</td>
<td>0.0158</td>
<td>0.0143</td>
</tr>
<tr>
<td>2.5% increase</td>
<td>15-24</td>
<td>0.0063</td>
<td>0.0038</td>
</tr>
<tr>
<td></td>
<td>25-34</td>
<td>0.0279</td>
<td>0.0211</td>
</tr>
<tr>
<td></td>
<td>35-54</td>
<td>0.0170</td>
<td>0.0106</td>
</tr>
<tr>
<td>5% increase</td>
<td>15-24</td>
<td>0.0063</td>
<td>0.0038</td>
</tr>
<tr>
<td></td>
<td>25-34</td>
<td>0.0281</td>
<td>0.0213</td>
</tr>
<tr>
<td></td>
<td>35-54</td>
<td>0.0175</td>
<td>0.0111</td>
</tr>
<tr>
<td>7% increase</td>
<td>15-24</td>
<td>0.0063</td>
<td>0.0038</td>
</tr>
<tr>
<td>% change in mortality rates</td>
<td>Age(years)</td>
<td>Estimated FOI</td>
<td>95% confidence interval</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>-----------</td>
<td>---------------</td>
<td>------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lower limit</td>
<td>Upper limit</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FOI</td>
<td>Lower limit</td>
</tr>
<tr>
<td>2.5% decrease</td>
<td>15-24</td>
<td>0.0219</td>
<td>0.0181</td>
</tr>
<tr>
<td></td>
<td>25-34</td>
<td>0.0152</td>
<td>0.0081</td>
</tr>
<tr>
<td></td>
<td>35-54</td>
<td>0.0213</td>
<td>0.0135</td>
</tr>
<tr>
<td>5% decrease</td>
<td>15-24</td>
<td>0.0218</td>
<td>0.0180</td>
</tr>
<tr>
<td></td>
<td>25-34</td>
<td>0.0149</td>
<td>0.0078</td>
</tr>
<tr>
<td></td>
<td>35-54</td>
<td>0.0206</td>
<td>0.0129</td>
</tr>
<tr>
<td>7% decrease</td>
<td>15-24</td>
<td>0.0217</td>
<td>0.0180</td>
</tr>
<tr>
<td></td>
<td>25-34</td>
<td>0.0146</td>
<td>0.0076</td>
</tr>
<tr>
<td></td>
<td>35-54</td>
<td>0.0201</td>
<td>0.0124</td>
</tr>
<tr>
<td>10% decrease</td>
<td>15-24</td>
<td>0.0217</td>
<td>0.0179</td>
</tr>
<tr>
<td></td>
<td>25-34</td>
<td>0.0142</td>
<td>0.0072</td>
</tr>
<tr>
<td></td>
<td>35-54</td>
<td>0.0193</td>
<td>0.0117</td>
</tr>
<tr>
<td>15% decrease</td>
<td>15-24</td>
<td>0.0215</td>
<td>0.0178</td>
</tr>
<tr>
<td></td>
<td>25-34</td>
<td>0.0136</td>
<td>0.0067</td>
</tr>
<tr>
<td></td>
<td>35-54</td>
<td>0.0180</td>
<td>0.0105</td>
</tr>
<tr>
<td>20% decrease</td>
<td>15-24</td>
<td>0.0214</td>
<td>0.0129</td>
</tr>
<tr>
<td></td>
<td>25-34</td>
<td>0.0177</td>
<td>0.0061</td>
</tr>
</tbody>
</table>

Table 5. Results of sensitivity analysis for women
<table>
<thead>
<tr>
<th>Increase</th>
<th>15-24</th>
<th>25-34</th>
<th>35-54</th>
</tr>
</thead>
<tbody>
<tr>
<td>No change in mortality rates</td>
<td>0.0225</td>
<td>0.0186</td>
<td>0.0263</td>
</tr>
<tr>
<td>2.5% increase</td>
<td>0.0212</td>
<td>0.0140</td>
<td>0.0284</td>
</tr>
<tr>
<td>5% increase</td>
<td>0.0211</td>
<td>0.0133</td>
<td>0.0289</td>
</tr>
<tr>
<td>7% increase</td>
<td>0.0220</td>
<td>0.0182</td>
<td>0.0258</td>
</tr>
<tr>
<td>10% increase</td>
<td>0.0158</td>
<td>0.0087</td>
<td>0.0230</td>
</tr>
<tr>
<td>15% increase</td>
<td>0.0226</td>
<td>0.0147</td>
<td>0.0305</td>
</tr>
<tr>
<td>20% increase</td>
<td>0.0221</td>
<td>0.0162</td>
<td>0.0233</td>
</tr>
<tr>
<td>2.5% increase</td>
<td>0.0183</td>
<td>0.0090</td>
<td>0.0153</td>
</tr>
<tr>
<td>5% increase</td>
<td>0.0221</td>
<td>0.0162</td>
<td>0.0233</td>
</tr>
<tr>
<td>7% increase</td>
<td>0.0258</td>
<td>0.0233</td>
<td>0.0312</td>
</tr>
<tr>
<td>10% increase</td>
<td>0.0221</td>
<td>0.0164</td>
<td>0.0238</td>
</tr>
<tr>
<td>15% increase</td>
<td>0.0184</td>
<td>0.0092</td>
<td>0.0158</td>
</tr>
<tr>
<td>20% increase</td>
<td>0.0259</td>
<td>0.0236</td>
<td>0.0318</td>
</tr>
<tr>
<td>2.5% increase</td>
<td>0.0258</td>
<td>0.0233</td>
<td>0.0305</td>
</tr>
<tr>
<td>5% increase</td>
<td>0.0222</td>
<td>0.0168</td>
<td>0.0246</td>
</tr>
<tr>
<td>7% increase</td>
<td>0.0184</td>
<td>0.0096</td>
<td>0.0165</td>
</tr>
<tr>
<td>10% increase</td>
<td>0.0260</td>
<td>0.0240</td>
<td>0.0327</td>
</tr>
<tr>
<td>15% increase</td>
<td>0.0224</td>
<td>0.0186</td>
<td>0.0262</td>
</tr>
<tr>
<td>20% increase</td>
<td>0.0174</td>
<td>0.0102</td>
<td>0.0247</td>
</tr>
<tr>
<td>2.5% increase</td>
<td>0.0259</td>
<td>0.0177</td>
<td>0.0341</td>
</tr>
<tr>
<td>5% increase</td>
<td>0.0225</td>
<td>0.0179</td>
<td>0.0272</td>
</tr>
<tr>
<td>7% increase</td>
<td>0.0187</td>
<td>0.0106</td>
<td>0.0189</td>
</tr>
<tr>
<td>10% increase</td>
<td>0.0263</td>
<td>0.0252</td>
<td>0.0354</td>
</tr>
</tbody>
</table>
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Introduction

In Malawi, just like in other sub-Saharan countries, HIV and other sexually transmitted infections are spread by hetero-sexual contact. Early sexual debut is associated with a higher risk of sexually transmitted infections and HIV. The aim of this paper is to determine the risk factors of early sexual debut in Malawi.

Methods

Data on 6512 men and 7398 women extracted from the Malawi Demographic and Health Survey 2010 data were analyzed. Separate parametric frailty and logistic regression models were fitted to data for men and women.

Results

The significant risk factors of early sexual debut among men were secondary education (males: AOR=0.577, 95% CI=0.394, 0.846), Lomwe ethnicity (AOR=1.671, 95% CI =1.274-2.190), Islam (AOR = 1.560, 95% CI= 1.065-2.284), being married (AOR=0.418, 95% CI= 0.324-0.538) being in a cohabiting relationship (AOR = 0.416, 95% CI = 0.294 - 0.589), being a widower (AOR = 0.104, 95% CI = 0.013 - 0.818) and the following birth cohorts :1965-1969 (AOR = 2.020, 95% CI=1.273 - 3.301 ), 1980-1984 (AOR =1.808, 95% CI= 1.134-2.883), 1980-1984 (AOR = 1.808, 95% CI = 1.134 - 2.883 ) , 1985-1989 (AOR = 1.762, 95% CI = 1.089 - 2.852) and 1990-1995(AOR = 1.762, 95%CI = 1.089 - 2.883) , 1985-1989 (AOR = 1.762, 95% CI = 1.089 - 2.852) , 1990-1995(AOR = 1.762, 95% CI = 1.089 - 2.852) , 1990-1995(AOR = 4.757, 95% CI = 2.912 -7.771). The significant risk factors of early sexual debut among women were ( AOR = 0.200, 95% CI = 0.135 - 0.297), Lomwe ethnicity (AOR = 1.700, 95% CI = 1.250 - 2.313), Islam AOR = 1.591, 95% CI = 1.074 - 2.357), being married (AOR = 0.582, 95%CI = 0.418 - 0.809 ), primary education (AOR= 0.540, 95% CI = 0..435 - 0.670), other ethnic groups (AOR = 1.445, 95% CI = 1.054 - 1.980), other Christian denominations (AOR = 1.588, 95% CI = 1.275 - 1.977), being separated (AOR = 0.522, 95% CI = 0.330 - 0.827), and consensual sex (AOR = 0.833, 95% CI = 0.700 - 0.992).

Conclusions: Education is a protective factor against early sexual debut and so should be used as an intervention for delaying sexual debut in Malawi.

Introduction

Early sexual debut is a risk factor of HIV infection [1][2]. In Malawi, just like in all sub-Saharan countries [3], HIV is spread through hetero-sexual contact. The prevalence of HIV is 11% [4] and HIV incidence is higher among women than among men [5]. Early sexual debut, therefore, undoubtedly predisposes an individual to HIV infection in such an environment of relatively high HIV prevalence.

Although, antiretroviral therapy (ART) helps to suppress some manifestations of AIDS-defining cancers, coverage of the provision of antiretroviral therapy (ART) is not complete in Malawi. Moreover, there is persistent shortage of drugs [6] for treating sick people. Consequently, HIV continues to be the leading cause of death in this era of antiretroviral therapy. Since the first sexual act can result in infection with HIV, an individual who contracts HIV or STI’s during the first sexual encounter at a very young age is at a very big disadvantage because in the absence of any medication his future is bleak. It is therefore important to delay sexual debut in order to avoid this.

In Malawi, sexual activity is risky experience because there is low condom use [4][7]. Early sexual debut is a known risk factor of unprotected sex [8]. Unprotected sex leads to disease or unwanted teenage pregnancies. A study focusing on orphanhood status and an audit of port-abortion patients in Malawi have shown that early sexual debut is a risk factor of abortion, teenage pregnancy and dropping out of school [9][10]. Therefore, delaying sexual debut may help to reduce risky sexually practices like unprotected sex.

Culture plays an important role in the lives of most people in Malawi most of whom (about 80%) live in the rural areas. Malawi is a multi-ethnic [11] and male-dominated society. The country is divided into the northern, central and southern provinces which differ by ethnic composition [11] and level of urbanization. The cultural traditions of the ethnic groups in the northern provinces of Malawi are similar but they differ from those of the central and southern provinces which are similar [12][13]. Several major ethnic groups namely the Yao, Lomwe and Chewa
encourage ritual sex after initiation at puberty where in many cases condoms are not used [14] thereby making first sex risky.

Early sexual debut influences young Malawian women to engage in risky sexual practices in order to fend for themselves. Poverty is reported to be a risk factor of risky behaviour [15]. Since Malawi is a very poor country, some women migrate to urban areas looking for financial opportunities where they end up in prostitution [16]. Some of these are young girls aged less than 15 years [17]. Many of these leave for town to practise prostitution after they have already engaged in early first sex [18].

Studies conducted in America, Europe and Asia have reported the effects of early sexual debut to be substance use, violent delinquency, unwanted pregnancies, sexually transmitted diseases, HIV infection, unprotected sex, abortion, prostitution, paying for sex, multiple partners, cervical cancer [19] [20] [21] [22] [23] [24]. There are also some studies conducted in countries outside Africa which have examined sexual debut [25] [26] [27] [28]. Studies conducted in several sub-Saharan African countries have documented trends in age at first sex [29] [30] [31], early sexual debut [25] [26] [27] [28] and risk factors of age at first sex [32].

There have been no generalisable research results in Malawi on a national scale to examine the risk factors of early sexual debut which is a well-known predictor of HIV. Because of this, there is a knowledge gap. There are a few studies [10] [15] [33] [34] which focused on different topics but mentioned early sexual debut in passing. These studies provide sketchy information about early sexual debut. The aim of this study is to determine the risk factors of early sexual debut in order to fill the gap in knowledge about the risk factors of early sexual debut by analysing nationally representative data from a demographic and health survey conducted in Malawi in 2010. The results of this study will be generalisable because the data is representative nationally.

Methods

Data

The data analyzed for this paper is from the Malawi Demographic and Health Survey 2010 (MDHS2010). The MDHS (2010) data were freely downloaded from www.measuredhs.com after obtaining permission from ICF Macro International. The MDHS2010, was a cross-sectional nationally representative survey conducted in Malawi from June to November 2010 [35]. The survey collected data on different topics from a national multistage cluster sample of 27,340 households.

Each district was demarcated into enumeration areas (EAs). Sampling for the DHS was conducted at the district and EA levels. In each district, the primary sampling units (psus) were the EAs and in each sampled EA, the secondary sampling units (ssus) were households. A total of 849 EAs and 27,340 households were sampled for the survey. In each sampled household, only men aged 15-54 years and women aged 15-49 years were deemed eligible for the survey.

Structured questionnaires with several modules which included an HIV module were administered to eligible members of sampled households. These questionnaires have been used before in 2000 and 2004 in similar surveys. Ethical clearance of the protocol for the MDHS2010 was obtained from the Malawi Health Sciences Research Committee, the Institutional Review Board of ICF Macro, and the Centre for Disease Control and Prevention (CDC) in Atlanta, USA [35].

For the HIV module, a sub-sample of a third of the total sample was chosen. This translated to a total of 14,407 men and women aged 15-54 and 15-49 years respectively. Apart from taking the HIV test, these sampled individuals were asked to state their age at first sex. Additionally, data on socio-demographic characteristics of the survey participants were also collected. These socio-demographic variables included age, marital status, ethnicity, region or province, place of residence, religion, education level, whether first sex was forced or consensual and date of birth.

The total numbers of explanatory variables for men and women’s data are different since data on whether first sexual was consensual or not were collected from women only.

The end point of the current analysis is first sex. The response variable is age at sexual debut which is a time-to-event variable. Survey participants who never had sex are right–censored. For this paper early sexual debut is first sex before the age of 15 years. This is derived from the age at first sex.

Models fitted

Parametric survival and logistic regression models were fitted to the data. Age at first sex was the outcome for
survival analysis. Early sexual debut (Yes, No) was the outcome variable for logistic regression. Survival analysis techniques are appropriate for analyzing this data since age at early sexual debut is a time-to-event variable. Since the data are hierarchical with two levels namely enumeration area (EA) and the household, the parametric accelerated failure time model (with frailty) was used to analyze the data. The random effect variable was enumeration area.

Preliminary analyses were conducted to determine the distribution which best fitted the survival time data. Several distributions which included the lognormal and Weibull distributions were assumed for the age at sexual debut and a corresponding survival model fitted. For each chosen distribution, a corresponding hazard function was graphed. Besides, the selected distribution was also fitted using Lindsey and Mersch (1992)’s approach \[36\] if the distribution was a member of the exponential family. A survival model was fitted after preliminary analyses.

Time ratios, which are part of the optional output produced by Stata software, were extracted. The interpretation of time ratios is straightforward. The reference category has by default a time ratio equal to 1. For a given level of a categorical variable, a time ratio less than 1 implies that for that category sex was initiated earlier (or faster) than for the baseline category. To the contrary, a time ratio greater than 1 implies that sex was initiated later (slower) than for the baseline category.

Logistic regression models were used for determining the risk factors of early sexual debut. Univariate and multiple logistic regression models were fitted to the data for each gender. Primary sampling units (EAs) were controlled for in the logistic regression analyses. Sampling weights were also incorporated in the regression analyses. For all analyses, STATA 10 was used. All p-values less than 0.05 were indicative of a significant result.

Data for men and women were analyzed separately because men and women are different since there are obvious differences in physiological and biological factors, social and behavioral factors between men and women which make the sexual experience of men different from that of women. The effect of gender was not analyzed because the number of variables for men’s and women’s data were different \[37\].

The MDHS2010 survey questionnaires had been used in previous surveys of a similar nature. Additionally, these questionnaires were translated into Chichewa – the language widely spoken all over Malawi and Chitumbuka - the language spoken mainly in the northern province so bias was controlled \[35\].

### Results

The number of respondents who answered the question about age at sexual debut was 13910 out of a total of 14407 respondents. Information about the remaining 497(4%) is missing. Of the 13,910 who answered the question about sexual debut, 6512(47%) were men and 7398(53%) were women (Table 1).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Category</th>
<th>Men Total(N=6512)</th>
<th>Had sex</th>
<th>Women Total(N=73398)</th>
<th>Had sex</th>
</tr>
</thead>
<tbody>
<tr>
<td>Region</td>
<td>Northern</td>
<td>1170(18.0)</td>
<td>937(16.7)</td>
<td>1301(17.6)</td>
<td>1125(17.6)</td>
</tr>
<tr>
<td></td>
<td>Central</td>
<td>2410(37.0)</td>
<td>2110(37.7)</td>
<td>2576(34.8)</td>
<td>2184(34.1)</td>
</tr>
<tr>
<td></td>
<td>Southern</td>
<td>2932(45.0)</td>
<td>2550(45.6)</td>
<td>3521(47.6)</td>
<td>3093(48.3)</td>
</tr>
<tr>
<td></td>
<td>Unknown</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Religion</td>
<td>Roman</td>
<td>1425(21.9)</td>
<td>1207(21.6)</td>
<td>1555(21)</td>
<td>1316(20.6)</td>
</tr>
<tr>
<td>Catholic</td>
<td></td>
<td>1069(16.4)</td>
<td>869(15.5)</td>
<td>1176(15.9)</td>
<td>956(14.9)</td>
</tr>
<tr>
<td>CCAP</td>
<td></td>
<td>481(7.4)</td>
<td>397(7.1)</td>
<td>549(7.4)</td>
<td>465(7.3)</td>
</tr>
<tr>
<td>SDA</td>
<td></td>
<td>2670(41.0)</td>
<td>2341(41.8)</td>
<td>3272(44.2)</td>
<td>2904(45.4)</td>
</tr>
<tr>
<td>Other</td>
<td>Christian</td>
<td>624(9.6)</td>
<td>563(10.1)</td>
<td>775(10.5)</td>
<td>695(10.9)</td>
</tr>
<tr>
<td>Muslim</td>
<td></td>
<td>242(3.7)</td>
<td>219(3.9)</td>
<td>66(0.9)</td>
<td>61(1)</td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td>1(0.0)</td>
<td>1(0.0)</td>
<td>5(0.0)</td>
<td>5(0.1)</td>
</tr>
<tr>
<td>Unknown</td>
<td></td>
<td>1942(29.8)</td>
<td>1683(30.1)</td>
<td>2230(30.1)</td>
<td>1893(29.6)</td>
</tr>
<tr>
<td>Ethnicity</td>
<td>Chewa</td>
<td>644(9.9)</td>
<td>511(9.1)</td>
<td>751(10.2)</td>
<td>640(10)</td>
</tr>
<tr>
<td>Tumbuka</td>
<td></td>
<td>1152(17.7)</td>
<td>1013(18.1)</td>
<td>1211(16.4)</td>
<td>1049(16.4)</td>
</tr>
<tr>
<td>Lomwe</td>
<td></td>
<td>656(10.1)</td>
<td>581(10.4)</td>
<td>747(10.1)</td>
<td>673(10.5)</td>
</tr>
<tr>
<td>Yao</td>
<td></td>
<td>359(5.5)</td>
<td>314(5.6)</td>
<td>418(5.7)</td>
<td>368(5.7)</td>
</tr>
<tr>
<td>Sena</td>
<td></td>
<td>860(13.2)</td>
<td>746(13.3)</td>
<td>1037(14)</td>
<td>893(13.9)</td>
</tr>
</tbody>
</table>

From the men’s sample, 915(14%) were censored, 43% had first sex by age 15 and 82% had first sex by age 20. The median age at sexual debut for men computed using survival analysis techniques was 18 years. As for women,
only 996 (13%) were still virgins at the time of the survey, 25% had first sex by age 15 and 75% had sex by age 18. The median age at sexual debut for women computed using survival analysis techniques was 17 years. (Fig 1).

The probability of remaining a virgin decreases rapidly from 10 to 25 years for both genders after which it reduces to almost zero (Fig 1). The lognormal distribution provides a good fit to the age at first sex (Fig 2) and the hazard functions plotted for each gender (Fig 3) resemble lognormal hazard functions depicted in literature [38] (Fig 2). (fig3).

The adjusted results from the survival models (Table 2) show that among men central province, southern province, primary education, Lomwe ethnicity, other ethnicities, other Christian religions, other religions, birth cohorts 1965-1969 to 1990-1995, being single, divorced or separated have significant time ratios which are less than 1. The adjusted results from the survival models (Table 3) show that central province, primary education and secondary or higher education has significant time ratios greater than 1. All other significant variables significant time ratios which are less than 1.

Men who have secondary or higher education were less likely to engage in early sexual debut than uneducated men (AOR= 0.577, 95% CI = 0.394-0.846)(Table4). The odds of early sexual debut were 67% higher for Lomwe men than for Chewa men. Islamic men were 56% more likely to engage in early sexual debut than Catholic men. (AOR =0.560 , 95% CI= 1.065 - 2.284). Men who were
born in the 1965-1969 birth cohort were 102% more likely to engage in early sexual debut (AOR = 2.020, 95% CI = 1.273 - 3.301). The odds of early sexual debut were 13% higher for men born in the 1980-1984 period than for men born during 1955-1959 (AOR = 1.808, 95% CI = 1.134 - 2.883). Malawian men born during the 1985-1989 period were 76% more likely to engage in early sexual debut than those who were born in the 1995-1999 period (AOR = 1.762, 95% CI = 1.089 - 2.852) and 1990-1995 (AOR = 4.757, 95% CI = 2.912 - 7.771). Married men were 58% less likely to have engaged in early sexual debut than men who were single (AOR = 0.418, 95% CI = 0.324 - 0.538). The odds of early sexual debut were 58% lower for men in a cohabiting relationship than for men who were single (AOR = 0.416, 95% CI = 0.294 - 0.589). Widowers were 90% less likely to have engaged in early sexual debut than single men (AOR = 0.104, 95% CI = 0.013 - 0.818).

The adjusted results from regression models for women (Table 5) show that women who had primary education were less likely to engage in early sexual debut than uneducated women (AOR = 0.540, 95% CI = 0.435 - 0.670). The odds of early sexual debut were 80% lower for women who had secondary or higher education than for women who had no education (AOR = 0.200, 95% CI = 0.135 - 0.297).

Lomwe women were 70% more likely to engage in early sexual debut than Chewa women (AOR = 1.700, 95% CI = 1.250 - 2.313). The odds of early sexual debut for women of other ethnicities were 45% higher than for Chewa women (AOR = 1.445, 95% CI = 1.054 - 1.983).
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Table 2: Crude and adjusted time ratios (TR) from parametric frailty models for men.

<table>
<thead>
<tr>
<th>Marital status</th>
<th>Variable Category</th>
<th>OR(95%CI)</th>
<th>p-value</th>
<th>OR(95%CI)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1990-1995</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>Reference</td>
<td></td>
<td></td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td></td>
<td>1.062(1.049,1.076)</td>
<td>p&lt;0.0001</td>
<td>0.967(0.948,0.988)</td>
<td>0.002</td>
</tr>
<tr>
<td>Cohabiting</td>
<td></td>
<td>1.082(1.059,1.106)</td>
<td>p&lt;0.0001</td>
<td>0.989(0.963,1.015)</td>
<td>0.398</td>
</tr>
<tr>
<td>Widowed</td>
<td></td>
<td>1.075(0.99,1.167)</td>
<td>0.086</td>
<td>0.973(0.896,1.058)</td>
<td>0.523</td>
</tr>
<tr>
<td>Divorced</td>
<td></td>
<td>1.008(0.965,1.053)</td>
<td>0.72</td>
<td>0.922(0.881,0.964)</td>
<td>p&lt;0.0001</td>
</tr>
<tr>
<td>Separated</td>
<td></td>
<td>0.983(0.936,1.033)</td>
<td>0.498</td>
<td>0.911(0.867,0.958)</td>
<td>p&lt;0.0001</td>
</tr>
</tbody>
</table>

Women who belonged to other religions were 49% more likely to engage in early sexual debut than Catholic women (AOR = 1.489, 95% CI = 0.679 - 3.266). Married women were 42% less likely to engage in early sexual debut than single women (AOR = 0.582, 95% CI = 0.418 - 0.809). The odds of early sexual debut were 48% lower for women who had separated from their husbands than for women who were single (AOR = 0.522, 95% CI = 0.330 - 0.827). Women who had consensual sex were 17% less likely to have engaged in early sexual debut than for women who were raped (AOR = 0.833, 95% CI = 0.700 - 0.992).

Discussion

Our analysis has shown that for men, early sexual debut was significantly associated with secondary or higher education, Lomwe ethnicity, Islam, being married, cohabiting or widowed and being born between 1965 and 1995. For women, early sexual debut was significantly associated with whether sex was consensual or forced, primary or higher education, Lomwe or other ethnicity, being a Moslem, being born during the 1990-1995 period and being married, cohabiting or separated. For both genders, province and the place of residence were not significantly related to early sexual debut.

Our findings show that secondary education was a strong predictor of early sexual debut among men and women in Malawi. Catholic women were 59% more likely to engage in early sexual debut than Islamic women (AOR = 1.591, 95% CI = 1.074 - 2.357). Similarly, the odds of early sexual debut were 59% higher for women of other Christian denominations than for Catholic women (AOR = 1.980). Islamic women were 59% more likely to engage in early sexual debut than Catholic women (AOR = 1.591, 95% CI = 1.074 - 2.357).

Table 2: Crude and adjusted time ratios (TR) from parametric frailty models for men.
Risk factors of early sexual debut among men and women - a strong predictor of HIV and sexual risk in Malawi

In Malawi, most of the primary and secondary schools are owned by the government and most of them are co-educational. Furthermore, there are more primary schools than secondary schools. Secondary schools have four classes called Forms 1 through 4. Primary school have 8 classes called Standards 1 through 8. The recommended age for enrolling in Standard 1 is five years. The period before age 15 is usually spent in primary school. Schools provide an environment of great social interaction between boys and girls. This interaction between boys and girls sometimes culminates in heterosexual contact which is early sexual debut. In fact, Ngaiyaye (2000) reported that early sexual debut was the cause of high dropout rate on grounds of teenage pregnancy in Malawian schools [41]. To address this problem, the Malawi Government tried to integrated Life Skills and Sexuality and Reproductive Health in the curriculum of senior primary classes and all secondary school forms in 2002. Recently after assessing the impact of that pilot exercise,

<table>
<thead>
<tr>
<th>Variable</th>
<th>Crude Odds Ratios</th>
<th>p-value</th>
<th>Crude Odds Ratios</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Province</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northern</td>
<td>1.356(1.055,1.736)</td>
<td>0.017</td>
<td>1.063(0.744,1.519)</td>
<td>0.735</td>
</tr>
<tr>
<td>Central</td>
<td>1.520(1.195,1.934)</td>
<td>0.001</td>
<td>0.964(0.671,1.385)</td>
<td>0.842</td>
</tr>
<tr>
<td>Southern</td>
<td>1.060(0.861,1.304)</td>
<td>0.585</td>
<td>1.035(0.820,1.306)</td>
<td>0.772</td>
</tr>
<tr>
<td>Residence</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>Reference</td>
<td></td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>1.701(1.256,2.304)</td>
<td>0.001</td>
<td>1.151(0.822,1.61)</td>
<td>0.413</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>Reference</td>
<td></td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>0.915(0.658,1.273)</td>
<td>0.598</td>
<td>0.577(0.394,0.846)</td>
<td>0.005</td>
</tr>
<tr>
<td>Secondary or higher</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chewa</td>
<td>Reference</td>
<td></td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Tumbuka</td>
<td>0.834(0.619,1.124)</td>
<td>0.233</td>
<td>1.084(0.738,1.591)</td>
<td>0.682</td>
</tr>
<tr>
<td>Lumwe</td>
<td>1.139(1.132,1.710)</td>
<td>0.002</td>
<td>1.671(1.274,2.190)</td>
<td>p&lt;0.001</td>
</tr>
<tr>
<td>Yao</td>
<td>1.477(1.136,1.904)</td>
<td>0.003</td>
<td>1.190(0.800,1.771)</td>
<td>0.390</td>
</tr>
<tr>
<td>Sena</td>
<td>1.329(1.010,1.748)</td>
<td>0.042</td>
<td>1.357(0.966,1.905)</td>
<td>0.078</td>
</tr>
<tr>
<td>Ngoni</td>
<td>1.185(0.935,1.503)</td>
<td>0.160</td>
<td>1.275(0.994,1.635)</td>
<td>0.056</td>
</tr>
<tr>
<td>Other</td>
<td>0.859(0.673,1.097)</td>
<td>0.223</td>
<td>1.023(0.740,1.414)</td>
<td>0.891</td>
</tr>
<tr>
<td>Religion</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Roman Catholic</td>
<td>Reference</td>
<td></td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Presbyterian</td>
<td>1.107(0.882,1.389)</td>
<td>0.380</td>
<td>1.080(0.851,1.370)</td>
<td>0.527</td>
</tr>
<tr>
<td>Seventh Day Adventist</td>
<td>0.904(0.672,1.221)</td>
<td>0.511</td>
<td>0.840(0.610,1.158)</td>
<td>0.287</td>
</tr>
<tr>
<td>Other Christian religions</td>
<td>1.084(0.902,1.303)</td>
<td>0.389</td>
<td>1.071(0.880,1.302)</td>
<td>0.494</td>
</tr>
<tr>
<td>Muslim</td>
<td>1.647(1.278,2.123)</td>
<td>p&lt;0.001</td>
<td>1.560(1.065,2.284)</td>
<td>0.022</td>
</tr>
<tr>
<td>Other religions</td>
<td>1.331(1.037,1.891)</td>
<td>0.110</td>
<td>1.431(0.989,2.072)</td>
<td>0.057</td>
</tr>
<tr>
<td>Birth cohort</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1955-1959</td>
<td>Reference</td>
<td></td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>1955-1959</td>
<td>1.105(0.648,1.885)</td>
<td>0.713</td>
<td>1.130(0.658,1.938)</td>
<td>0.658</td>
</tr>
<tr>
<td>1965-1969</td>
<td>1.823(1.120,2.966)</td>
<td>0.016</td>
<td>2.020(1.237,3.301)</td>
<td>0.005</td>
</tr>
</tbody>
</table>

Table 3. Crude and adjusted time ratios (TR) from parametric frailty models for women.

Risk factors of early sexual debut among men and women - a strong predictor of HIV and sexual risk in Malawi

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Never married</td>
<td>1.580(0.966,2.585) 0.068</td>
<td>1.294(0.809,2.069) 0.282</td>
<td>1.712(1.084,2.702) 0.021</td>
<td>2.001(1.398,3.462) 0.001</td>
<td>9.400(6.085,14.522) p&lt;0.0001</td>
</tr>
<tr>
<td>Married</td>
<td>0.223(0.191,0.260) p&lt;0.0001</td>
<td>0.216(0.160,0.290) p&lt;0.0001</td>
<td>0.061(0.008,0.445) 0.006</td>
<td>0.515(0.331,0.800) 0.005</td>
<td>0.473(0.280,0.800) 0.005</td>
</tr>
<tr>
<td>Cohabiting</td>
<td>0.418(0.324,0.538) p&lt;0.0001</td>
<td>0.416(0.294,0.589) p&lt;0.0001</td>
<td>0.104(0.013,0.818) 0.032</td>
<td>0.948(0.586,1.532) 0.826</td>
<td>0.755(0.426,1.338) 0.335</td>
</tr>
<tr>
<td>Widowed</td>
<td>1.653(1.007,2.716) 0.047</td>
<td>1.462(0.906,2.359) 0.119</td>
<td>1.808(1.134,2.883) 0.013</td>
<td>1.762(1.089,2.852) 0.021</td>
<td>4.757(2.912,7.771) p&lt;0.0001</td>
</tr>
<tr>
<td>Divorced</td>
<td>1.653(1.007,2.716) 0.047</td>
<td>1.462(0.906,2.359) 0.119</td>
<td>1.808(1.134,2.883) 0.013</td>
<td>1.762(1.089,2.852) 0.021</td>
<td>4.757(2.912,7.771) p&lt;0.0001</td>
</tr>
<tr>
<td>Separated</td>
<td>1.653(1.007,2.716) 0.047</td>
<td>1.462(0.906,2.359) 0.119</td>
<td>1.808(1.134,2.883) 0.013</td>
<td>1.762(1.089,2.852) 0.021</td>
<td>4.757(2.912,7.771) p&lt;0.0001</td>
</tr>
</tbody>
</table>

Kalanda (2010) reported a significant change in the rate of drop outs from primary school on grounds of pregnancy after pupils were taught life skills and sexual reproductive health [42]. This shows that education is an effective intervention for controlling the sexual behaviour of Malawian school children. In fact, sex and HIV education interventions are believed to be effective in delaying sexual debut not only in Malawi but in developing countries in general [43].

The fact that primary education was a protective factor against early sexual debut among girls can be explained by girls’ survival tactics to avoid getting pregnant so as to stay in school. Until a few years ago, a girl who became pregnant whilst in school was permanently rusticated - never to be allowed back in school even long after delivery. In fact, twelve years ago, Moore et al(2007) reported that in Malawi and Ghana for girls who remain in school: “Girls in school are more likely to want to avoid sexual intercourse to prevent pregnancy as pregnancy indefinitely suspends and potentially ends their schooling” [33]. Therefore, being in school may help both boys and girls to delay sexual debut since girls will try to avoid sexual contact at all costs. Therefore, boys will have nobody in school to have sex with.

Ethnicity seems to be an important factor in influencing age at early sexual debut in that men and women of Lomwe ethnicity were more likely to have early sexual debut than Chewa men and women. Moreover, women of other ethnicities were also

Table 4. Crude and adjusted odds ratios from logistic regression model for men.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Category</th>
<th>OR(95%CI)</th>
<th>p-value</th>
<th>OR(95%CI)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Province</td>
<td>Northern</td>
<td>0.720(0.537,0.964) 0.027</td>
<td>0.709(0.486,1.036) 0.075</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Central</td>
<td>1.514(1.147,1.997) 0.003</td>
<td>1.134(0.790,1.629) 0.495</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Southern</td>
<td>1.024(0.799,1.312) 0.852</td>
<td>0.778(0.596,1.017) 0.066</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Residence</td>
<td>Urban</td>
<td>0.591(0.484,0.723) p&lt;0.0001</td>
<td>0.540(0.435,0.670) p&lt;0.0001</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rural</td>
<td>0.260(0.186,0.365) p&lt;0.0001</td>
<td>0.200(0.135,0.297) p&lt;0.0001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethnicity</td>
<td>Chewa</td>
<td>1.094(0.752,1.591) 0.640</td>
<td>1.144(0.703,1.861) 0.588</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Tumbuka</td>
<td>2.383(1.884,3.013) p&lt;0.0001</td>
<td>1.700(1.250,2.313) 0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lobwe</td>
<td>2.400(1.793,3.212) p&lt;0.0001</td>
<td>1.397(0.907,2.152) 0.129</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yao</td>
<td>1.73(1.217,2.460) 0.002</td>
<td>0.987(0.654,1.491) 0.952</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sena</td>
<td>1.417(1.075,1.869) 0.013</td>
<td>1.297(0.967,1.741) 0.083</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ngoni</td>
<td>2.003(1.554,2.583) p&lt;0.0001</td>
<td>1.445(1.054,1.980) 0.022</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td>0.631(0.480,0.830) 0.001</td>
<td>0.582(0.418,0.809) 0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Religion</td>
<td>Roman</td>
<td>0.890(0.658,1.204) 0.450</td>
<td>1.000(0.734,1.361) 0.998</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Catholic</td>
<td>1.377(0.966,1.964) 0.077</td>
<td>1.238(0.863,1.776) 0.246</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Protestant</td>
<td>0.870(0.614,1.233) 0.433</td>
<td>0.907(0.624,1.318) 0.608</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Seventh</td>
<td>0.765(0.541,1.081) 0.129</td>
<td>0.889(0.629,1.257) 0.506</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Day Adventist</td>
<td>0.780(0.586,1.076) 0.130</td>
<td>1.024(0.726,1.444) 0.891</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>Christian</td>
<td>0.729(0.528,1.005) 0.054</td>
<td>0.987(0.703,1.387) 0.940</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Muslim</td>
<td>1.257(0.924,1.710) 0.145</td>
<td>1.438(1.008,2.050) 0.045</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Birth cohort</td>
<td>1960-1964</td>
<td>0.631(0.480,0.830) 0.001</td>
<td>0.582(0.418,0.809) 0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1965-1969</td>
<td>1.377(0.966,1.964) 0.077</td>
<td>1.238(0.863,1.776) 0.246</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1970-1974</td>
<td>0.765(0.541,1.081) 0.129</td>
<td>0.889(0.629,1.257) 0.506</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1975-1979</td>
<td>0.780(0.586,1.076) 0.130</td>
<td>1.024(0.726,1.444) 0.891</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1980-1984</td>
<td>0.729(0.528,1.005) 0.054</td>
<td>0.987(0.703,1.387) 0.940</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1985-1989</td>
<td>1.257(0.924,1.710) 0.145</td>
<td>1.438(1.008,2.050) 0.045</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1990-1995</td>
<td>0.631(0.480,0.830) 0.001</td>
<td>0.582(0.418,0.809) 0.001</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

more likely to have early sexual debut than Chewa women. This may be explained by the differences in cultural traditions about sexuality. In Malawi, cultural traditions are a powerful force which governs people's sexuality. Some cultures regulate sexual behaviour. In fact, a study conducted in Norway by Traen and Samuelsen (2007) reported that “Human sexuality is shaped by cultural context and historical period” [44].

Birth cohort was also an important factor which is associated with early sexual debut among men when other factors were adjusted for. This finding agrees with the reported decrease of the age at sexual debut among men between 2005 and 2010 [4]. The fact that birth cohort was not a significant risk factor for women is hard to explain because evidence exists of an increase of the age at first sex among Malawian women between 2000 and 2010 [4]. Nevertheless, the findings for both men and women agree with Zuma et al (2011) who reported birth cohort as one of the risk factors of early sexual debut in South Africa [32].

Religion affects sexuality since religious teaching may include imparting instructions concerning sexual behaviour. The current study has found that being a Muslim predisposes men and women to early sexual debut. This finding is hard to explain. However, this may be due to peer pressure within the social network of the religious community [39]. Fatusi and Blum (2008) had similar results in Nigeria and McGrath et al (2009) also had similar findings in South Africa [39]. Religious leaders are influential in religious communities and so may be important partners in effecting behavioral change in the community.

The predominantly small time ratios among men and women combined with the results from regression analysis imply that with some few exceptions for women, Malawian men and women initiate sex faster on average. Exceptions are women who have at least primary school education. Indeed, according to MDHS2010, the reported median ages at first marriage were 17.1, 17.5, 20.4 and 24.5 years respectively for women with no education, with primary, secondary and higher education respectively [4]. The main reasons for this are unknown. The main limitation of the current research is that the data was obtained from survey participants through recall by ORC Macro International and the Malawi National Statistical Office. In such cases, the problem of recall bias is inevitable. Nevertheless, considering the nature of the topic and the sample sizes, recall bias cannot invalidate or dilute the results of the current research [34][45].

Conclusions
Early sexual debut is associated with ethnicity, education, religion, birth cohort, marital status and consensual sex. It is quite remarkable that for both men and women education was a protective factor against early sexual debut. Education should be used as an intervention for delaying sexual debut. Policies aimed at achieving this goal should encourage boys and girls to stay in school at the same time taking into account the differences in ethnicities and religions of people.
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Table 5. Crude and adjusted odds ratios from logistic regression model for women.

<table>
<thead>
<tr>
<th>Marital status</th>
<th>crude OR (95% CI)</th>
<th>adjusted OR (95% CI)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Widowed</td>
<td>0.913 (0.585, 1.423)</td>
<td>0.687 (0.423, 1.102)</td>
<td>0.475</td>
</tr>
<tr>
<td>Divorced</td>
<td>0.809 (0.528, 1.240)</td>
<td>0.331 (0.203, 0.540)</td>
<td>0.117</td>
</tr>
<tr>
<td>Separated</td>
<td>0.569 (0.375, 0.864)</td>
<td>0.008 (0.002, 0.042)</td>
<td>0.006</td>
</tr>
</tbody>
</table>

Sex consensual

<table>
<thead>
<tr>
<th>Reference</th>
<th>crude OR (95% CI)</th>
<th>adjusted OR (95% CI)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>0.844 (0.714, 0.999)</td>
<td>0.048 (0.009, 0.285)</td>
<td>0.040</td>
</tr>
<tr>
<td>Yes</td>
<td>0.830 (0.700, 0.992)</td>
<td>0.040 (0.009, 0.285)</td>
<td>0.040</td>
</tr>
</tbody>
</table>
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As in many sub-Saharan countries, communicable diseases have been given greater public health priority in Malawi, although the magnitude of the cancer burden is increasing as a result of demographic changes, as well as the impact of the HIV pandemic. To be able to describe the patterns of cancer between 1996 and 2005 and to predict the incidence and total burden of cancer for 2015, we analysed data from the Malawi National Cancer Registry for the period from 1996 to 2005. We obtained age-standardized incidence rates for the most common cancers in Malawi. Linear trend models were used to predict incidence rates and the burden of cancer for Blantyre for 2015. The most common cancers, in terms of age-standardized (world) incidence rates were Kaposi sarcoma (50.5 per 100,000 for males, 26.4 for females), cervical cancer (49.3 per 100,000), oesophageal cancer (22.3 for males, 14.6 for females), non-Hodgkin lymphoma (6.6 for males, 5.3 for females), eye cancer (4.4 for males, 5.4 for females), and breast cancer (11.9). Predictions based on the rather rapidly increasing trends would yield an upper limit of 2512 cases of cancer in Malawi by 2015; an absolute percentage increase of 193.4 % and 242.7 % among males and females, respectively. Based on our analysis we conclude that incidence rates of cancer in Blantyre have been increasing between 1996 and 2005. Apart from the AIDS pandemic in Malawi, population growth and ageing will also contribute to the projected threefold increase in the number of cancer cases.

Keywords: Cancer, incidence, predictions, time trends

INTRODUCTION

An estimated 12.7 million new cases of cancer worldwide occurred in 2008, and 7.6 million cancer deaths (Ferlay2008). The cancer burden in high-income areas has surpassed that of low- and medium-income areas, in which 80% of the global population currently reside. The profile of the most common cancers differ markedly by level of income within a given country or region; cancers of the prostate, lung and colorectum – frequent in westernized countries – do not, for instance, figure among the five most common cancers in Sub-Saharan Africa, where infection-related Kaposi sarcoma, and cancers of the cervix and liver often dominate, alongside female breast cancers (Parkin, Sitas et al. 2008).

As in many sub-Saharan countries, communicable diseases have been afforded a greater public health priority in Malawi, given the magnitude of the disease burden relative to cancer (World Health Organisation 2004). Malawi has been particularly affected by the HIV
pandemic, with the prevalence of infection in adults aged between 15 and 49 years in Blantyre city estimated to be 22.3% in 2004 (National Statistical Office of Malawi 2005), the highest prevalence in the country; the national prevalence of HIV in Malawi was estimated at approximately 12% circa 2007 (National Aids Commission of Malawi 2008).

However, it is clear that non-communicable diseases, including cancer, will become an increasing burden on health services in Malawi, as in other low and middle income countries (Samb 2010). Knowledge of the cancer profile in Malawi can be derived from the Malawi Cancer Registry, which, although recording data from various parts of the country, has aimed at complete population coverage of the Blantyre District (urban and rural divisions). The first report covered the first five years of registration (1994-1998) (Banda, Parkin et al. 2001), while more recent results (2000-2001) have been published in Parkin et al. (2003) (Parkin 2003). The profile of childhood cancer was reported by Mukibi et al. (1995) (Mukibi 1995) and Banda & Liomba (1999) (Banda 1999). There was a relatively high incidence of Kaposi sarcoma, as well as cancers of the oesophagus and cervix uteri, with more modest rates of prostate, breast and bladder cancer, as well as non-Hodgkin lymphomas.

The current report provides an update of the incidence to 2005, with the aim of describing and interpreting the incidence trends in the urban population of Blantyre within the last decade (1996-2005). We focus on the major types of cancer observed in the Blantyre population: Kaposi sarcoma, non-Hodgkin lymphoma, eye and oesophageal cancer, as well as cancers of the breast and cervix in women. Based on these trends, we predict the future cancer burden up to 2015; such information is valuable in planning cancer services and deciding on the allocation of finite resources to prevention, treatment and palliative care, as well as providing a baseline against which the success of interventions can be measured.

MATERIALS AND METHODS

The Malawi National Cancer registry was established in 1989, and became population-based for the Blantyre District (Urban and Rural), in 1993. Registration is carried out by a programme of regular visits by cancer registrars to all hospitals (government and private) in the District, with data recorded on cases of cancer from hospital records departments and clinical services, where cases might have been diagnosed or treated. There is no comprehensive system of death registrations in Malawi, and thus death certificates are not used as a source of information. Cancer diagnoses are coded according to the International Classification of Disease for Oncology (ICD-O). The CANREG system provided by IARC is used for the recording of cases; this includes checks at data entry for potential duplicates as well as for impossible or unlikely codes or combinations of codes, and provides automatic code conversions to ICD-10.

Incidence data were extracted from the registry database by cancer site (coded using ICD-10), sex and age group (ages 0-14, 15-24, 25-34,35-44, 45-54, 55 and over) and year of registration (1996-2005). Censuses were carried out in 1998 and 2008. The population of Blantyre District (urban and rural) was 809,397 in 1998 and slightly more than 1 million in 2008 (National Statistical Office of Malawi). The data extracted and analysed in this paper are restricted to this population, with residential status defined as persons who have lived in Blantyre for at least six months (Banda, Parkin et al. 2001). About 10% of registrations are incomplete due to missing ages.

Data on the underlying population-at-risk came from two sources. Population estimates for Blantyre for 1996 to 1997 and 1999 to 2005 were estimated via linear interpolation (Gerald 1984) using census data for the years 1987 (National Statistical Office of Malawi), 1998 (National Statistical Office of Malawi) and 2008, whereas more recent population data for 2000 and 2015 were available by sex and age from the tables of national population projections for 2009-2030 produced by the National Statistical Office of Malawi (NSO) (National Statistical Office of Malawi).

Trend analysis was restricted to the most frequent cancer types observed in Blantyre over the 10-year period. Annual age-specific and age-standardised incidence (world) rates (ASR) for 1996-2005 were calculated, where applicable, by sex for Kaposi sarcoma (ICD-10 C46), cancer of the eye (ICD-10 C69), non-Hodgkin lymphomas (ICD-10 C82-C85, C96), oesophageal cancer (ICD-10 C15), female breast (C50) and cervix cancer (ICD-10 C53). Of the 372 eye cancers, 75% were squamous cell carcinomas of the conjunctiva and 20% retinoblastomas). We also ascertained a residual group comprising “all other cancers combined” (see footnote, Table 1) to enable the prediction of the total cancer burden in 2010 and 2015. The all-ages ASR has been corrected for cases of unknown age by multiplying by T/K, where T is the total number of cancer-and sex-specific cases and K is the corresponding number for which age is known.

The study used time-linear models (Hakulinen and Dyba 1994; Dyba 1997; Dyba and Hakulinen 2000; Dyba and Hakulinen 2008) to predict cancer incidence for 2015 by extrapolating linear trends seen in the recent past, with the base of prediction set at 1996-2005. In the models, the number of cases of cancer in each age-sex group were assumed to have a Poisson distribution (Dyba and Hakulinen 2000). Incorporated in the prediction methods are specific models suitable for increasing and decreasing trends. As a priori analyses indicated increasing trends for the major cancer types in Malawi, we chose the following candidate models that avoided the prospect of an exponential explosion in incidence (Model1) and positive estimate of age standardised rate (Model2):
$E \left[ \frac{c_{i,t}}{n_{i,t}} \right] = \alpha_i + \beta_i t \quad \ldots \quad (1)$

where $c_{i,t}$ is the number of cases of cancer in age group $i$ and year $t$

$E \left[ \frac{c_{i,t}}{n_{i,t}} \right]$ is the expected value of incidence in age group $i$ and year $t$

$n_{i,t}$ is the number of people (pyr) in age group $i$ and year $t$

$\alpha_i$ is the intercept parameter - baseline incidence for age group $i$

$\beta_i$ is the slope parameter for age group $i$

$\beta$ is a common parameter for all age groups

For most combinations of age, sex and cancer site, Model 1 was chosen, because the larger number of parameters gave a better fit. In some cases, however, Model 1 could not be localized due to data limitations, and then Model 2 was fitted instead. Model 2 was fitted for Kaposi sarcoma in women.

The fitted models were used to estimate predicted incidence rates for 2015. These incidence rates were then multiplied by the population forecasts for Blantyre to yield the corresponding number of predicted cancer cases.

To quantify the changes in the annual number of new cases of cancer in 2015 from the mean annual number observed 1996-2005, the approach by Møller et al. (2002) was adopted, with the net differences partitioned into changing risk of cancer and changing age structure and population size.

RESULTS

Population projections

The average and projected age-specific population pyramids for 1996-2005 and 2015 are displayed in Figure 1 in the left and right panel respectively.

The average population in 1996-2005 and population projection for 2000 estimated at 858,049 and 848,442 respectively are projected to increase to 1,263,333. The population forecast for 2015 indicates that there will be 51% more inhabitants in Malawi than during the period 1996-2005 and 2000. Furthermore, the mean projected number of people aged 50 years or over in 2015 is forecasted to be 51% greater than the estimated population 1996-2005.

Age standardised incidence estimates (1996-2005)

A mean annual number of 791 cases of cancer were diagnosed 1996-2005 in Blantyre (Table 1), with a slight majority of these occurring in men (51.8%). Almost half of the male cancers were Kaposi sarcoma (ASR 54.1, comprising 47.9% of all male cancer cases), with oesophageal cancer (ASR 21.5, 10.5%), non-Hodgkin lymphoma (ASR 7.0, 7.3%) and eye cancer (ASR 4.7, 4.4%) the next three most frequent cancers among
Malawian men.

All other cancer forms in combination constituted the remaining 30.1% of the male cancer burden over the 10-year period. The male: female ratio of the five cancer types diagnosed in both men and women indicated the preponderance of cancers in men, including Kaposis sarcoma (M:F ratio of 2.0), oesophageal cancer (1.8), non-Hodgkin lymphoma (1.4) and other cancer forms (1.3); eye cancer was the exception, with a M:F ratio of 0.9.

In women, over half of all diagnosed cancer cases in Malawi were either cervical cancer (ASR 47.6, constituting 27.0% of female cancer cases) or Kaposis sarcoma (ASR 27.8 per 100,000, 25.7%). Eye cancer (ASR 5.7, 5.2%), non-Hodgkin lymphoma (ASR 5.4, 5.5%), oesophageal cancer (ASR 13.3, 6.3%), and breast cancer (ASR 11.3, 6.0%) were the next four most frequent types of female cancers observed, and the six neoplasms explained over two-thirds of the total female cancer burden.

The basis of diagnosis of 36% and 42% of cancers in men and women respectively was morphological examination of tissue. Just a small proportion of Kaposis sarcoma and oesophageal cancer in both genders were diagnosed by cytology or histology.

Incidence trends

Age-specific incidence rates for Kaposis sarcoma, breast, oesophageal, cervical and eye cancer, as well as other cancers combined are shown in Figure 2.

For Kaposis sarcoma and cancer of the eye, incidence rates are greatest in the age group 35−44 in both sexes. For oesophageal cancer (men and women), breast (women) and cervical cancer (women) and other cancers (men and women), the incidence rates continue to rise with increasing age.

The age-standardised rates of Kaposis sarcoma, non-Hodgkin lymphoma, oesophageal and eye cancers, as well as other cancers combined, and the fitted trend between 1996 and 2005, together with the predicted rates for 2015 are shown below for men and women in Figures 3 and 4 respectively. Also shown is the average rate for the period 1996−2005, projected forward to 2015 (assuming no further change).

The cancer-specific trends are generally increasing in both sexes between 1996 and 2005, although there is considerable year-on-year random variation evident in the trends. In men, incidence rates of Kaposis sarcoma, non-Hodgkin lymphoma, oesophageal and eye cancer are predicted to increase (Figure 3).

Similarly, in women incidence rates of non-Hodgkin
Figure 2. Age-specific incidence trends among males and females of Blantyre district, Malawi 1996-2005. Red line – Males; Green line - Females; Blue line - Cervical cancer; Black line - Breast cancer

Figure 3. Age-standardised incidence trends for Kaposi sarcoma, and cancers of the oesophagus, eye and all other cancers combined among males in Blantyre, Malawi for 1996-2005 and projections for 2015. + 2015 Projected standardized incidence rate; * 1996-2005 Mean standardized incidence rate
lymphoma, oesophageal and eye cancer are predicted to increase (Figure 4). However, the age standardised incidence of Kaposi sarcoma in women is predicted to be constant up to 2015. In both sexes, the incidence rates of all other cancers are also predicted to increase. There are large year-to-year variations in the trends of the incidence rate of Kaposi sarcoma in men and other cancers. However, these are unlikely to cause similar changes in incidence.

**Total cancer burden prediction for 2015**

The mean annual number of male cancer cases in Blantyre for 1996-2005 was 410. If the rates observed in this decade were maintained, the numbers would increase to 618 by 2015, a 51% increase due to the projected increase (and ageing) of the population (Table 2). From the trends-based model, an increase to 1147 cases is predicted by 2015 (Table 2); a rise of 180%.

The numbers of non-Hodgkin lymphoma, eye and other cancer cases among men are projected to have the greatest increase of over 200% between 1996-2005 and 2015.

For Kaposi sarcoma, the number of cases is projected to increase by over 120%. The smallest increase in number of cases due to risk is predicted for oesophageal cancer. The total annual number of female cases of cancer in 2015 is predicted to increase by 841 cases which is an increase of over 200%. There are large projected increases in the number of female cases of oesophageal cancer, Kaposi sarcoma, non-Hodgkin lymphoma, eye cancer, cervical, breast cancer and other cancers.
<table>
<thead>
<tr>
<th>Site</th>
<th>ICD10</th>
<th>Males</th>
<th>Mean annual cases</th>
<th>No change in rates</th>
<th>Predicated cases 2015</th>
<th>Prediction</th>
<th>%Change</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>OBSERVED 1996-2005</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean annual cases</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C10</td>
<td></td>
<td></td>
<td>43(10.5)</td>
<td>65(10.5)</td>
<td>51.2</td>
<td>89(7.8)</td>
<td>44(135)</td>
</tr>
<tr>
<td>C15</td>
<td></td>
<td></td>
<td>196(47.8)</td>
<td>299(48.4)</td>
<td>52.6</td>
<td>454(39.6)</td>
<td>78(830)</td>
</tr>
<tr>
<td>C69</td>
<td></td>
<td></td>
<td>18(4.4)</td>
<td>27(4.4)</td>
<td>50.0</td>
<td>76(6.6)</td>
<td>52(100)</td>
</tr>
<tr>
<td><strong>Non-Hodgkin lymphoma</strong></td>
<td></td>
<td></td>
<td>30(7.3)</td>
<td>46(7.4)</td>
<td>53.3</td>
<td>145(12.6)</td>
<td>98(191)</td>
</tr>
<tr>
<td><strong>Other</strong></td>
<td></td>
<td></td>
<td>123(30.0)</td>
<td>181(29.3)</td>
<td>47.2</td>
<td>383(33.4)</td>
<td>300(465)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td>410(100.0)</td>
<td>619(100)</td>
<td>50.7</td>
<td>1147(100)</td>
<td>572(1721)</td>
</tr>
<tr>
<td><strong>Females</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C10</td>
<td></td>
<td></td>
<td>24(6.3)</td>
<td>39(6.3)</td>
<td>62.5</td>
<td>62(5.1)</td>
<td>36(89)</td>
</tr>
<tr>
<td>C15</td>
<td></td>
<td></td>
<td>98(25.7)</td>
<td>159(25.6)</td>
<td>62.2</td>
<td>221(18.1)</td>
<td>98(344)</td>
</tr>
<tr>
<td>C69</td>
<td></td>
<td></td>
<td>23(6.0)</td>
<td>38(6.1)</td>
<td>65.2</td>
<td>59(4.8)</td>
<td>25(93)</td>
</tr>
<tr>
<td>C10</td>
<td></td>
<td></td>
<td>103(27.0)</td>
<td>171(27.5)</td>
<td>66.0</td>
<td>328(26.8)</td>
<td>245(411)</td>
</tr>
<tr>
<td>C15</td>
<td></td>
<td></td>
<td>20(5.2)</td>
<td>33(5.3)</td>
<td>65.0</td>
<td>94(7.7)</td>
<td>52(137)</td>
</tr>
<tr>
<td>C69</td>
<td></td>
<td></td>
<td>21(5.5)</td>
<td>33(5.3)</td>
<td>57.1</td>
<td>93(7.6)</td>
<td>47(139)</td>
</tr>
<tr>
<td><strong>Other</strong></td>
<td></td>
<td></td>
<td>93(24.3)</td>
<td>149(24)</td>
<td>60.2</td>
<td>366(29.9)</td>
<td>307(426)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td>382(100.0)</td>
<td>622(100)</td>
<td>62.8</td>
<td>1223(100)</td>
<td>810(1639)</td>
</tr>
</tbody>
</table>

DISCUSSION

The growth and ageing of the world population will lead to an increase in the global burden from non-communicable diseases including cancer, and the increase is projected to be particularly marked in low and middle income countries (Mathers 2006). Our analysis confirms that similar changes can be anticipated in Malawi; the shifting demographics will inevitably increase the numbers of cancer cases diagnosed each year. However, our results suggest that, over and above this effect, the increasing incidence rates will result in an even larger contribution of cancer to the disease burden, with the number of cases of cancer in 2015 predicted to be up to three times those observed on average over the study period 1996-2005.

Projections of cancer incidence rates make the implicit assumption that the trends observed in the past that are used as a prediction base (1996-2005 in this paper) are accurately measured, and that they will continue into the future, either unchanged (as in our short term predictions), or with pre-defined modifications (Bray 2006). This assumption was validated by exploratory analyses.

The observed trends in 1995-2006 include rather dramatic increases in incidence for almost all cancers considered, and it seems likely that the temporal pattern observed is partly based on artefact, due, for example, to changes in the completeness of case ascertainment by the cancer registry in the last few years. During the decade under study there were changes to the registration methodology that would have contributed. Several new hospitals serving the catchment population were opened, and added to the case finding sources, and active search for cases was extended to all hospitals, having been confined prior to 1999 to the major teaching hospital (Queen Elizabeth Central Hospital), with reliance on passive surveillance at smaller centres. Given these uncertainties concerning the reasons for the increasing trends in the period 1996-2005, as well as the implausibly high rate of change for some cancer sites, it would be prudent to interpret the rates and number of cases based on the predicted change in incidence with extreme caution as they surely represent the upper limit of the cancer burden in 2015. Conversely, those based on stability of rates (those observed in 1996-2005) represent the lower limit of future burden circa 2015. Nevertheless population growth and ageing alone will yield an increase in cancer cases of 448 - 57% by 2015, assuming rates remain fixed. Blantyre is the commercial capital of Malawi and migration into Blantyre City is always high as people look for financial or job opportunities. Besides, the total fertility rate of Blantyre -4.3% by 2004 - is high enough to
lead to the projected increase in the total population in 2015. AIDS-related cancers (Kaposi sarcoma, non-Hodgkin lymphoma and eye cancers) comprised 60% of cancers in men in 1996-2005, and 36% of cancers in women; a further 26% of female cancers were cancers of the cervix, also considered to be "AIDS-defining". While it is possible that the increases in incidence of these cancers relates to the epidemic of HIV-AIDS, it should be noted that, although the prevalence of HIV increased in the years up to 1998 (when it peaked in adults aged 15-49 at around 15% (UNAIDS 2011)), prevalence has been declining since then, to around 11% in 2009. In addition, the availability and provision of antiretroviral therapy – which suppresses manifestations of HIV and AIDS such as cancer - has increased, from almost zero circa 2004, to more than 50% of AIDS patients in 2009 (UNAIDS 2011). Similar changes in Uganda have resulted in quite marked declines in the incidence of Kaposi Sarcoma (Parkin 2010). The incidence of Kaposi sarcoma, the cancer with the strongest association with HIV, has increased at slower rate than any other of the malignancies considered, and the increasing incidence of the "other cancer" category (12-13% per year in 1996-2005), which does not include any HIV-related malignancies, also implies that HIV infection is unlikely to be the principal cause of the increase in incidence. The big increase in the projected number of cases of Kaposi sarcoma is almost entirely due to population increase and ageing, since incidence rates are projected to remain fixed.

Mlimbo et al (2009) had previously noted the increasing incidence of oesophageal cancer (Mlimbo 2009). The increase in the observed incidence trend of breast cancer trends during 1996-2005 is similar to that observed in Kampala, Uganda in 1991-2006 (where it was ~5% per year (23)). Risk factors for breast cancer are increasing in prevalence in the population of Malawi, for example, contraceptive use among currently married women increased from 13.0% in 1992 to 30.6% in 2000 and 32.5% by 2004 and declining fertility, although it is unlikely that these could account for such large increases in incidence.

Our analysis illustrates that cancer is already a significant health problem in Blantyre. Projections based on demographic projections, or on incorporating recent trends reveal that cancer is very likely to become a major public health issue in the coming decades. While some of the trend-based predicted increase in incidence most likely results from a changing accrual of cases over time, part of the increase in the cancer burden in Malawi probably in part the result of rising trends in several cancers common in western countries, linked to social and economic transitions and consequent changes in lifestyle. Increases in the prevalence of tobacco consumption and HIV-induced immune-suppression will also have an important effect on the risk of cancer by 2015. The forecasted population growth (due to natural means and internal migration) and ageing in Malawi will certainly mean there are more cancer patients in Blantyre in Malawi in the next decades, irrespective of the true temporal patterns. This demands that urgent consideration be given to the orientation of preventive and curative services for cancer (and other non-communicable diseases) in the years ahead (Samb 2010).

ACKNOWLEDGEMENTS

We are very grateful to Macro International for granting us permission to use the MDHS2004 data. Humphrey Misiri acknowledges support from the Norwegian Programme for Development Research and Education (NUFU). The study was also partially supported by funds from the Research Council of Norway through contract/grant number: 177401/V50.

REFERENCES


cle&id=127%3A1998-population-and-housing-
census&catid=8&Itemid=3.


cle&id=134%3Apopulation-projections-for-malawi&catid=8&Itemid=3.


