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1. SUMMARY.
' In this paper the problem of testing the hypothesis

/,,’L - Aoagainst A >Ao , where 4\ is the ratio of variances

. . e mogﬁl . . . .

in the one-way classification/of the analysis of variance with variance
components, is treated. The model is not restricted to equal class
frequencies. It is found that the most powerful invariant test ageinst an
alternative A 4 depends upon A1, but has the property of maximizing the

mz_}.nimwn power over the set Of alternatives with O = A The test

1 .
statistic is distributed like a ratio of linear combinations of independent
cl;liésquare distributed undom variables .

It is shown that a statigtic used by Wald [6] to derive
& confidence interval for 4\ gives a test that is almost equal to the
most powerful invariant tests against large alternatives A1. For the case
40 = 0 it is equal to the usual test in the fixed cffects “0‘161‘

In the bhlanced case the bestereduce to-the usual  P_test
wi_mich Herbach [_2] has proved to be both uniformly most powerful ‘jnvariant.

apd uniformly most powerful unbissed.

2. TRANSFORMATION TO A CANONICAL FORM. (
’ N
We define the model for the observations Xij as follows

(2.1) Xij=/¢+ U+ viJ. j=12,...,n;, i=1,2,...,r,
where /\_4, is an unknown constant, and where the Ui and Vi j

are all indepentdently normally distributed with expectation zero and variances

T2 and (72 respectively.



Let A = 12/ 0—2. The hypothesis to be tested is
HAS AO againstA > A
O

To simplify the model we transform to a canonical form.

] - !
Deflne }Ll = "Xilaxia, ab., .'{iniJ 9 Vi = [{,ilﬁviz’uoo, Vin; 9

1
li = [Yil,Yiz""’ Yini] , and let 'Pi be afii n, X n. orthogonal

-— 1 1 1
. . A -3 - -3 T
matrix with first row equal to Jni ‘4, ng 2 seees D ‘J . For each

i we make the transformation Yi = PiXi . Then

Y51
0
Lo 1
= 2 . + P.V..
(2 2 ) : = ni (/bb‘l‘ Ui ) . Plvl
P 0
in.
Y N

Since P, is orthogonal it follows that the elements of 14
are independent., Clearly Yi and Yj are independent when i =§:= Js
Hence all Yij are independent. They are normally distributed, and the

following expectations and variances are obtained from (2.2).

- 2 .
Var Y., = (niA+ 1) &~ i=1,2,.4.,7,
(2.3)
E Y..= O Var Yi.= & J= 2504, N,

J ) i
i= 1,2,...,1'.

H]

3. MOST POWERFUL INVARIANT AND SIMILAR TEST.

The problem of testing H 1is invariant under a group

of translations defined by



;
- z - L .
Y. =¥y v oy 0 <a <o 151,2,...,T.

Maximal inveriant under this group is

. 1
(3.1) Z;= Y. - (ni/n‘r)§ Y i=1,2,...,7-1,
and
Ly 52,3500 5n; i=1,2,...,7.
. _
2 = LZl, Z2,..., Zr_l]has a multinormal distribution with
E Zi = O i=l,2,noo,¥"l;
Var Z; = (2niA+ 1+ ni/nr)o*z i=1,2,44.,rr1,
g3‘2) 1
¢ 2

Cov (Zi’ Z_.‘) = (ninj) (D + nr'l) o-—2 id=3.

Let the covariancec astrix of 2 given by (3.2) be dencted A(a) 5.
The density function of the invariant statistics is given by

n.

Lo ' ' r 1
(3:3) ¢ exp (<(269)7F (2" (&) L +5” S i)

j:

i=1 2

where C 1is a constant which depends upon the parameters. The set of

. pbssible values of the parameters is

A ‘/( £, A) ' 0= A< :;'-li’}C’< e ';vf,the set of values consistent
with the hypothesis is Wy = ((G’,A)! 0L AL A_O, O<U"<OD} and the

set of common accumulation points of Lsand {2~ w is U\)o= {(G“,A) ,A=
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The distribution of Z and the Yij for j22 for (65 4) = (1,A)
o

ja given by

. r n,

} . - 1 1 i _l 2

d F (l’Ao) (z,y) =C exp(-z ( 2z A(AO) z ¥ E ] E Y33 )) d/-((z,y)
: i=1  j=2 :

grhere /.4, denotes the Lebesgue measure. The distribution for any

( § ,4A) may now be written

ar (5.:, A) (Z,y‘) = C"‘exp ( - g?‘%-.(z' A(A)-J’z - Z' Iy (Avo)-lZ)

(3.4)
' - .__a..- 3) (z alQ )~ :E:j aF (z,y) .
28" i Z =1 Zzz & (1"4'0) il

In particular for (67,4)¢€& LUO

' n. :
r i
‘ [ - e 2
}iF(@’A)(Z,Y) = C exp (-(ﬁ-;_—; -3) (z Ala)) R — E 2 Vij )
' | i=1  j=2

arF . ik alz,y)
(lsv&o) ¥

which constitutes an exponential family of distributions.

n,
r i
; ' -1 . 2 .
Let U=2 A(a ) 7+ Yij . According to

i=1 j=2
Sverdrup ES 7 Theorem 3, the most powerful similar ol - test onl-l/

against an alternative (6"1,Al) & Q*u}ls found by setting %:(z,y)'= 1 when

(3.5) ¢ exp (-2 (z ala) e - 2" a(A)) - (E—, - 1) w)>e(u)
201 ° 267

and ? (z,y) = O when the inequality sign is reversed and where ¢ is

a function determined such that



-5=
( 3.6) E (QQ(Z,Y) !U) =afa.e. F(l,ll )
( [o]

Combining (3.5) and (3.5) we get the condition

' i ' - !
P(1, Ao)(z ACL ) -2 A(A,) 7z > ¢ (u) ! Urel, .

o 2'aa )l - 2 ata) s

P(l,Ao)( ° —>c" (v) | U) =oc,

U
Introduce
| z'A(AO)‘lz -z aa)
( 3-7) W = T ni ‘ -
' -1 2
V4 ALZSO) 7 + j%::‘E Yij
i=1 j=2

The distribution of W does not depernd upon &, and

r

‘ n
U = Z‘A(;‘\O)"lz + Z ; y. 2 is complete and cufficient
L 1] :

i=1 j=2
when Gf’.)l.‘.\)e w4+ Then by a theorem of Basu [1:’ Wand U

are independent when (& ,A)E W, . It follows that e"(u) must

be a constant independent of u.

4., THE DISTRIBUTION OF THE TEST STATISTIC.

Since the distribution of W does not depend upon & ,
we put § = 1. Then

n.
r i .

- oy 2

Q= Z Z Yij
i=1 j=2

has a chi-square distribution with n - r degrees of freedom,
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).

r

AR
i=1

From (3.2) it is seen that the coveriance matrix

A(/N) of Z may be written in the form

and Q and % are independent, (n = i

(.1) A(A) =BA+ C

where the matrices B and C do not depend upon A . It is
well known from matrix theory that there exists a nonsingular

matrix P such that

(4b.2) PCP = I and PBP =A

where I 1s the identity matrix and /\ is a diagonal matrix

with diagonal elements /\l’ >\2’”',’ ‘/\r-l which are the
solutions of l B~ )\C| = 0. The /\ s are positive since both
B and C are positive definite matrices. ‘

We make the transformation
(4.3) R=P Z.

From (4.1) and (4.2) it is seen that the covariance matrix of
R is aA + I. Hence the elements R., R.,..., R of R

) 1° 72 r-l
are independent with Varilancesg ;\\i+ 1 (i=1,2,..., r-1).

It follows from (L4.1) - (4.3) that

2

r-1 R.
U ' i T 1
2'ma) 2 =R (A A DR 12-1 DA

(4.14)
. 1 ; : N ryl R.2
ZAR) " Z=RAO A+I)" R = i
1 1 & A_—T—l iﬂ'
Let R.
1

S- = A S i=l,2,...,1‘-l.
oeA)® |



-7-

Then Sl, Sz,..., S are independently and identically

r-1
distributed as N(0,1). From (L.h4)

r-1

‘. ~1_;‘“"A7\i+l 2
z Al8,)2 = Aoa 7T 8,71
o1

=

(L4.5)

r-l1
Tyt 2

7! A(A)’lz=£,' .8.% .
.1 i= '41//\i+l 1

Substitution in (3.7) gives that W 1is distributed as

11
=T A o;\i 1 Ay 1
(4:6) W) s — ;
r-1 .~
- A .+ 1
i;— ~A /\1 S.Q- + Q

{?I"—/}'of;i 11

and in particular for A\ =Ao

r-1

=T A1 A;+1 i

(A ) =
“(Ao)- —

8.% +
q Q
1=

To get a sizeo test a constant ¢ must be determined such
that P(W(Ao) > c¢) =x. The distribution of W(A)) is then
needed. For power calculations the distribution of W(A) is

needed.

5. MONOTONICITY OF THE POWER FUNCTION.

Let the power function of the most powerful invariant
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and similar test agalnst 43 be denoted [3 éﬁ'éﬁ

Then C’ @ﬂ‘lﬁ ) = Z&) > c¢) which by (k. o) can be written
r-1 )\ —A ;\ SZ
, I, ANy 1 (All o) 'i i
NPA = — - - e R
3 (214 P(lz 5T i ) == >e)
Suppose that 0< /\ ;\ & . = /N , (vwhich can always be

obtained by relﬁbelllng), und let ;\ be the largest;x such that
Y
(A=A A T(AA, +1) <.

Then

r-1 : 2

g+ 1 (A=A ) A 5.

_ "1l ~o 1 _ 1

(S(AIAl).1>(Z_mﬂcjx +l(Al/A\ — ¢) —5
LoaA vl @Q-o)A s

A EATT T T

' -
We now multiply with (A ;\m +1)/ (AS/\m + 1 ) on both sides of

the inequality sign within the pargnthesis, and observe that

(a'A_+1) 47\1+1 >[_\A
(/\;\m’fl)(é AL+ I ALA; * 1

as (A( -A) //'\ ?\ § . Hence ford& <A’

f>\ (A, “AA, 5.2
6 (a !Al)<P (}_; 2T G - —
nz&'//’li 1 ( (A-4, )Ai 812 S o)
- v - . e \, c/.
oA A T T
=@<A"|Al ).

Thus CB (Zﬁllll) is an increasing function of <. In particular

it is seen that the test is unbiased.




6. AN ALTERNATIVE TEST.

The test discussed in the preceding sections depends upon
the alternative,éﬁl. If we cannot or will not specify any alter-
native, we can use as a general principle that it is desirable tp

have great power for large deviations from the hypothesis i. e. for

large values ofA. Using this princinle, let Aﬁl > G0 .

Then }
R = S l
Z M@)o %EI‘Aa?\i T > 0,

and the limiting form of the test statistic W becomes
' -
z AlQ)) 1y

7 A(Ao)‘l 7+ Q

(6.1) W

. 1
To reject the hypothesis when W > constant is the same as to
reject when
' —
z A4) 1

(6.2) 1T= - > constant .

From (4.5) it is seen that T is distributed as

-1
rz:/-\/’\;ﬂ. 1 2

b A . +1 i
(6.3) T (A) = 2= °A1Q —
where in particular
r-1 A
Sc’.
;
= =1
T o(a,) = E :

Hence (n-r) (r-1)"> T have an F-distribution with (r-1) and
(n-r) degrees of freedom when A =430. Let fl_QLQenote the

upper {-point of this distribution, then we shall reject the
hypothesis when'f)(n_r)'l(r;l) : PO
(6.3) that the power function of this test is an increasing function

ofA.

It is easily seen from
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The statistic T may also be used to derive a confidence
interval for 4. Let fo and fl— be the lower and ugpper

3“- point of the above mgntloned Fmglstrlbutlon. Then

! -1
. - 2 A(A) Z N

As in (4.h)
e Ria.

(6.5) VA A(AA)‘l 2= Z - 253§“¢‘T"‘ )
1=1

which shows that Z A(‘&) -lZ is a decreasing function oflé\.

Hence (6.4) will give an interval for A,

7. THE TEST STATISTICS EXPRESSED BY MEANS OF THE ORIGINAL

OBSERVATIONS.

= -1 i
Let Xi =n, E Xij’ then Yil= n, ;0
J=1

Hence by Section 2

N
il

r ni 5
=1 =2 =1 J=1
n,
r i
= (%, . - %.)° ,
1=1 j=1 1d
By definition
Z. = Y.. - ( ! )% Y_ =n : (X%.- X)) i=1,2 r-l
i il n, 1 i i “r 3Tttt '



- 11 -

Define for any zf\

r n, -
= - S X,
2y © E ni4a:;“1 o
1=1

Then Z: and Zr are independent for i = 1,2, .., r-1,
1

r . _
=a= (n.f/(lln. + 1)). The covariance matrix
i i

and Var Zr =
1=1
®' _ ' .
of Z = [Z ° Zr‘] 1s

Ia(A) 511

0 %J.

e

~

Let D be the covariance matrix of X' = (%l’ 22,..., XrJ .

Then since Z— i8 & linear transformation of X

A (4) o : 2 2
' ' -
7% | * =z aA(A)tz L S
0 a

is equal to
2

v r n, ii
X D" X= E éﬁ.ni T .
1=

Combining this with the definition of Zr we get

r n.

' -1 i =12
(1.2 Zz A(A)Y " 2= ‘Ql &5 I (X, - X)
1=
where _ r n, =lr n; _
X = pd 'ni"' | '_S_ Ani+l Xi,
1= 1=1

From (7.1) and (7.2) the test statistics W and T may
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now be computed. In particular it is seen that

r n
E i - =2
(7.3) T 1=1 b i + 1 (Xi - %)
n.
r 1
> E (x.. - %,)°
= =1 1] i

where X is computed with A = Ad' From this it 1s seen that
the confidence interval based on T proposed in Section 6is

exactly the same as the one proposed by Wald ['6] s

By inserting (7.1) and (7.2) in the expression (3.7)
for W it is easily seen that when the model is balanced, the test based

upon W 1s equal to the usual F-test which rejects when

r
. (X, -x)g
m i1 . N (ner) el
Aom +l ‘r m y(n r) (r )fl-‘
S (x,. - X )
=T =T J
where n =n, = ...3n =m

_8 .  OPTIMIM PROPERTIES.

In Section 3 it was proved that a maximal invariant
under the group of translations is Zl""’ Zr-l and the Yi,j for j>1.
The problem of testing the hypqthesis H is also inveriant under the group
of all orthogonal transformations of the variables Yij for j>1, and
under the group of dange of scale of all variables. It is easily

seen that a maximal invariant under the group G of all these trans-
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transformations is

‘ Zl X Z2 Zr-l
8. T /7 1 ge 00y =ETTEST
( l) Q 2 QE H QE o

The distribution of (8.1) depends only upon & . Hence any test which
depends upon (8.1) must be similar on bJO defined in Section 3; The
class of tests invariant under the group G is thus contained in the
class of tests considered in Section 3 1i.e. class of tests invariant
under translations and similar on\W . From (3.7) it is seen that the
optimun test in the latter class depends only upon (8.1). Hence it is

the optimum test in the former class too. .

The discussion in the preceding paragraph shows that we
can consider the test based upon W either as the most power-
ful test which is invariant under the group G , or as the
most powerful test which is similar on L&é and inVariant under
a group of translations. |

It méy at this point be of interest to compare with
Herbach's [?] results for the balanced case. Herbach
proves that the usual F-test may either be considered as
the most powerful test invariant under a group of transformations
including translation, change of scale and orthogonal transformation, or as
the most powerful similar testidnly the case‘A% = 0 1is considered by
Herbach, but it is easily proved that the results are true for any 4;0).
The difference is that for the unbalanced model it has not. been

possible to use similarity alone to derive a test.

The group of transformations satisfies the conditions of
the Hunt-Stein theorem (see Lehmann [§]§1hapter 8). The most powerful
invariant test ggainst . '-A& then maximizes the minimum

power over the set of all alternatives with43=‘;l, and since
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the power function of the test increases with A the test also
maximizes the minimum power over the set of alternatives with
A EA 1 Hence it is amaximini test over & ZA -/where the
ternm meximin is used in the sense of Lehmann [3].

The statistic T given by (7.3) is the one used by
Scheffé D&] to test the hypothesis Ao = 0. In this cese T
1s equal to tHe usual test statistic in the fixed effects model.
Th; t‘e‘s'iii"ba,sgd on- L may be interpreted as being almost equal to
the mést powerful invariant tests against large alternatives Al'

T was introduced to avoid to specify any a.lterns.tivel-\l.
Another way out is given by the following argument. It should Be
possible to determine a small number fﬁ such that if the power |
is greater than 1 - (5 it would be regarded as good enough.
Thén Al should be determined as the sm‘aiies‘t A 1 such that the
probability of not rejecting the hyéothesis whena S*Al ig less than

(’5. Since the power functions are monoton inAit is seen that A 1

should be taken as the solution of (3(Al[~'Al) =1 —(—3 . In this way
the shortest possible interval (/—\O, Al) of not satisfactory power is
obtained, and because of the maximin: property of the tests this is true

even without the restriction to invariant tests.
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