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1. SID-1MARY. 

In this paper the problem of testing the h~pothesis 

~ ~~against -d >~ 0 • where 6 is the ratio of variances 

i~ the one-way classificat~g~f the analysis of v~riance vith variance 

c~mponents, is treated. The model is not restricted to equal class 

ftequencies. It is found that the most powerful invariant test ageinst an 

a}ternati ve 4 1 depends upon A 1' but has the property of maxi.mp:ing the 
,, 

mfnimum power over the set of .'1.+terno.ti'V'es~ with 4 ~ .A1 The test 

s~atistic is distributed like a ratio of linear combinations of independent 

chi-square distributed : .:.ndom variables • 

It is shown that a statistid used by Wald [ 6] to derive 

a confidence interval for ~ gi 'V'es a test that is almost equal to the 

m?st powerful invariant tests against large alternatives .61• For the case 

L\0 = 0 it is equal to the usual test in the fixed 

In the bb.ianced case the t.estsr~duce tc;1- the usual F-test 

W'llich HerBach (2) ha.s proved to be both uniformly most powurful ··~nvarlant. 

apd uniformly most powerful unbiased. 

2. TRANSFORMATION TO A CANONICAL FOR~. 

(2.1) 

( 
We define the model for the observations X. • as follovrs 

l.J 

X .. =J...t.+U. +V .. 
l.J I . l. l.J 

J = 1,2, ••• ,n., 
l. 

i = 1,2, ••• ,r, 

where j.t. is an unknown constant, and where· the U. and v. · . J. l.J 

are all indepentdently no~ally distributed with expectation zero and varianc~ 

-r_2 2 . 1 andcr· respectJ.ve y. 
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A 2 2 
Let /-..i = ·7- I ey • The hypothesis to be tested is 

H: .6_ < L\ 
0 

against L\ >A. 
0 

To simplify 

r xil ,xi2' 

the model we transform to a canonical form. 
I 

Define ~ = 

Y: = [Y. 1 Y. 2, ••• , Y. J, and iet 
l l ' l lni - 1 

matrix with first row equal to / n. -a 
- l 

I 

v = 
~ 

P. be an n. x n. 
J. J. l 

-~ -~I 
ni '• • •' ni ~ J • 

i we make the transformation Yi ~ PiXi • Then 

yil 
l ll 

yi2 0 
, 

(2.2) = n. 2 ~+ u.) + P.V .• 
l l l l. 

y; 0 
ln. 

J. 

orthogonal 

For each 

Since P. is orthogonal it follows that the element~ of Y. 
~ l 

are independent. Clearly Y. 
J. 

and Y. 
J 

are independent when i =r J. 

Hence all Y.. are independent. They are normally distributed, and the 
lJ 

following expectations and variances are obtained from (2.2). 

(2.3) 

E 

E Y •. = 0 
lJ 

Var = (n.b.+ 1) CJ2 
J. 

i=l,2, ••• ,r1 

Var Y .. = e· 2 
lJ 

,j= 2, ••• , n. , 
~ 

l= 1, 2' ••• ,r. 

~OST POWERFUL INVARIANT AND STI~ILAR TEST. 

The problem of testing H is invariant under a group 

of translations defined by 



I 

Y.l 
~ . 
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~aximal invariant under this group is 

1 

(3.1) Z.= Y.l- (n./n )2 Yrl 
J. J. ~ r 

yiJ 

-C'.O <a <oo 

j=2,3, ••• ,n., 
~ 

i=l,2, ••• ,r. 

i=l,2, ••• ,;r-1., 

i=1,2, ••• ,ll. 

~ 1 = [z1, z2, ... , zr-l J has a multihormal distribution with 

(3•3) 

E z. = 0 
l 

2 
Var Z. = ( 2n. 6. + 1 + n. / n ) o-

l 1 ~ r 

Cov (Z., Z.) 
~ 1 

, 1 2 
= (n.n.)~ ( 6+ n-) &-

, .:: r 

i=l ,2, .•• ,;r-1 ~ 

i=l,2, • ~. ,r,..l, 

]. =I= j . 

Iiet the covaria1-:cc .::latrix of Z given by ( 3. 2) be denoted A (.a.) ~. 

The density funct~un of the invariant statistics is give~ by 

c 
h. 

21 1 r .2..,2 
exp ( .... ( 2 tJ" ) - ( z ' A ( .A ) - z t) ) y. . ) 

-- lJ 
i=l j=2 

wpere C is a constant which depends upon the parameters. The set of 

possible values nf' the parameters is 

.2· G.: i< f:" , 6) I 0 -:S 6< ;:.;.), C·< €""( ooJ,the set of values consistent 

with the hypothesis is w = (< t~, .6) l o-:::: A~ f10 , o< CJ'< OJ} and the 

set of common accumulation points ofUJandf2.- UJ is\.AJ0= {U>,D.) [6.= 
' A0 ? 0 <. 6"' <:CO J . 

• ,i 
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~he distribution of Z artd the Y •. 
l.J 

for ,j ~ 2 for ( 0, .6.) = (l,A) 
0 

ia given by 

n. 
r 1. 

4 F (l A ) (z,y) = C exp(-~ ( z' A(,6. )-1z -ir-~ ~ .. 2)) 
' '""'o o L___ '--.!. l. J 

where j·Av denotes the Lebesgue measure. 

{ o , 4.) may now be written 

p.4) 

i=l j=2 

The distribution for any 

n. 
r l. 

~(z,y) 

LL 
2 

y .. ) ) 
lJ d F ( l A ) ( z ,y) • 

' 0 1.=1 J=2 

rn particular for (o,6.) € w 
0 

n. 

~ F ( 6 , A ) ( z , y ) = C exp ( ... ( ~ ~2 
l. ;2 ,y .. )) 

£.... l.J 

i=l j=2 

d F ( 1 A ) ( z ,y) 
' 0 

which constitutes an exponential family of distributions. 
n. 

r 1 

Let u = z' A(6 0)-l Z+ L Lyi/ • According to 

i=l j=2 
Sverdrup [5_] ~eorem 3, the most powerf'ul similar oC.- test on it{, 

against an alternative (o'"i,41 ) E fl-wis found by setting r<z,y)= 1 when 

and r ( Z ,y) = 0 When the inequality Sl.gn is reversed and i-There C is 

a function deterwined such that 
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( 3.6) E (Y'(Z,Y) I U) = ~a.e. F(l,Ao) 
\ 

Combining (3.5) and (3.6) we get the condition 

or 

P 0. A ) ( _z '_A_(.6___;.o_> -_l_z_-_z_'_A_~_A__,_±) -lz / c" ( u) \ u) = oG, 
t 0 u 

introduce 

=- -r ni 
z'A(..6o)-lz + .L L 

i=l j=2 

2 
Y •• 
~J 

The distribution of W does not deperld upon~' arid 

n. 
~ > y:_2 

- ~J 
is complete and ~ufficient 

i=l j=2 

when (e-':;6. )E U.b. 
are independent when 

Then by a theorem of Basu [ 1] VI and U 
(O",,,)E.W . It follows that c"{u) must 

0 

be a constant independent of u. 

4. THE DISTRIBUTION OF THE TEST STATISTIC. 

Since the distribution of \tl d.oes not depend upon s-', 
we put 6' = 1. Then 

Q = 

n. 
r ~ 

LL 
i=l j=2 

has a. chi-square distribution with n - r degrees of freedom, 
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r 

and Q and Z 'are independent, ~n = 
~ 
L_ ni ). 
i=l 

From (3.2) it is seen that the covariance matrix 

ACO) of Z may be written in the form 

(4.1) A(l:\) = BLi+ C 

where the matrices B and C do not depend upon4 • It is 

well known from matrix theory that there exists a nonsingular 

matrix P such that 

(4.2} ' P C P = I and P B P' = 1\ 

where I is the identity matrix and/\ is a diagonal matrix 

with diagonal elements /\1 , 'A 2, ••• , i\_1 which are the 

solutions of I B - A C I = 0. The i\' s. are pasitive since bo'!ih 
B and C are positive definite matrices. 

We make the transformation 

(4.3) R = P z. 

From (4.1) and (4.2) it is seen that the covariance matrix of 

R is J:J,.I\ + I. Hence the elements R1 , R2 , ••• , Rr-l of R 

are independent with variances&~i+ 1 ( i=l,2, ••• , r-1>• 

It follows from (4.1) - (4.3) that 

' 
(4.4) 

Let R. l. s. = ---~,.. 
l. (~/-..+1)2 

l. 

r-1 R. 
2 

- ~ L: 6 /\-+1 
l.=l 0 l. 

i=l,2, ••• ,r-l. 
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Then s1 , s2 , ••• , Sr-l are independently and identically 

~istributed as N(O,l). From (4.4) 

(4.5) 

r-1 . --\ + 1 
zt A(6 )-lz: = ~ _6._---.Ai __ _ 

o L- 6. :A· + 1 
i=l 0 1 

2 s. , 
1 

2 .. s. . 
.1 

Substitution in (3.7) gives that W is distributed as 

~4.6) 

-"'\. + 1 
k'). /\1 

r-1 ~ 
~-.4 /\ i + 1 s. 2 + Q 
f=I'" 4 o ?\i + 1 1 

and in pa:tti dUiat for ..6. = .6 
0 

W(~ ), 
0 

~ ~· -1'1 - ~ .p ,.1 I 1 j 1 ) 

L\1 /\ i + 1 
s. 2 

1 

To get a sizee,::G test a constant c must be determined such 

that P(H(.£1 0 ) >c) =()::· The distribution of W(A) is then 

needed. For power calculations the distribution of H(A) is 

needed. 

5. MONOTONICITY OF THE POWER FUNCTION. 

Let the power function of the most powerful invariant 
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and similar test against L.l1 be denoted (3 (.4161 ). 

Then (j (41,1 ) = P (w(,Ll) >c) which by (4.6) can be written 

Suppose that 0 < /\ ::::::_ 1\ 2 ~ • • • .L :·\r-l (which can always be 

obtained by rcln.belling), and let /\m be the largest;\ such that 

< .61·- il o) ·;\ i I ( At"\ i + 1 ) < c • 

8.2 
-c) -{-

s.2 +-> c). 

lA ...... 
We now multiply with (~ /~ + 1 ) I (~1\m + 1 ) on both sides of 

the inequality sign within the pa!en~hesis, a~d observe that 

( A I Am + 1) <,&\ + 1) );: ~~ /\ i + 1 

( /\ 4 + 1 } .'(A . A • + 1 r-6.- -"' . + J. \.-\ /\ m -. · ·· ·· o /\ ~ - · o ~ - ·· 

as 
I 

Hence for .6 ,.( ~ 

(..6 1 -A )A. 
{ . _-·· 0 ~ 

~,"· + 1 - ~ 
+ 1 

8.2 
-c)..2-. Q 

8.2 +>c). 

Thus- (3 (A JA1 ) J.s an increasing function of---:.:: . .\. In particular 

it is seen that the test is U.."1biased. 
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6. AN ALTERNATIVE TEST. 

The test discussed in the preceding sections depends upon 

the alternative L\1 • If we cannot or will not specify any alter; 

native, we can use as a general prindiple that it is desirable to 

have great power for large deviations from the hypothesis i. e. for 

large values of A. Using this principle, let ..61-) co • 

Then 

and the limiting form of the test statistic W becomes 

z' A(L'l )-l z 
0 (6.1) 

I 

w = 
Z A(A )-l Z + Q 

0 

To reject the hypothesis when w' ~ constant is the same as to 

reject when 

(6.2) 
z' A(.4 ) '-1z 

0 
T= ---~Q~---- constant • 

From (4.5) it lS seen that ~ is distributed as 

(6.3) T (A} = 

r-1 4 )\. + 1 2: l. 
i=l 6..~0-;\~i-+:--:::l--

Q 

where in particular 
r-, .i=_ si2 

T (.6,o) = l::l Q 

Hence (n-r) (r-1)-l T have an F-distribution with (r-1) and 

( n-r) degrees of freedom when 4 = .6..0 • Let f 1_ o<.. denote the 

upper ~~-point of this distribution, then we shall reject the 

hypothesis when T >(n-r )-1 (r.:.l) r1 • It is easily seen from 
-Q.(.. 

(6.3) that the power function of this test is an increasing function 

of4. 
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The statistic T may also be used to derive a confid~nce 

interval for ...6. Let f ~ and r1_,~ be the lower and upper 

~- point of the above m~ntioned F-aistribution. Then 
2 

(6.4) p 

As J.n (4.4) 

I 

{6.5) z 

(f. a < ~ 
~ r-l 

'7 
<.J 

r-l 

A( 4 )"'"1 Z = ./. , 
J.=l 

~- + l J. 
.J 

which shows that Z; A( A) -lz is a decreasing function of A . 

Hence (6.4) will give an interval for~. 

7. '.t'HE TEST STATISTICS EXPRESSl!:D BY MEANS OF THE b~IG!NAL 

OBSERVATIONS. 

Let X. 
1 

Hence by Section 2 

n. 
r l. 

Q=.:z: L 
1=1 J=2 

n. 
r 1 

2 Y •• 
lJ 

X .• ' l.J 

:·L ~ ( - )2 X .. - X. 
J.=l J=l l.J 1 

By definition 

z. 
J. 

= Y. - ( ~~~ 
11 n 

r 

, 

2 y .. 
lJ 

=n.?OL-x) 
J. J. r i=l,2, ••• ,r-l. 
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Then z. 
~ 

and Z 
r 
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n. 
I ~ x. 

~ 

are independent for 1 = 1,2, •• , r-1, 

and Var Z 
r 

r 
= a = ~ (n./ (An. + 1)). The covariance mat:rix 
~ ~ l. 

l.=1 

Of z HI : [z I ' zt l is 

0 

Let D be the ~ovariance matrix of X1 = ~1 , X2 ~ ••• , xrJ. 

Then since z* is 

z *I l 
is eq_ua1 to 

I 

X 

a linea:J!lanSfotmation 
{A) 0 . 

z* I 

= z 
d a 

r 

=~ 
2 n. X. l. ~ 

of X 

A( A,)-1 z + 

Combining this with the definition of Z we get 
r 

I 

A(A)-1 z 
r n. 

(- -)2 ( 7 .2} z ~ ~ 
= An. X. -X 

.em- + 1 l. 
~ 

where r n. -1 r n. 
x 2: 

~ 

+' ! l E4.n. 
~ = Zn. + 1 

l.=1 ~ l.=1 l. 

z 2 
r 
a 

x. 
~ 

From (7.1) and (7.2) the test statistics W and T may 
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now be computed. In particular it is seen that 

r 

L 
n. 

-}2 ~ (x. An. + 1 
... X 

~ 

(7.3) T 
J.=l 0 ]. -. 

n. r ]. ;;-z (X •. - )2 - x. 
i=! J=l ~J l. 

where x is computed with A = .6. .• 
0 

From this it is seen that 

the confidence interval based on T proposed in Section 6 is 

exactly the same as the one proposed bJr Wald [6 J • 

By inserting (7.1) and (7.2) in the expression (3.7) 

for W it is easily se~n that When tb.e model. is ·baianced, the t~S't based 

upon W is equal to the usual F-test which rejects when 

Llm: + 
0 

m . . r· 

"' r 
~(X. - x) 2 

fu- ]. ~l __.;. ____ ....._......._ __ > ( n ... r) ( r..:l) 

~ ~(X .. - X.)2 
f;r- f;r- ~J ~ 

••• = n = m. r 

8. OPTDM-1 PROPER'l'IE.S. 

f 
1--~ 

In Section 3 it was proved that a maximal invariant 

under the group of translations is zl' ••• ' z 1 and the y. . for j > l. 
r- l.J 

The problem of testing the hypothesis H is also invariant under the group 

of all ortlipgonal transformations of the variables Y .. for j )1, and 
l.J 

under the group of change of scale of all variables. It is easily 

seen that a maximal invariant under the group G of all these trans-
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(8.1) !- zl ' 
Q 2 --
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, ... ' l 
The distribution of (8.1) depends only upon~. Hence any test which 

depends upon (8.1) must be similar on UJ defined in Section 3~ The 
0 I 

class of tests imrariant under the group G is thus contained 1.n the 

class of tests considered in Section 3 i.e. class of tests inv~riant 

under translations and similar onUV • From (3.7) it is seen t~at the 
0 

optimuo test in the latter cla.ss d.epe:ods only upon (8.1). Hence it is 

tbe optimum test in the former . class too. . 

The discus8ion in the preceding paragraph shows tha~ we 

can consider the test based upon W either as the most power-

ful test i.rhich is invariant under the groUp 

most pb~erful test "'hich is similar on w 
0 

a group of translations• 

G , or as the 

and invariant under 

It may at this point be of interest to compare with 

Herbach's ~] results for the balanced case. Herbach 

proves that the usual F-test may either be considered as 

the most powerful test invariant under a group of transformations 

including translation, change of scale and orthogonal transformation, or as 

the moat powerful simi-lar test~0nly the case ~ = 0 is considered by 

Herbach, but it is easily proved that the results are true for any 1;,. ) . 
0 

The difference is that for the unbalanced model it has not been 

possible to use similarity alone to derive a test. 

The group of transformations satisfies the conditions of 

the Hunt-Stein theorem (see Lehmann [3]P,hapter 8). The most powerful 

invario.nt test against · .41 then maximizes the minimum 

:t>OWer over the set of all alternatives withA:A , and since 
1 
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the power function of the test increases with A the test also 

maximizes the minimum power over the set of alternatives with 

A ~4 1 . Hence it is a maximin-1 test over ~ .:;:4 1.,where the 

term maximin is used in the sense of Lehmann [3]. 

The statistic T given by (7.3) is the one used py 

Scheffe [4] to test the hypothesis ~ = o. In this case T 
0 

is equal to the usual test statistic in the fixed effects model. 

The teii·f·b~s-~d, .. on-- -!C_ may be interpreted as being almost equal to 

the most powerful invariant tests against large alternatives ~1. 

T -w-as introduced to avoid to specify any alternative41 • 

Another way out is given by the following argument. It should be 

possible to determine a small number ~ such that if the power 

is greater than 1 - (3' it would be regarded as good enough. 

Then 1.11 shoUld be detei'IIi:ined as the smai1est A 1 such that the 

probability of not rejectihg the hypothesis whenA>~ is less than 

(3. Since the power functions are moncton inAit is seen that A 1 

should be taken as the solution of ~(6.1[·L\) = 1 -{3. In this way 

the shortest possible interval (~,~1 ) of not satisfactory p~wer is 

obtained, and because of the maximin:. property of the tests thi~ is true 

even without the restriction to invariant tests. 
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