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General intelligence (g) is the proposed psychometric structure explaining the positive manifold between different cognitive tests. Currently, there is no consensus as to the cognitive underpinnings of g. However, the mutualism model suggests that there is no singular neurobiological or cognitive structure underlying g; but that g is caused by correlated yet distinct cognitive processes. From a neurobiological standpoint, various indices of grey and white matter are assumed to be associated with g. Nevertheless, there is little research examining whether these amount to separate underlying structures.

A recently developed technique for data fusion allowed us to assess the multimodal neurobiological underpinnings for g. Linked ICA was used to fuse indices of grey (VBM, cortical thickness, surface area) and white matter (DTI measures fractional anisotropy, mean diffusivity, mode of anisotropy) from 266 healthy participants aged 17-46. This was decomposed into fifty multimodal components of structural variance in the neuroimaging data across participants. To the extent that g was associated with different underlying structures, we expected these to be represented in different components. The subject weights on the different components were associated with the participants’ g scores. g was derived using Principal Axis Factoring on 16 cognitive tests. Nominally significant components were kept for further analysis. Their structure is described in detail, and discussed in terms of previous research and putative function.

We hypothesized that g was not unitary at the neurobiological level, but would be associated with several components. We observed a brain-wide global white matter microstructure component, a component driven by higher integrity in major white matter tracts, and a component related to greater surface area in circumscribed cortical regions. All 34 components explained a large portion of variance in g, but no single component explained more than 3% of variance on its own. This strongly suggests that g has multiple structural underpinnings.
This study was an independent research project, and used existing data from the Thematically Organized Psychosis (TOP) Project. The idea for the project was conceived by the author, although help was received in implementing Linked ICA.
Abstract

$g$ is the positive manifold between cognitive tests, and appears as a singular psychometric property. Although $g$ is associated with different white and grey matter structures, it is not known whether these represent different neurobiological underpinnings to $g$. Thus, the structural underpinnings of $g$ are not clear. This study takes a novel approach to fuse grey and white matter neuroimaging biomarkers, and to derive multimodal components reflecting independent variance. Linked Independent Component Analysis (Linked ICA) was performed on 226 healthy participants, and included the grey matter modalities cortical surface area, cortical thickness, voxel-based morphometry (VBM); and diffusion tensor imaging (DTI) based modalities fractional anisotropy, mean diffusivity, and the mode of anisotropy. Fifty independent components were derived, of which three were significantly associated with $g$. The first component was characterised by global white matter microstructure. The second component showed higher white matter integrity in major association, projection, and commissural tracts; with a concomitant decrease in cortical volume and thickness. The third component was characterised by greater cortical surface area in circumscribed frontal, temporal, parietal, and occipital regions; and white matter microstructure changes in commissural tracts. Together all components explained 18.4% of variance in $g$, but no single component explained more than 3%. This strongly suggests that $g$ has multiple neurobiological underpinnings. Thus, the common variance feeding into psychometric $g$ does not reflect a unitary $g$ at the neurobiological level.
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Multimodal Brain Mapping of General Intelligence

People who are good at one thing tend to be good at other things as well. Behind this everyday observation is one of the best documented phenomena in modern psychology. Within psychometrics, it has been universally observed that performance on nearly all mental tests correlate with each other (Carroll, 1993; Jensen, 1998; Spearman, 1927). This so-called “positive manifold” has given rise to the widely-accepted theory of general intelligence (g or g factor), which postulates that a single psychometric factor explains the shared variance between tests of mental ability (Spearman, 1904, 1927).

Still, neither the cognitive nor neurobiological underpinnings of g are completely understood (for reviews, see Colom, Karama, Jung, & Haier, 2010; Deary, Penke, & Johnson, 2010; Nisbett et al., 2012). Psychometrically, there is only one g. However, it has been suggested that g may be comprised of multiple cognitive components rather than a single unitary component (Van Der Maas et al., 2006). Similarly, various indices of grey and white matter are associated with g (e.g. Barbey et al., 2012; Jung & Haier, 2007; Narr et al., 2007; Penke et al., 2012; Schmithorst, Wilke, Dardzinski, & Holland, 2005). It is not clear whether grey and white matter belong to the same underlying structure for g or not. Nonetheless, neurobiological structures are hypothesized to have multimodal underpinnings (i.e., are made up of different morphometric indices; Zatorre, Fields, & Johansen-Berg, 2012). To our knowledge, no studies have hitherto mapped the multimodal structures underlying g on a voxel-level. In other words, the number of neurobiological structures underlying of g, as well as their multimodal composition, are not known.

We hypothesised that g is not unitary on a neurobiological level, and that there are several underlying structures associated with g. To test this, we employed a novel method, Linked Independent Component Analysis (linked ICA; Groves, Beckmann, Smith, & Woolrich, 2011), to decompose inter-subject variability into multimodal components of grey and white matter variance. The subjects’ weighting on to each component was then correlated with the subjects’ calculated g. As given by the name, Linked ICA yields statistically independent components, which represent independent neurobiological structures. Thus we were able to map the number of structures associated with g, as well as their multimodal makeup. Below we will review the cognitive models associated with g. We will then review the relevant structural neuroimaging literature, before explaining the utility of Linked ICA in investigating the neurobiology of g.
Intelligence and $g$

Intelligence is notoriously hard to define in narrow terms, and appears to encompass a broad range of abilities. One definition of intelligence with wide consensus is “a very general capability that, among other things, involves the ability to reason, plan, solve problems, think abstractly, comprehend complex ideas, learn quickly, and learn from experience” (Gottfredson, 1997, p. 13). Yet despite the fact that intelligence is associated with a wide range of behaviours, it exists as a strong and unitary folk psychological concept. We tend to make assessments of others as being more or less intelligent. Perhaps it is therefore not surprising that intelligence has a strong probabilistic relationship with a variety of real-world outcomes, including longevity (Batty, Deary, & Gottfredson, 2007), income (Strenze, 2007), and academic achievement (Deary, Strand, Smith, & Fernandes, 2007).

Within psychometrics, the existence of a general factor of intelligence is undisputed (Jensen, 1998; Spearman, 1927). A person’s score on different tests of mental ability will correlate, so that a person who tends to do well on one kind of test will also tend to do well on others. $g$ is calculated by applying factor analysis to a variety of cognitive tests, and is fairly stable across different methods of factor analysis (Jensen & Weng, 1994). $g$ is also stable across different batteries of test; so that five different test batteries administered to the same group of people yield comparable $g$s, correlating at about $r \sim .95$ (Johnson, Nijenhuis, & Bouchard Jr, 2008). Psychometric $g$ is therefore a highly stable construct.

Because $g$ is so consistently observed, it has been incorporated into modern intelligence models for which there is empirical support. These include the Verbal-Perceptual-Image Rotation model (VPR model; Johnson & Bouchard, 2005; Vernon, 1965) and the widely-used Cattell-Horn-Carroll model (CHC model, McGrew, 1997). The VPR model is a hierarchical model postulating that $g$ explains the greatest amount of variance in secondary verbal, perceptual, and image rotation factors. In the CHC model, $g$ explains variance in the second-stratum factors fluid ($Gf$) and crystallized ($Gc$) intelligence. $Gf$ is defined as the ability to solve novel problems with general problem-solving abilities, whereas $Gc$ is defined as the ability to solve problems by applying previously learned knowledge or techniques. Thus, $g$ has backing in different theoretical models.

When a wide variety of cognitive tests are included, $g$ typically explains between 30-45% of the total variance (Deary et al., 2010; Helms-Lorenz, Van de Vijver, & Poortinga, 2003). Even very basic cognitive tests of processing speed, such as visual inspection time (assessing whether a stimulus is present or not), are associated with $g$ (e.g. Deary, Caryl,
Egan, & Wight, 1989). However, \( g \) loads particularly highly on to measures of intelligence. \( g \) typically correlates \( r \approx .75 \) with the Wechsler Adult Intelligent Scale (WAIS) Vocabulary test, \( r \approx .70 \) with the Matrix Reasoning test (Hunt, 2010, p. 91), and \( r \approx .80 \) with Raven’s Progressive Matrices (Raven & Court, 1998). For this reason, Raven’s Progressive Matrices is often used as a proxy for \( g \) or \( Gf \) (see Gignac, 2015). Yet employing a proxy test for \( g \) contradicts the operational definition of \( g \) as the shared variance between a large number of cognitive tests. Raven’s Progressive Matrices require complex cognitive strategies to solve. By contrast, \( g \) represents the shared variance between a number of tests of varying cognitive complexity. Therefore, in the current paper, ‘intelligence’ will be used as a general term, and ‘\( g \)’ or ‘psychometric \( g \)’ will only be employed to denote the theoretical construct of general intelligence, or the calculated positive manifold between tests.

**Cognitive Models of \( g \)**

The **processing speed model of \( g \)**. Despite the strong evidence for a unitary psychometric \( g \), the construct is not well understood on the cognitive level. Specifically, it is not clear whether \( g \) amounts to a single cognitive structure or several. Unitary \( g \) models have focused on finding a trait which would affect all cognitive abilities (Spearman, 1927). Simple processing speed, as measured by visual reaction or inspection time, presents itself as a likely candidate for such a trait (Jensen, 1998, pp. 203-269; Kail & Salthouse, 1994; Salthouse, 1996). Processing speed is proposed to act as a limiting factor on other cognitive abilities via two mechanisms. Slow processing speed delays the completion of early cognitive processes (the limited time mechanism). This in turn limits the amount of simultaneously available information for higher-level cognitive processing (the simultaneity mechanism; Salthouse, 1996). These mechanisms are proposed to influence working memory, which is hypothesized to have time-dependent components (e.g. Baddeley, Lewis, & Vallar, 1984). Working memory has also been proposed to underlie \( g \), due to the high correlation between the two constructs (Colom, Rebollo, Palacios, Juan-Espinosa, & Kylloinen, 2004, though see Ackerman, Beier, & Boyle, 2005). Nevertheless, processing speed mediates the development of working memory (Fry & Hale, 2000; Rose, Feldman, Jankowski, & Van Rossem, 2008), and has been associated with performance on a variety of non-timed tasks, from the domains of memory, reasoning, and spatial ability (Salthouse, 1994). Although processing speed declines with age, and is associated with age-related declines in fluid intelligence, processing speed also appears to mediate cognitive variance within each age group (Salthouse, 1996).
Processing speed mediates the development of cognitive ability in adolescents (Coyle, Pillow, Snyder, & Kochunov, 2011), and mediates within-person cognitive decline in an elderly sample (Sliwinski & Buschke, 1999). Because processing speed mediates the performance on so many timed and non-timed cognitive tests, including tests of working memory; the processing speed model presents itself as parsimonious model for a single ability underlying g.

The mutualism model of g. The mutualism model presents an alternative account for the existence of psychometric g. It is based on the observation that different cognitive processes will inevitably interact dynamically through development, and that this leads to correlated abilities (Van Der Maas et al., 2006). Employing an ecosystem metaphor, the model suggests that strength in a single cognitive process will dynamically affect other abilities. Van Der Maas and colleagues (2006) employed mathematical modelling to compare a model of a single latent factor, to one of dynamically interacting processes, and both were able to explain the positive manifold between cognitive tests. Thus, the model bases itself on the tendency for cognitive processes to correlate through use, and not on the assumption of a unitary underlying cognitive construct.

From studies of cognitive development, there is ample support for the dynamic interaction between cognitive processes. For instance, working memory has been shown to facilitate the use of dual processing strategies for reading comprehension (Just & Carpenter, 1992). In turn, better cognitive strategies promote efficient use of working memory (Siegler, 2005). Studies also show that training children in tasks such as verbalization or the use of the abacus, results in improved performance on Raven’s Progressive Matrices (Carlson & Wiedl, 1992; Irwing, Hamza, Khaleefa, & Lynn, 2008).

The processing speed model and the mutualism model give two separate accounts of the positive manifold between abilities. Processing speed affects several other abilities, and should therefore influence g. Nevertheless, g is estimated to correlate with processing speed at around -.44 to -.52 (Jensen 1998, p. 234). A unitary g explanation would presume that a single factor explained up to all variance in g. Indeed, even proponents of the processing speed model reject the notion that it is the only cause of variance in g (Jensen, 1998, p. 260; Nisbett et al., 2012; Salthouse, 1996). Therefore, it seems unlikely that processing speed is the only underlying factor for g. On the other hand, Van Der Maas and colleagues (2006) suggest that processing speed is one of many correlated traits underlying positive manifold.
Nevertheless, understanding the cognitive underpinnings of \( g \) has its own set of challenges. Tests tend to measure overlapping abilities, and individual cognitive abilities are therefore difficult to isolate (Bartholomew, Deary, & Lawn, 2009; Thomson, 1939). Even between different tests of the same cognitive construct, there are large margins of error (Schmiedek, Lövdén, & Lindenberger, 2014). A better approach to understanding the underpinnings of \( g \) may therefore be to map the underlying neurobiological structures.

**Brain Morphometry associated with \( g \)**

A multitude of neurobiological studies have been conducted on various measures of intelligence, of which a subset specifically examine \( g \). The relationship between brain volume and intelligence are among the earliest neuroscientific findings (Galton, 1869). Point estimates of the correlation converge at around \( r = .33 \) (McDaniel, 2005). Brain volume is a function of the number of cortical neurons as well as the degree of myelination, and together these are thought to mediate information processing capacity (Roth & Dicke, 2005). Therefore both grey and white matter are expected to influence total brain volume and intelligence. Below we review structural neuroimaging studies of intelligence examining grey and white matter. Due to the breadth of the subject matter, we restrict ourselves to covering the most important research findings. Functional studies are not reviewed here.

**Grey matter associations with intelligence.** Grey matter associations with intelligence have been well-documented, especially in studies which measure voxel-based morphometry (VBM; see Basten, Hilger, & Fiebach, 2015) and cortical thickness (e.g. Choi et al., 2008; Karama et al., 2009; Narr et al., 2007; Tamnes et al., 2011). Volume, as measured by VBM, is a product of both cortical thickness and cortical surface area. Nonetheless, VBM is suggested to be more indicative of cortical surface area than cortical thickness (Sanabria-Diaz et al., 2010). Furthermore, the association between volume expansion and intelligence has been estimated to be largely mediated by cortical surface area expansion (Vuoksimaa et al., 2014). However, cortical surface area and intelligence have been examined in relatively few studies (e.g. Colom et al., 2013; Fjell et al., 2013; Román et al., 2014; Schnack et al., 2015). These studies show that volume and cortical surface area increase in largely overlapping regions, as opposed to cortical thickness which is associated with different regions (Colom et al., 2013; Román et al., 2014).

The Parieto-Frontal Integration Theory (P-FIT) is a widely accepted model mapping the cortical regions associated with intelligence (Jung & Haier, 2007). The model is based on a meta-study of 37 functional and structural neuroimaging studies. The P-FIT suggests that a
network of circumscribed regions within the frontal, parietal, and less frequently temporal and occipital regions are associated with intelligence. Based on these associations, the P-FIT proposes that intelligent behaviour follows a specific cortical path, where sensory information is first processed in occipital (BA 18, 19) and temporal (BA 21, 37) regions, then integrated and abstracted within the parietal cortex (BA 7, 39/40), and sent to the frontal cortex (BA 6, 9, 10, 45-47) for reasoning and problem solving, while the anterior cingulate (BA 32) inhibits and selects the alternative response as required. A recent meta-study has confirmed the importance of these regions (Basten et al., 2015). However, there is considerable variability between studies, and only clusters in BA 10 and BA 39/40 are significantly associated with intelligence in more than 50% of studies (Colom, 2007). The P-FIT is based on several measures of intelligence. However, higher-order factors (i.e. \( g \)) are associated with smaller areas compared to narrower measures of intelligence (e.g. spatial or verbal intelligence; Román et al., 2014). The authors suggest that areas held in common between different types of tasks must necessarily be smaller than each individual task. Another study shows that different measures of intelligence (i.e. \( G_f, G_c, \) and spatial intelligence) are associated with partly overlapping cortical regions (Colom et al., 2009). Therefore, \( g \) may not be associated with the exact same cortical areas noted in the P-FIT.

A particularly useful indication of the neurobiological substrates of \( g \) is lesion studies. Barbey and colleagues (2012) mapped the lesion associations of \( g \) in 182 neurological patients. They found that lower \( g \) was associated with lesions in spatial processing areas (right inferior and right superior parietal cortex), motor processing areas (left somatosensory and left primary motor cortex), language areas (bilateral Broca’s area and the left superior temporal gyrus), as well as areas associated with working memory (left dorsolateral prefrontal cortex [DLPFC], left inferior and superior parietal cortices, and the left superior temporal gyrus). In a lesion study from 2010 examining 241 patients, Gläscher and colleagues found that deficits in \( g \) were associated with lesions in the right occipitoparietal junction, and the right primary motor cortex. Thus, both overlapping and unique areas were observed in comparison to the P-FIT.

**White matter associations with \( g \).** The integrity of white matter fibres is associated with nerve conduction velocity (Smith & Koles, 1970; Waxman, 1980), processing speed, and \( g \). Although there is regional variation in white matter microstructure, it is very much a global property of the brain. The general factor of white matter microstructure measured in fractional anisotropy (FA; see Aims of the Present Research) explains approximately 38-40% of
variance among white matter tracts (Penke et al., 2012; Penke et al., 2010). Furthermore, studies show that global FA is associated with \( g \), and that this effect is mediated by processing speed (Deary et al., 2006; Penke et al., 2012; Penke et al., 2010). Decline in global FA is also a characteristic feature of ageing (Westlye et al., 2009), which may explain age-related decreases in fluid intelligence (Salthouse, 1996). Thus, global white matter integrity appears to be associated with the processing speed component of \( g \).

Beyond global integrity, a handful of studies have investigated microstructural properties of major white matter tracts. The superior longitudinal fasciculus (SLF), inferior fronto-occipital fasciculus/inferior longitudinal fasciculus (IFOF/ILF), uncinate fasciculus, corpus callosum, optic radiation/posterior thalamic radiation, cingulum, corona radiata, internal capsule, and corticospinal tract have all been associated with intelligence; though not all within the same studies (Barbey et al., 2012; Chiang et al., 2008; Clayden et al., 2011; Gläscher et al., 2010; Li et al., 2009; Schnithorst et al., 2005; Yu et al., 2008). Both of the aforementioned lesion studies (Barbey et al., 2012; Gläscher et al., 2010) indicate that long association tracts which connect distal cortical regions, i.e. the SLF, uncinate fasciculus, and superior fronto-occipital fasciculus (SFOF), are associated with \( g \). Since the synchronized activity of the cortex depends on white matter conductivity, it has been suggested that the cortical regions in the P-FIT network are functionally dependent on white matter tracts. Especially long association tracts (e.g. the SLF, uncinate fasciculus, SFOF) which connect distal regions of the cortex, have been suggested to facilitate communication between these regions (Gläscher et al., 2010; Jung & Haier, 2007).

However, lesion studies do not provide conclusive evidence that the observed grey and white matter lesions are in fact part of the same underlying system for \( g \). No studies have hitherto assessed the brain-wide multimodal components of variance on a voxel level, and associated these with intelligence. Thus, it is not clear whether the subset of cortical regions outlined by the P-FIT are part of the same underlying system as white matter microstructure, or whether they make separate contributions to \( g \). Processing speed as measured by EEG, and cortical volume appear to make independent contributions to intelligence (Walhovd et al., 2005). In one structural equation modelling (SEM) study measuring VBM and FA in selected ROIs, a model of eight separate neurobiological properties was better able to model psychometric \( g \), than models comprised of one or two multimodal factors (Kievit et al., 2012). A recent SEM study showed that a general factor of FA does not explain significant variance in \( g \) once total brain volume, cortical thickness, iron deposits, and white matter hyperintensity
load were accounted for (Ritchie et al., 2015). Thus, cortical thickness and brain volume appear to make separate contributions to \( g \). Nonetheless, the effect of the general factor of FA appeared to be mediated by the other morphometric indices. Given that this was a study of older adults, and that age is associated with a decline in global white matter microstructure, it is possible that the general factor of FA is more predictive of \( g \) in lower age strata. Taken together, these studies suggest that there are multiple biological structures underlying \( g \).

**Aims of the Present Research**

Using Linked ICA to study \( g \). As of today, several morphometric correlates of \( g \) have been documented. Neurobiological structures may have multimodal underpinnings (Zatorre et al., 2012), and it has been suggested that association tracts interact with cortical regions to mediate intelligent behaviour (Barbey et al., 2012; Gläscher et al., 2010; Jung & Haier, 2007). Yet there has been little research on the neurobiological structures underlying \( g \). Thus, we had two aims with the current study: (a) to assess the number of neurobiological structures associated with \( g \), (b) and to uncover their multimodal structure.

We employed Linked ICA in order to address these issues. ICA, like factor analysis, is an unsupervised method of data reduction which divides the input data into uncorrelated components of variance (Comon, 1994). Linked ICA has the added benefit of fusing different modalities (e.g. VBM, FA, etc.) before decomposition into multimodal structures (Groves et al., 2011). Another benefit of Linked ICA is that it automatically parses structured noise into its own components (Groves et al., 2011). Linked ICA also uses different spatial maps across different modalities in order to capture dissimilar noise levels, numbers of voxels, and smoothing requirements. As such, the method may be more sensitive to single-modality components or noise than previous ICA methods, which use the same spatial maps across modalities (Groves et al., 2011). Linked ICA has previously been used to study Alzheimer’s disease (Kincses et al., 2013), autism (Itahashi et al., 2015; Mueller et al., 2013), and neurodevelopment (Douaud et al., 2014; Groves et al., 2012). Thus, we expect its utility to extend to other paradigms where one might expect see multimodal, brain-wide differences between individuals.

In the current study we fused different grey and white matter modalities from T1-weighted MRI and diffusion tensor imaging (DTI) in the same participants. This included VBM, cortical thickness, and cortical surface area from FreeSurfer. The DTI measures of FA, mean diffusivity (MD), and mode of anisotropy (MO) were also included. As noted above, cortical surface area has been studied less than VBM or cortical thickness in relation to
intelligence. Nevertheless, VBM appears to be closely associated with the volume expansion observed in intelligence (Sanabria-Diaz et al., 2010; Vuoksimaa et al., 2014). Furthermore, surface area and cortical thickness have distinct genetic influences (Panizzon et al., 2009; Winkler et al., 2010), and are statistically separate (Sanabria-Diaz et al., 2010). While the exact neurobiological substrates are unknown, surface area may reflect the number of cortical columns (Sanabria-Diaz et al., 2010), whereas cortical thickness may reflect the neuronal density and myelination within a column (Panizzon et al., 2009; Parent, 1996). Therefore, all three measures were included.

DTI measures the directional unity of water diffusion in the brain, giving an indication of the integrity of white matter tracts (Beaulieu, 2002). The DTI measures FA, MD, and MO were included. FA is sensitive to the degree of unidirectionality in the diffusion of water molecules in the brain, and higher values of FA indicate a higher degree of myelination, fibre density, and axonal diameter. MD measures the average water movement in three dimensions, and is an unspecified yet sensitive marker of neural degeneration, likely caused by a breakdown of cell membranes (Beaulieu, 2002; Le Bihan, 2003). Although FA and MD are mathematical independent measures, they tend to show opposite directionality; where MD increases FA decreases, and vice versa. This is especially the case in major tracts with minimal crossing fibres (Douaud et al., 2011; Groves et al., 2012). MO expresses the shape of the fibres, where low values indicate planar anisotropy, i.e. a “pancake” shape indicative of crossing fibres; and higher values indicate linear anisotropy, i.e. a “cigar shape”. In smaller fibres there tends to be a positive correlation between MO and FA (Groves et al., 2012). Either MD or MO may be more sensitive to white matter integrity. For instance, in distinguishing mild cognitive impairment from Alzheimer’s disease, MO was found to be more sensitive than MD (Douaud et al., 2011).

**Hypotheses.** There have been numerous neuroimaging studies documenting the relationship between $g$ and (a) global white matter microstructure, which is suggested to underlie processing speed; (b) circumscribed regions within the cortex, which are suggested to underlie specific problem-solving abilities; (c) regional white matter microstructure in major tracts, which is suggested to underlie effective communication between regions. Thus, these morphometric indices are associated with different cognitive processes. Since processing speed only explains about half of the variance in $g$, the mutualism model persuasively argues that $g$ may be due to the interaction between correlated, but separate cognitive processes (Van Der Maas et al., 2006). This is further supported by the separate
contribution of processing speed and cortical volume to intelligence (Walhovd et al., 2005), and the better fit afforded by multiple neurobiological factors over a one or two-factor model of $g$ (Kievit et al., 2012).

We predicted that several Linked ICA components would be associated with $g$. Specifically, we expected to see a component related to global white matter integrity, characterized by increased FA and decreased MD. We also expected to see a component of regional white matter integrity in major tracts identified by previous studies (i.e. IFOF/ILF, optic radiation/posterior thalamic radiation, corpus callosum, cingulum, corona radiata, internal capsule, and corticospinal tract), but especially those seen in lesion studies (i.e. the SFOF, SLF, and uncinate fasciculus; Barbey et al., 2012; Gläscher et al., 2010). There is evidence for a distributed network of cortical regions associated with intelligence. Based on lesion studies, we expected to see a component associated with greater VBM, surface area, or cortical thickness in Broca’s areas, the superior temporal gyrus, the DLPFC, the inferior and superior parietal cortices, and the somatosensory and primary motor cortices. Nevertheless, we remain agnostic as to whether these components are multimodal in nature, and whether other modalities will also be present in the expected components.
Materials and Methods

Participants

The study utilized neurocognitive test scores and MRI data from 226 healthy participants, who were recruited for the Thematically Organized Psychosis (TOP) study. Data collection has been approved by the Regional Ethics Committee and the Norwegian Data Inspectorate. Participants were recruited from national registries (www.SSB.no), and all participants gave their informed, written consent.

The age range spanned from 17 to 46 years (mean = 32.14, SD = 7.68), with 41% females. Exclusion criteria were a history of self-reported somatic, mental, or neurological disorders. Participants were also excluded if they expressed concern about their cognitive status, or had a full-scale IQ (FSIQ) below 70. FSIQ calculated from the four Wechsler Abbreviated Scale of Intelligence (WASI; Wechsler, 2007) test scores, was 112.77 (SD = 10.60), with a range of 79 to 135.

Imaging

MRI Acquisition and Preprocessing. Imaging was performed on a 3T GE Signa HDxT scanner with an 8-channel head coil at Oslo University Hospital. T1-weighted data was collected with a 3D Fast Spoiled Gradient Echo (FSPGR) sequence using the following parameters: TR/TE/TI = 7.8 ms/2.956 /450 ms, flip angle=12°. Field of view was 256×256 mm², slice thickness = 1.2 mm, acquisition matrix = 256×192, and reconstruction matrix = 256×256. DTI data was collected with a 2D Spin Echo sequence using the following parameters: TR/TE=15000ms/84.1 ms, flip angle=90°; number of diffusion directions=30; field of view was 240×240 mm², slice thickness=2.5 mm, acquisition matrix=128×128; in-plane resolution = 1.875*1.875.

Preparing Data for Linked ICA. Data segmentations from T1-weighted data were inspected and corrected when required according to standard FreeSurfer procedures (http://surfer.nmr.mgh.harvard.edu; Fischl et al., 2002). Linked ICA was performed in MATLAB using tools provided by the FMRIB centre (http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FLICA).

Preprocessing T1-w MRI Data. The pipelines recommended by FSL FLICA were utilized for decomposing the data. This was performed on arealization and cortical thickness, VBM (Douaud et al., 2007), and DTI measures FA, MD, MO (Ennis & Kindlmann, 2006). Spatial maps for arealization and cortical thickness were obtained in FreeSurfer, by first
performing brain extraction, intensity normalization, automated tissue segmentation, surface-based cortical thickness estimations, generation of white and pial surfaces, surface topology correction, automated whole-brain segmentation, and spherical interindvidual surface alignment (Dale, Fischl, & Sereno, 1999; Fischl & Dale, 2000). Arealization maps were estimated using an automated surface reconstruction scheme (Hogstrom, Westlye, Walhovd, & Fjell, 2012); and cortical thickness was obtained by representing the boundary between grey and white matter and calculating the distance to the cortical mantle (Dale et al., 1999; Dale & Sereno, 1993). VBM maps were generated using FSL-VBM (Douaud et al., 2007). In order to correct for local expansion or contraction, the VBM maps were divided by the Jacobian of the warp field.

**Preprocessing DTI Data.** DTI data was pre-processed in FSL (Smith et al., 2004; Woolrich et al., 2009) by performing motion-correction; eddy-current distortions; removal of non-brain tissue; and computing FA, eigenvector, and eigenvalue maps. FA was skeletonized to the mean FA volume, and all volumes (FA, MD, MO) were warped to a common template (FMRIB58_FA) using Tract-Based Spatial Statistics (TBSS; Smith et al., 2006).

**Downsampling.** All spatial maps across modalities were downsampled for ease of computation before performing Linked ICA. The spatial maps for arealization and cortical thickness were resampled to a common coordinate system (fsaverage5), and smoothed with a Gaussian kernel with a full width of half maximum of 15 mm for cortical thickness and 10 mm for surface area. The VBM spatial maps were resampled from 2 mm to 4 mm, and then smoothed with an isotropic Gaussian kernel with a full width of half maximum of 9.76 mm. TBSS skeletons were downsampled from 1 mm to 2 mm.

**Linked ICA**

Linked ICA was performed in MATLAB (v. R2013b). Previous studies have found that between 50 and 100 components are able to robustly model variance (Groves et al., 2012). Including too few components fails to capture meaningful variance, and including too many will split up meaningful components. Therefore, both 50 and 100 components were derived in two separate runs. These were then compared through visual inspection. Bayesian PCA (Bishop, 1999; Choudrey & Roberts, 2001) employs spherical noise modelling, which reduces each modality to an optimal number of spatial maps, and separate noise components. The components were iteratively computed based on the tensor products of the spatial map × modality weight × subject weight, and orthogonally rotated in order to explain all the spatial
data. For each subject for each component, a subject-course was estimated, reflecting the individual participants’ contribution or weight to each of the components. These subject weights were submitted to cross-subject statistics to assess associations with the cognitive data. The subject-courses were fit back into the original datasets to derive the final set of spatial maps, and subject-courses were converted to pseudo-Z-statistic. Each modality in each component had a weighting, given in percent, indicating the weighting of the modality in the component.

**Post-processing.** Component maps were thresholded a $3 < |z| < 10$ for visualization, and clusters were anatomically characterized using the Harvard-Oxford Cortical Structural Atlas (http://www.fmrib.ox.ac.uk/fsl) and the ICBM-DTI-81 White-Matter Label Atlas (Mori et al., 2008), provided with FSL. All components’ spatial maps were manually inspected. In any given component, if all modalities were deemed noisy, they were eliminated. The criteria for being deemed a noise or an artefact component were scattered activation throughout the spatial map with no major clusters, and isolated activity around the skull or blood vessels at the thalamus or brainstem.

**Estimation of $g$**

Psychometric $g$ was derived by applying factor analysis to a variety of tests from the Norwegian version of the WASI, D-KEFS Color Word Interference task (Delis, Kaplan, & Kramer, 2001), and the Matrics Consensus Cognitive Battery (MCCB; Kern et al., 2008; Nuechterlein et al., 2008). These sampled specific cognitive domains, i.e. verbal and perceptual intelligence, working memory, attention, and cognitive processing speed (i.e. timed performance on cognitive tasks). Raw scores from 16 tests were used in the factor analysis (see Table 1). Tests were excluded if they showed strong ceiling effects (mode = max value), in order to accurately model upper-range intelligence. $g$ is often calculated from several Wechsler Intelligence subtests (Hunt, 2010, p. 91-97). In our study 16 tests were used, including several Wechsler Intelligence subtests, or nearly identical tests (e.g., BACS Symbol coding/WAIS-III Digit-symbol coding and LNS/WAIS-III LNS). Detailed descriptions of the tests are given in Appendix A.
Table 1

<table>
<thead>
<tr>
<th>Broad domain</th>
<th>Neurocognitive test</th>
<th>Cognitive domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intelligence</td>
<td>WASI Vocabulary</td>
<td>verbal intelligence</td>
</tr>
<tr>
<td></td>
<td>WASI Similarities</td>
<td>verbal intelligence</td>
</tr>
<tr>
<td></td>
<td>WASI Block Design</td>
<td>perceptual intelligence</td>
</tr>
<tr>
<td></td>
<td>WASI Matrix Reasoning</td>
<td>perceptual intelligence</td>
</tr>
<tr>
<td></td>
<td>NART</td>
<td>verbal intelligence</td>
</tr>
<tr>
<td>Working and short-term memory</td>
<td>WAIS-III Digit Span backwards condition</td>
<td>auditory working memory</td>
</tr>
<tr>
<td></td>
<td>WMS-III Spatial memory sequencing forwards condition</td>
<td>spatial working memory</td>
</tr>
<tr>
<td></td>
<td>BVMT-R Immediate condition</td>
<td>visuospatial working memory</td>
</tr>
<tr>
<td></td>
<td>Letter-Number Span</td>
<td>auditory working memory</td>
</tr>
<tr>
<td>Attention</td>
<td>CPT-IP 4-digits d'</td>
<td>attention, working memory</td>
</tr>
<tr>
<td></td>
<td>D-KEFS CWIT Inhibition condition</td>
<td>inhibitory control</td>
</tr>
<tr>
<td>Learning/ memory</td>
<td>HVLT-R Immediate condition</td>
<td>verbal short-term memory</td>
</tr>
<tr>
<td></td>
<td>WMS Logical Memory I Story</td>
<td>auditory short-term memory</td>
</tr>
<tr>
<td>Processing speed</td>
<td>Trail Making Test Part A</td>
<td>visual scanning, visuomotor tracking, cognitive shifting</td>
</tr>
<tr>
<td></td>
<td>BACS Symbol Coding</td>
<td>working memory</td>
</tr>
<tr>
<td></td>
<td>Word Fluency: Animal Naming</td>
<td>verbal fluency</td>
</tr>
</tbody>
</table>

The current study employed Principal Axis Factoring (PAF), which explains the common variance between items, and is frequently employed as a method for calculating $g$ (e.g. Barbey et al., 2012; Colom, Abad, Garcia, & Juan-Espinosa, 2002; Deary et al., 2007). Furthermore, PAF does not require normally distributed data (Fabrigar, Wegener, MacCallum, & Strahan, 1999). Nonetheless, $g$ is fairly stable across different methods of factor analysis (Jensen & Weng, 1994). PAF was performed with the 16 variables with no rotation, and the first factor was interpreted as $g$. Statistical analysis was carried out using IBM SPSS v. 22.
Statistical Analysis

The demographic characteristics of \( g \) were assessed by performing a three-step hierarchical multiple regression with covariates age (linear and quadratic), gender, and \textit{years of education}, introduced in this order. Because brain structure ages in a nonlinear trajectory (Westlye et al., 2009), both linear and quadratic age terms were included in the models. The use of a hierarchical multiple regression allowed us to assess the specific associations at each step between control variables and \( g \), and also control for these associations when determining the correlation between \( g \) and years of education.

In order to assess which components were associated with \( g \), individual one-step GLMs were performed for \( g \), entering age (linear age and age squared), gender, and each separate component per GLM. After subtracting artefact components, 34 GLMs were performed in total. Linked ICA components which were associated with \( g \) at a significance level of \( p < .05 \) were considered nominally associated. The association between \( g \) and the components were corrected for multiple comparisons with the False Discovery Rate (FDR) procedure (Benjamini & Hochberg, 1995) in MATLAB.

To assess whether any component was differentially associated with \( g \) between genders, the file was split by gender. Then, the correlation coefficient between \( g \) and each component was compared using a Fisher’s \( r \)-to-\( z \) transformation.

To assess the total amount of variance in \( g \) explained by all the components, a three-step hierarchical multiple regression was performed for \( g \) with age, gender, and all components combined. A second three-step hierarchical multiple regression was performed after the same procedure, but only including the components which were nominally significantly associated with \( g \) (\( p < .05 \)).

Finally, three-step hierarchical multiple regressions were performed for each nominally significant component, assessing associations with age, gender, and FSIQ. This was done in order to understand the demographic characteristics of the components. FSIQ was included in order to assess whether any components were uniquely associated with \( g \).
Results

Demographic Features

The average of the four unstandardized WASI intelligence scores was used to calculate FSIQ. There was a positive, linear relationship between age and FSIQ ($\beta = .184$, $t(224) = 2.805, p = .005$), indicating that in our sample, older people had higher FSIQ. There was no significant association between gender and FSIQ when controlling for age ($\beta = -.087$, $t(222) = -1.356, p = .176$).

Linked ICA

Two runs with different dimensionalities, $L = 50$ and $L = 100$ were performed. It was not a priori clear which run would be more appropriate to the sample. However, the more heterogeneous the sample, the more dimensions would likely be required to capture the variance in the imaging data. The spatial maps derived from the two runs were compared through visual inspection. $L = 100$ split the components derived from $L = 50$, and created more noise components. This indicated that 100 components were excessive for the purpose of describing the data, so the $L = 50$ run was utilised instead. Components were ordered after the amount of explained energy. The components are shown in Figure 1, which should be interpreted as a scree plot.

![Figure 1: Total energy explained by each component. The figure shows the components ordered after the amount of spatial variance, or energy, which they explained. The first components reflected global morphometric differences. Distinct breaks can be observed after component 3 and 13. Note that Figure 1 also depicts noise components.](image-url)
Components 2, 3, 4, 6, 9, 10, 11, 34, and 47 were associated with high single-subject loadings (10-90% of the total variance was explained by one subject). In other words, these components were most likely explaining structural abnormalities associated with a single participant. These participants were visually inspected in FSL, and large ventricles, artefacts due to metal, and other structural abnormalities were observed. Therefore, the aforementioned components were excluded.

Component 18, 28, 33, 39, 40, 46, and 50 were structured noise components, characterized by noise in the skull beneath the ventromedial frontal regions, and around the brain stem and thalamus. This likely reflected EPI-related geometrical distortions, as well as vessels. This was apparent only in the DTI-modalities, and since there were no meaningful cortical modalities in the component, the components were interpreted as noise and discarded. This left 34 non-artefact components. Figure 2 shows an example of a non-artefact component (C1) as well as an artefact component (C40).
Figure 2: Visual description of neuroanatomy for C1 and C40. Axial view of C1 (non-artefact component) and C40 (artefact component). C1 explained the greatest amount of energy of all components, and was characterized by global grey matter density (VBM) across the brain and MD in the corpus callosum, thalamus, and ventricles. C40 was characterized by DTI-driven noise around the skull and the vessels in the brain stem. The other modalities did not explain much variance in the component (< 2%). Subsequently the component was discarded.

Principal Axis Factoring.

PAF was performed with the 16 tests, with no rotation. Kaiser-Meyer-Olkin Measure of Sampling Adequacy yielded a score of .864; which implies that the rotation and number of factors was accurate (Hutcheson & Sofroniou, 1999). Bartlett’s Test of Sphericity was $\chi^2(120) = 1035.184, p < .0001$. The highly significant $p$-value indicated that the items were sufficiently correlated to be included in the factor analysis. The unrotated factor matrix, displaying the correlations between the tests and the first factor, is presented in Table 2. Only the first factor, representing $g$, was analysed further. The first factor explained 31.31% of the total variance, consistent with typical estimates of $g$ (Helms-Lorenz et al., 2003). FSIQ was significantly correlated with $g$ ($r = .819, p < .0001$). Thus, the computed $g$ was considered a valid representation of general intelligence.
Table 2

PAF Unrotated Factor Matrix

<table>
<thead>
<tr>
<th>Factor loadings between tests and Factor 1</th>
<th>Factor 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>WASI Vocabulary</td>
<td>.626</td>
</tr>
<tr>
<td>WASI Similarities</td>
<td>.601</td>
</tr>
<tr>
<td>WASI Block Design</td>
<td>.616</td>
</tr>
<tr>
<td>WASI Matrices</td>
<td>.563</td>
</tr>
<tr>
<td>NART</td>
<td>.578</td>
</tr>
<tr>
<td>WAIS-III Digit Span backwards</td>
<td>.504</td>
</tr>
<tr>
<td>MCCB Letter-Number Span</td>
<td>.405</td>
</tr>
<tr>
<td>MCCB WMS Logical Memory I Story</td>
<td>.491</td>
</tr>
<tr>
<td>MCCB WMS-III Spatial memory sequencing forwards</td>
<td>.646</td>
</tr>
<tr>
<td>MCCB BVMT-R Immediate condition</td>
<td>.449</td>
</tr>
<tr>
<td>MCCB HVLT-R Immediate condition</td>
<td>.553</td>
</tr>
<tr>
<td>MCCB CPT-IP 4-digits d'</td>
<td>.504</td>
</tr>
<tr>
<td>MCCB D-KEFS CWIT Inhibition</td>
<td>.434</td>
</tr>
<tr>
<td>MCCB Trail Making Test Part A</td>
<td>.438</td>
</tr>
<tr>
<td>MCCB BACS Symbol Coding</td>
<td>.567</td>
</tr>
<tr>
<td>MCCB Word Fluency: Animal Naming</td>
<td>.391</td>
</tr>
</tbody>
</table>

Regression Analyses

A three-step hierarchical multiple regression was performed for g; with age (linear and quadratic), gender, and years of education, entered, in this order. Age explained a significant proportion of the variance in g, \( R^2 = .038, F\)-change \( (2, 223) = 4.369, p = .014 \). g increased linearly with age \( (\beta = 1.609, t(223) = 2.719, p = .007) \), though a negative quadratic relationship was also observed \( (\beta = -1.553, t(223) = -2.573, p = .011) \). Thus, g follows an inverse U-curve with age. Entering gender as a second variable did not explain significantly more variance as measured in \( R^2\)-change \( (R^2 = .038, R^2\)-change =.000, F\)-change \( (1, 222) = .007, p = .934 \). However, years of education did explain significantly more variance in g \( (R^2 = .148, R^2\)-change =.110, F\)-change \( (1, 221) = 28.479, p < .001 \). The final model, including age, gender, and years of education, is given in Table 3.
Table 3  
*Regression of g with demographic variables*

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$B$</td>
</tr>
<tr>
<td>(Intercept)</td>
<td>-3.253</td>
</tr>
<tr>
<td>Age</td>
<td>.059</td>
</tr>
<tr>
<td>Age squared</td>
<td>-.001</td>
</tr>
<tr>
<td>Gender</td>
<td>.005</td>
</tr>
<tr>
<td>Education</td>
<td>.168</td>
</tr>
</tbody>
</table>

*Note.* $B =$ unstandardized beta, $SE =$ standard error of $B$, $\beta =$ standardized beta. For “Gender”; males = 1, females = 2. “Education” = years of education.

### Analyses of all Components

To test which components were significantly associated with $g$, a GLM was performed with each of the 34 non-artefact components, while controlling for age (linear and quadratic) and gender. The following three components were significantly ($p < .05$) associated with $g$: Component 8 (C8; $R^2 = .019$, $F(1, 221) = 4.189$, $p = .042$), Component 20 (C20; $R^2 = .032$, $F(1, 221) = 7.225$, $p = .008$), and Component 48 (C48; $R^2 = .026$, $F(1, 221) = 6.015$, $p = .015$). Scatter plots between $g$ and the individual subject weights on these components are given in Figure 3. Figure 4-6 shows the spatial maps of C8, C20, and C48. A full description of the ten greatest clusters for each modality, including coordinates and anatomical labels, are given in Appendix B. The DTI modalities tended to load more heavily on to the components, possibly reflecting the higher degree of variance in the DTI data input.

*Figure 3:* Scatter plots showing the relationship between $g$ and independent component subject weights for C8, C20, and C48; after correcting for age and gender. Scatter plots for C8, C20, and C48. A negative relationship was observed for C8 ($R^2 = .018$), while a positive relationship was observed for C20 ($R^2 = .030$) and C48 ($R^2 = .023$).
When the *p*-values from the 34 GLMs were corrected for multiple comparisons, no effects survived FDR correction. Nevertheless, components showing nominally significant associations (*p* < .05) were retained for further analysis.

To assess whether gender mediated the association between *g* and any of the components, the 34 GLMs were rerun as above while also introducing the interaction term gender*component into the model. C8, C20, and C48 did not show a significant interaction effect (*p* < .05). However, C8 showed a trend towards significance, where C8 was more predictive of *g* for females (β = -.252, *t*(220) = -1.879, *p* = .062). Gender differences were not analysed further in this study.

To assess the total amount of variance that the components explained in *g*, a two-step hierarchical regression was run for *g* with age and gender first; then with the 34 components. The demographic variables alone were significantly associated with *g*, (*R*² = .042, *F*(3, 222) = 2.902, *p* = .023). Entering the 34 components increased the explained variance from 4.2% to 22.6%, though this did not significantly improve the model (*R*² = .226, *R*²-change = .184, *F*-change (34, 191) = 1.359, *p* = .106). A second two-step regression was run for *g* with the demographic variables first, and then components C8, C20, and C48. This time, the three components significantly improved the model (*R*² = .102, *R*²-change = .060, *F*-change (6, 219) = 4.838, *p* = .003), and explained variance increased from 4.2% to 10.2%. Thus, a number of components beneath the threshold of significance explained a large proportion of variance in *g*.

**Analyses of Significant Components**

Descriptive analyses were performed in order to understand how different variables such as age and gender were associated with C8, C20, and C48. We also assessed how the different variables were associated with FSIQ. Psychometric *g* was, as expected, highly correlated with FSIQ; yet it was not certain that subject weights on each component would be associated with FSIQ. In order to explore the possibility that certain components were uniquely associated with *g*, FSIQ was included as the final step in a hierarchical regression analysis, following age and gender. A description of each component is given below, together with the hierarchical regression analyses.

**Component 8.** C8 represented global decreases in white matter integrity, reflecting higher MD (82%) with lower FA (17%). Both MD and FA represented one major cluster spanning the whole brain, though FA had less voxels than MD. MD represented all major
tracts in the ICBM-DTI-81 White-Matter Label Atlas. FA was represented in most tracts, though some minor tracts were not represented.

A three-step hierarchical regression was performed with age (linear and quadratic), gender, and finally FSIQ. Age was able to predict a significant proportion of variance in C8 ($R^2 = .035$, $F(2,223) = 4.023$, $p = .019$). A negative linear association was observed between C8 and linear age ($\beta = -1.104$, $t(223) = -1.862$, $p = .064$), as well as a positive quadratic relationship ($\beta = .956$, $t(223) = 1.613$, $p = .108$). Gender did not explain significantly more variance in C8 ($R^2 = .035$, $R^2$-change = .000, $F$-change (1, 222) = .004, $p = .953$). However, entering FSIQ did ($R^2 = .071$, $R^2$-change = .036, $F$-change (1, 221) = 8.549, $p = .004$). Table 4 presents the third model. As with g, FSIQ was negatively associated with C8.

Table 4
Regression of C8 with demographic variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>$B$</th>
<th>$SE$</th>
<th>$\beta$</th>
<th>$t$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>1.587</td>
<td>1.193</td>
<td>1.330</td>
<td>.185</td>
<td></td>
</tr>
<tr>
<td>Age (linear)</td>
<td>-.083</td>
<td>.076</td>
<td>-.661</td>
<td>-1.095</td>
<td>.275</td>
</tr>
<tr>
<td>Age (squared)</td>
<td>.001</td>
<td>.001</td>
<td>.546</td>
<td>.908</td>
<td>.365</td>
</tr>
<tr>
<td>Gender</td>
<td>-.041</td>
<td>.128</td>
<td>-.021</td>
<td>-.325</td>
<td>.745</td>
</tr>
<tr>
<td>FSIQ</td>
<td>-.256</td>
<td>.087</td>
<td>-.199</td>
<td>-2.924</td>
<td>.004</td>
</tr>
</tbody>
</table>

Table 4: B = unstandardized beta, SE = standard error of B, $\beta$ = standardized beta. For “Gender”; males = 1, females = 2. FSIQ significantly decreased as subject weights on C8 increased.

Figure 4: Visual description of neuroanatomy of C8. C8 was characterized by global white-matter integrity as indexed by FA and MD with opposite weightings. Axial view.
**Component 20.** C20 was characterized by higher FA (32%) and MO (31%) in mainly association, projection, and commissural pathways. Higher FA was observed in the IFOF/ILF, corpus callosum, cingulum, fornix, anterior corona radiata, internal capsule, SLF, uncinate fasciculus, and corticospinal tract. The greatest cluster encompassed the right anterior corona radiata, right cingulum, left fornix, left internal capsule, and left IFOF/ILF. The greatest decrease in MD (17%) was observed in the bilateral corpus callosum. A concurrent decrease in volume (9%) was observed in all of the frontal and temporal cortices; as well as specific parietal, insular, cingulate, and occipital areas. Cortical thickness (6%) decreased in regions within the frontal, parietal, insular, cingulate, and temporal areas. FA also increased in the left precuneus, left postcentral gyrus, and right supramarginal gyrus.

A three-step hierarchical multiple regression was performed for C20 with age (linear and quadratic), gender, and FSIQ. The component was not significantly associated with age ($R^2 = .021$, $F(2, 223) = 2.441$, $p = .089$). However, gender explained significant variance in the component ($R^2 = .046$, $R^2$-change $=.025$, $F$-change (1, 222) = 5.760, $p = .017$). Males had significantly higher subject weights on C20 than did females. FSIQ also explained significant variance in the component ($R^2 = .073$, $R^2$-change $=.027$, $F$-change (1, 221) = 6.438, $p = .012$).

Table 5 presents the third model with all demographic variables.

It was suspected that the decrease in grey matter volume and thickness might be due to an interaction between normal neurobiological development and cognitive development. Therefore a post-hoc GLM was performed for C20 with $g$, gender, age (linear and quadratic), and the interaction term $g$ by age. The interaction term did not predict significant variance in C20 ($R^2 = .006$, $F(1,220) = 1.397$, $p = .238$).

### Table 5

**Regression of C20 with demographic variables**

<table>
<thead>
<tr>
<th>Variable</th>
<th>$B$</th>
<th>$SE$</th>
<th>$\beta$</th>
<th>$t$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>-1.199</td>
<td>1.223</td>
<td>-0.980</td>
<td>.328</td>
<td></td>
</tr>
<tr>
<td>Age (linear)</td>
<td>.105</td>
<td>.078</td>
<td>.815</td>
<td>1.352</td>
<td>.178</td>
</tr>
<tr>
<td>Age (squared)</td>
<td>-.002</td>
<td>.001</td>
<td>-.794</td>
<td>-1.323</td>
<td>.187</td>
</tr>
<tr>
<td>Gender</td>
<td>-.286</td>
<td>.131</td>
<td>-1.143</td>
<td>-2.189</td>
<td>.030</td>
</tr>
<tr>
<td>FSIQ</td>
<td>.227</td>
<td>.090</td>
<td>.173</td>
<td>2.537</td>
<td>.012</td>
</tr>
</tbody>
</table>

*Table 5:* $B$ = unstandardized beta, $SE$ = standard error of $B$, $\beta$ = standardized beta. For “Gender”; males = 1, females = 2. FSIQ was positively associated with C20 subject weights. Males had higher C20 subject weights than females.
Component 48. C48 was represented by increases in surface area (7%) across a distributed network of cortical regions in the frontal, temporal, parietal, and occipital cortices (see Figures 6 and 7). Surface area expansion was observed within the bilateral frontal cortices (BA 9, 44, 45, 47), middle temporal regions (BA 20), bilateral inferior parietal regions (BA 22, 40), and the right lateral occipital cortex (BA 37). Surface area diminished in the bilateral middle frontal gyri (BA 46). Volume decreased (6%) in predominantly the left hemisphere counterparts to regions of surface area expansions (i.e. the supramarginal gyrus, frontal pole, and inferior and middle frontal gyrus), though it also increased in the precuneus, left occipital pole; and right temporal fusiform cortex. White matter diffusion changes in FA (30%) and MD (22%) were observed in commissural and projection pathways. The bilateral corpus callosum, right lingual gyrus and right corticospinal tract were associated with higher white matter integrity, whereas the left-hemisphere counterparts were associated with lower ...
integrity. Higher FA was also observed in the left parahippocampal gyrus, left precuneus, bilateral inferior temporal gyri, and left superior frontal gyrus.

A three-step hierarchical regression was performed for C48 with age, gender, and FSIQ. None of the variables explained significant variance in C48. The third model with all variables included was also insignificant $R^2 = .035, F(4, 221) = 2.011, p = .094$. Thus, despite the strong association between $g$ and FSIQ in the current study, C48 was not associated with FSIQ. Consequently, we performed a post-hoc analysis to assess whether C48 was differentially associated with high and low FSIQ. The file was split above and below median FSIQ. Two GLMs were performed for C48 with age, gender; and high and low FSIQ separately. C48 was positively associated with high FSIQ ($\beta = .133, t(221) = 1.385, p = .169$), and negatively associated with low FSIQ ($\beta = -.140, t(221) = -1.502, p = .136$), though none of the associations reached significance. The two standardized betas for high and low FSIQ were compared using Fisher’s $r$-to-$z$ transformation. The difference was statistically significant ($z = 2.037$, two-tailed $p = .042$).

Figure 6: Visual description of neuroanatomy of C48. C48 was characterized by surface expansion and FA and MD changes in commissural tracts. The MO modality was omitted, as there were no visible clusters. “CT” = cortical thickness. Axial view.
Figure 7: Lateral view of the surface arealization modality of C48. C48 shows localized modes of variability in arealization in the following regions: the bilateral frontal poles and the right inferior frontal gyrus, pars triangularis (Fpole/IFGtriang); the left precentral gyrus/inferior frontal gyrus, pars opercularis (PreC/IFGoper); the right middle and inferior temporal gyrus, temporooccipital part (MTG/ITGto); the bilateral supramarginal gyri and right angular gyrus (SMG/ANG); the bilateral middle frontal gyri (MFG); and the lateral occipital cortex, inferior division (LOCinf).
Discussion

The goal of the current study was to assess the multimodal structural brain patterns underlying $g$. Although no components survived corrections for multiple comparisons, three components were nominally associated with $g$: a global white-matter integrity component (C8), a component of increased integrity in specific white matter tracts (C20), and a component of increased surface area in a distributed network of cortical regions (C48). These conformed largely to the hypothesized components. The structural makeup of each significant component is discussed in further detail below.

The three significant components alone explained 6% of the variance in $g$. However, when all 34 variables were included, this explained a total of 18.4% of the variance in $g$. It is very interesting that not one single brain component is able to explain $g$, but that a combination of all non-artefact components explains a large proportion. Thus, a considerable amount of variability in $g$ can be attributed to variability in brain structure, even in a homogeneous and relatively young and healthy sample. This neurobiological variability is not captured by a single component, but rather by a combination of several components. The implications of these findings will also be discussed.

Global White Matter Component (C8)

We predicted a component related to global white matter integrity, which was observed in C8. Besides being associated with $g$, C8 was associated with age in a U-shape trajectory, whereby white matter integrity increased with age up to a certain point before decreasing. This accords well with previous observations of the inverted-U age trajectory of global FA (Westlye et al., 2009), and of age-related declines in processing speed and fluid intelligence (Salthouse, 2000). An inverted-U age trajectory was also observed for $g$ in the current study. Thus, C48 appears to relate to normal processing speed decline with age, but also to individual differences in processing speed related to cognition. C48 may also be compared to the first component from Groves and colleagues (2012) Linked ICA study, showing global white matter integrity with a U-shaped age association. The authors note that although their component was significantly associated with age, it had a “noisier” age trajectory than some of the other components. They attribute this to other extraneous factors which might influence the component, of which processing speed differences within each age group is a likely candidate. C8 is also comparable to the brain-wide FA factor found through principal component analysis (PCA) by Penke et al. (2012), which was associated with $g$ and mediated
by processing speed. However, the current study was not able to assess the component’s relationship with measures of processing speed. Measures of cognitive processing speed were included in the PAF (see Appendix A), but these tests also reflect other cognitive processes besides simple processing speed. Therefore, the suggested link between C8 and processing speed must remain hypothetical.

**Regional White Matter Component (C20)**

C20 reflected higher FA and MO in major projection, association, and commissural tracts in the brain, connecting different regions of the cortex. We observed the predicted white matter tracts (IFOF/ILF, corpus callosum, cingulum, fornix, anterior corona radiata, internal capsule, SLF, uncinate fasciculus, and corticospinal tract) in one or more of the FA clusters. Contrary to expectations, we did not observe the SFOF or the posterior thalamic radiation.

The corticospinal tract is part of the internal capsule and corona radiata, and carries signals from the motor cortex to the spinal chord. The internal capsule and corona radiata are comprised of both ascending and descending neurons, and connect to the cortex in a fan-like shape (Catani, Howard, Pajevic, & Jones, 2002). The IFOF/ILF connects the frontal regions to the posterior temporal and occipital regions, and is part of the visuospatial attention network (Urbanski et al., 2008; Wakana, Jiang, Nagae-Poetscher, Van Zijl, & Mori, 2004). The cingulum connects the frontal regions to the precuneus, hippocampus, and parahippocampus (Wakana et al., 2004), and is important for motivation (Bush, 2011). In conjunction with the fornix and other medial regions, the cingulum is also important for spatial and episodic memory (Albo, Di Prisco, & Vertes, 2011; Markowitsch, 2005). The SLF and uncinate fasciculus are long association bundles. The SLF connects the frontal, temporal, parietal, and occipital lobes. The uncinate fasciculus connects the temporal cortex to the limbic regions (hippocampus and amygdala), and to the orbitofrontal cortex (Wakana et al., 2004). The corpus callosum integrates information between the two hemispheres (Bloom & Hynd, 2005). White matter integrity in all these tracts have previously been associated with intelligence (Barbey et al., 2012; Chiang et al., 2008; Clayden et al., 2011; Gläscher et al., 2010; Li et al., 2009; Schmithorst et al., 2005; Yu et al., 2008).

**Possible interaction between age and g.** The component also showed grey matter volume reduction and cortical thinning in broad swathes of frontal, temporal, parietal, and occipital areas. It was suspected that this might be due to the interaction between cognitive development and normal cortical development. White matter tissue volume increases linearly
into early adulthood (Lebel & Beaulieu, 2011), whilst cortical thickness and volume decreases across the brain, especially in frontal and parietal cortices (Østby et al., 2009). Two mechanisms have been proposed to explain these findings. Firstly, pruning is a developmental process which is suggested to reduce underused synapses in the cortex whilst axonal myelination increases (Huttenlocher, 1990; Huttenlocher & Dabholkar, 1997). Secondly, proliferation of myelin into the cortical neuropil has been hypothesized to push the border between grey and white matter outward (Sowell et al., 2004). This will purportedly give the appearance of grey matter reduction, without actually entailing a reduction in size or number of grey matter neurons.

Normal trajectories of cortical development interact with the development of cognitive and intellectual abilities. Among highly intelligent children and adolescents, cortical thinning started later but was more rapid (Shaw et al., 2006). In a study by Schnack and colleagues (2015), highly intelligent young adults had an accelerated rate of cortical thinning, which eventually reversed itself so that by the age of 42, a positive association was observed between total cortical thickness and intelligence. They suggest that cortical reduction increases the efficiency of the brain; and once optimum efficiency is reached, local connections are strengthened via cortical thickening.

This may explain the mixed results previously observed between cortical thickness and intelligence. In children and adolescents, both positive (Karama et al., 2009; Karama et al., 2011), and negative (Squeglia, Jacobus, Sorg, Jernigan, & Tapert, 2013; Tamnes et al., 2011) associations between cortical thickness and intelligence have been observed. In young adults (mean age 19.9), volume and surface area were positively associated with intelligence, though cortical thickness was not (Colom et al., 2013). Similarly, another study of young adults (< 30) showed that cortical thickness had a non-significant negative association with intelligence (Tamnes et al., 2011). On the other hand, Narr et al. (2007) observed a positive correlation between intelligence and cortical thickness in a study including participants up to 44 years of age.

Given the age of the current sample (17 – 46 years), it was possible that the interaction between subject weights for C20 and g was due to accelerated cortical thinning in the younger participants. We implemented a post-hoc GLM to test this possibility. However, the interaction term age by g did not significantly predict variance in C20. Therefore, the relationship between C20 and g is unlikely to be due to interactions between cortical development and cognitive development. Although it is not clear why lower cortical grey
matter was observed in the current component, the present findings do not necessarily imply that g is associated with overall lower cortical volume or thickness. One study showed cortical thickness to be more associated with crystallized intelligence than fluid intelligence (Choi et al., 2008), and crystallized intelligence may be associated with a different component in the current study. Furthermore, the magnitude of cortical volume loss and thinning was not assessed. Since C48 is associated with greater surface area expansion, g may still be associated with overall greater cortical volume.

**Neural efficiency hypothesis.** Although C20 was not associated with greater cortical volume or thickness, the component was associated with higher FA in the right supramarginal gyrus, left postcentral gyrus, and left precuneus. The supramarginal gyrus integrates sensory information from multiple sensory modalities, and is important for language processing (Binder et al., 1997). The precuneus is involved in processing salient stimuli (Corbetta & Shulman, 2002), self-consciousness (Lou et al., 1999), visuospatial imagery (Fletcher et al., 1995), and episodic memory (Krause et al., 1999). The postcentral gyrus is the location of the primary somatosensory cortex. All these cortical regions are considered to be “hubs” which connect several other regions. For instance, the supramarginal gyrus and precuneus are important hubs in the default mode network (Greicius, Krasnow, Reiss, & Menon, 2003; Raichle et al., 2001), and the postcentral gyrus is a hub in the somatosensory network (Biswal, Yetkin, Haughton, & Hyde, 1995; Tomasi & Volkow, 2011). Thus, these regions are important for functional connectivity in the brain.

The supramarginal gyrus, postcentral gyrus, and precuneus may also play a role in promoting efficiency. Human intelligence has recently been approached through the use of graph theory to map the “small-world” topology of the brain. According to this paradigm, human brains are considered to have “small-world” properties, such as a few highly-connected hubs, short path length, and high local clustering. These properties promote global efficiency of the brain (Achard & Bullmore, 2007; Bullmore & Sporns, 2012), and appear to depend on the integrity of the white matter tracts (van den Heuvel & Sporns, 2011). One resting-state functional magnetic resonance imaging (fMRI) study employed graph theoretical methods to study g (van den Heuvel, Stam, Kahn, & Hulshoff Pol, 2009). The authors found that the path length in the precuneus, supramarginal gyrus, and medial prefrontal gyrus were inversely associated with intelligence. In other words, when these hubs were more directly connected to other regions in the brain, this was associated with higher g. One of the few structural studies assessing neural efficiency and g, measured path length in terms of the
number of fibre bundles in different cortical nodes (Li et al., 2009). Li and colleagues found a negative association between intelligence and path length in several hubs. The greatest association between path length and intelligence was observed in the left postcentral gyrus, but significant associations were also observed in the precuneus. This is directly comparable to the current study, where higher FA was observed in the left postcentral gyrus, left precuneus, and right supramarginal gyrus. Thus, both the studies by van den Heuvel and colleagues (2009) and Li and colleagues (2009) show that the precuneus, supramarginal gyrus, and postcentral gyrus may be important for promoting efficiency, and that this mediates intelligence. The relationship between functional efficiency and brain structure is not entirely understood (Bullmore & Sporns, 2009). However, the present results suggest that efficiency might be expressed in terms of the integrity of major tracts and the white matter integrity directly underlying certain hub regions, rather than their volume or cortical thickness.

Graph theory is a relatively new approach to neural efficiency. Earlier studies of neural efficiency show that intelligent people activate fewer brain areas and use less energy during problem solving, whilst less intelligent people tend to use broader areas and more energy (e.g. Doppelmayr, Klimesch, Stadler, Poellhuber, & Heine, 2002; Haier et al., 1988; Neubauer, Grabner, Freudenthaler, Beckmann, & Guthke, 2004; Reichle, Carpenter, & Just, 2000). However, other studies have demonstrated that intelligent people use more energy when performing extremely difficult tasks that less intelligent people appear to have “given up” on (Doppelmayr, Klimesch, Hödlmoser, Sauseng, & Gruber, 2005; Larson, Haier, LaCasse, & Hazen, 1995). In a study by Tang and colleagues (2010), BOLD signal in the right prefrontal and right parietal cortices was associated with \( g \) and performance on an n-back task. Furthermore, \( g \) was positively associated with the integrity of the white-matter tracts connecting these areas. Intriguingly, the association between BOLD-activation in these cortical regions and \( g \) was negative, so that more intelligent people used less energy. Thus, there appears to be an association between lower energy expenditure in cortical regions, and higher integrity in underlying white matter structures. In light of these studies, the lower volume and cortical thickness in the current component may reflect the tendency to expend less energy and to use narrower areas during problem-solving. Yet at this stage, such a link can only be speculative, and more experimental testing of this hypothesis would be necessary before such a link can be acknowledged.
Regional Expansions in Cortical Surface Area (C48)

In C48, surface area expansion was observed in a circumscribed set of areas within the frontal, parietal, temporal, and occipital regions, similar to those outlined in the P-FIT. It has been suggested that the P-FIT regions are functionally dependent on association tracts (Gläscher et al., 2010; Jung & Haier, 2007). However, the current component was associated with white matter integrity differences in commissural tracts. Thus, in neither the present component nor C20, was integrity in association tracts related to a bigger cortex. As expected, clusters in C48 included the bilateral frontal poles and right inferior frontal gyrus (including Broca’s areas), bilateral posterior supramarginal gyri (BA 40 and 22; overlapping the superior temporal gyrus), the left DLPFC, and the left precentral gyrus. Additionally, the right lateral occipital cortex and the right middle temporal and inferior temporal gyrus were observed in the present component. However, contrary to expectations, the superior parietal cortex and somatosensory cortices were not present in the current component and the bilateral middle frontal gyri showed a decrease in surface area.

Previous studies show that intelligence is associated with cortical surface area expansion in the middle frontal gyrus (BA 46; Colom et al., 2013); the cingulate cortex, superior temporal gyrus, medial temporal lobe, fusiform gyrus, insula, orbitofrontal cortex, the left central sulcus, and lingual gyrus (Fjell et al., 2013); and the DLPFC (Román et al., 2014). In contrast to the findings of Colom and colleagues (2013) and our own expectations, the surface area in the bilateral middle frontal gyri (BA 46) decreased in the present component. However, we did observe surface area increase in the DLPFC, as observed by Román and colleagues (2014); as well as the inferior temporal gyrus and right lateral occipital cortex (adjacent to the fusiform gyrus), the left precentral gyrus (adjacent to the left central sulcus), and regions overlapping the orbitofrontal cortex as observed by Fjell et al. (2013).

Language ability appears to be associated with several of the regions in C48. The frontal poles and ventrolateral prefrontal cortex are associated with language production and comprehension (e.g. Caplan, 2006) as well as abstract thought (Badre, 2008; Badre & Wagner, 2007). The supramarginal and angular gyrus are involved in multisensory integration and language (Arslan, 2014). C48 also appears to be associated with visuospatial processing. Higher FA was observed in the corpus callosum, parahippocampal gyrus, inferior temporal gyrus, and corticospinal tract. Lower MD was observed in the lingual gyrus. The corpus callosum and lingual gyrus are both associated with spatial ability (Fornari, Knyazeva, Meuli, & Maeder, 2007; Hutchinson et al., 2009). Furthermore, the parahippocampal gyrus is
important for spatial navigation and memory (Hafting, Fyhn, Molden, Moser, & Moser, 2005). The inferior temporal gyrus and inferior parietal cortex are both part of the occipitotemporal pathways for visual processing (i.e. the “what” and “where” pathways; Mishkin, Ungerleider, & Macko, 1983). Thus, regions associated with both verbal and visuospatial ability are present in the component. This is not surprising, given how \( g \) loads directly on to the second-stratum verbal, perceptual, and image rotation abilities (Major, Johnson, & Deary, 2012).

Thus, the areas outlined by the P-FIT and previous lesion studies was mainly observed in the cortical surface modality. This may reflect the fact that the association between \( g \) and volume is largely mediated by surface area (Vuoksimaa et al., 2014). Regional surface area growth is proposed to be due to intracortical myelin growth which stretches the cortex (Seldon, 2005). Such a process is suggested to increase functional specialization, allow the affected cortices to better differentiate afferent signals, and to disentangle adjacent neuronal columns (Seldon, 2007). However, this process has been proposed to thin the cortex: since a negative association has been observed between cortical surface area and cortical thickness within the same regions (Hogstrom et al., 2012). This process may well explain the concomitant volumetric decline observed in several of the left-lateralized regions where bilateral surface area expansions were observed in C48 (i.e. the supramarginal gyrus, precentral gyrus, frontal pole, and inferior and middle frontal gyrus). Indeed, Hogstrom and colleagues observed the strongest associations between surface area expansion and cortical thinning in regions such as the middle frontal gyrus and the orbitofrontal cortex, which overlap regions where we observed concomitant volume decrease and area expansion. However, it is not clear why this mechanism was reflected in lower VBM rather than lower cortical thickness.

There was no significant association between FSIQ and C48. Thus, it appears that C48 is uniquely associated with \( g \), when compared to FSIQ. Since \( g \) and FSIQ are highly correlated, we investigated whether C48 was differentially associated with high and low FSIQ. The participants were split by median FSIQ. High FSIQ showed a non-significant positive association with subject weights on C48, whereas low FSIQ showed a non-significant negative association. The correlation coefficients were significantly different, so this may indicate that C48 subject weights are insensitive to lower-range FSIQ. It is possible that since \( g \) is comprised of many different cognitive tests, it is more sensitive to the lower range of mental ability.
Multiple Structures underlying $g$

Individually, none of the significant components explained more than 3% of variance in $g$; and together, the three significant components only explained 6%. When all 34 components were included however, this explained 18.4% of variance in $g$. A recent SEM study of $g$ modelled the variables total brain volume, cortical thickness, white matter structure, white matter hyperintensity load, iron deposits, and microbleeds. As in our study, all variables together explained 18.4% of the variance in $g$ (Ritchie et al., 2015). Although this equivalence is likely to be a coincidence, this may indicate the approximate amount of variance in $g$ which can be explained by neurobiological structure.

Our observation that multiple components were associated with $g$ confirm findings made by Kievit et al. (2012); namely that eight or more components predicted $g$ better than one or two multimodal components. Since Linked ICA reflects neurobiological components of variance in the brain, some of these components are expected to be associated with different cognitive processes. The current findings therefore support the mutualism theory (Van Der Maas et al., 2006); which predicts that a large number of cognitive processes covary during development, producing positive manifold, though this is not due to any single underlying cognitive trait or ability. Processing speed is suggested to affect other cognitive abilities and lead to positive manifold. Although one of the components, C8, was homologous to the predicted structure for processing speed; the effect size ($R^2 = .018$) between C8 and $g$ was not greater than for the other significant components. The low effect size is somewhat surprising, considering the moderate correlation between processing speed and $g$ ($r = -.44$ to -.52; Jensen 1998, p. 234). However, it is possible that other white matter indices predict processing speed better (see Future Directions). Taken together, the current findings strongly suggest that there is not a singular underlying biological structure for $g$, but several.

The Validity of using Linked ICA to study $g$

It is not unusual for complex traits to be influenced by several biological variables; as observed in ageing (Buckner, 2004), depression (aan het Rot, Mathew, & Charney, 2009), and schizophrenia (Ross, Margolis, Reading, Pletnikov, & Coyle, 2006). In the present case, $g$ also appears to be influenced by a number of neurobiological components, each explaining a small proportion of variance. None of the components in the study survived correction for multiple comparisons. However, none of the components individually explained more than
3% of variance in \( g \). This is comparable to genome-wide association studies (GWAS), where many single nucleotide polymorphisms (SNPs) explain a high proportion of variance, but frequently no single SNP survives corrections for multiple comparisons. Since this was an exploratory study which employed a novel method to uncover the multimodal structure underlying \( g \), all nominally significant components were retained for further analysis. This also allows the data from the current study to be compared to future studies of \( g \) employing Linked ICA.

**Limitations**

The current study did not investigate the existence of gender differences in the biological basis of \( g \). Although males and females are similar with regards to intelligence (Dykiert, Gale, & Deary, 2009), there appears to be differences in how this is reflected in brain morphometry, especially in children (Clayden et al., 2011; Schmithorst, 2009). In the current study, a near-significant gender by \( g \) interaction was observed for C8, showing that the component subject weighting was more predictive of \( g \) for women than for men. These findings appear to support those by Haier, Jung, Yeo, Head, and Alkire (2005), showing that more white matter areas were related to intelligence in women. We also observed higher subject weights for C20 among men; without further inquiry as to why this might be. Given these findings, future studies may want to conduct separate analyses for each gender.

Another issue is that there is no objective measure of which tests to include in \( g \). Although \( g \)s based on different tests are highly correlated in psychometric terms (Johnson et al., 2008), a structural MRI study showed that different \( g \)s from different samples were associated with only partly overlapping cortical regions (Haier et al., 2009). Haier and colleagues therefore suggest that three or more tests should be included per group factor. Although multiple tests of intelligence and working memory were included in the current study, only two measures of attention were included.

The participants had an average IQ of 112.77. Studies show that people have different developmental trajectories of brain structure depending on their intelligence levels (Schnack et al., 2015; Shaw et al., 2006). Furthermore, intelligent individuals tend to employ parietal regions to a significantly larger extent (Gray, Chabris, & Braver, 2003; Langer et al., 2012; Lee et al., 2006). Thus, there is no guarantee that the components are equally sensitive to differences in \( g \) across all strata of intelligence. Blair (2007) has emphasized the need to distinguish between conceptions of intelligence as the most difficult thought processes of
highly intelligent individuals, and the processes that underlie behaviour common to everyone. The current results may therefore reflect processes which are more specific to people of higher intelligence. Since we analysed the components where a main effect was observed between $g$ and the component subject weights, we did not further assess whether the components were differentially associated with high and low $g$. However, high and low FSIQ appeared to be differentially associated with subject weights on C48. The current study did not have the power to elucidate the exact nature of this association, but future studies may consider increasing the number of participants and grouping them after different levels of $g$.

In order to account for non-linear morphometric age trajectories (Moseley, 2002; Westlye et al., 2009), we corrected the associations between the $g$ and the components’ subject weights for linear and quadratic age effects. However, both the timing of brain changes, direction of change, as well as the velocity of change, may be important indicators of intelligence (Schnack et al., 2015; Shaw et al., 2006). During the early 40s, intelligent people may grow thicker cortices, whereas the brains of less intelligent people remain stable or shrink. At this age, the velocity of growth was better able to predict intelligence than absolute levels of cortical thickness (Schnack et al., 2015). Thus, a cross-sectional study may not be adequate to capture intelligence phenotypes reflected in the velocity or timing of cortical change. The current study aimed to capture intelligence structures indifferent to age, and no age by $g$ interaction was observed for C20. However, we cannot rule out that subtle interactions between $g$ and age are not present in the current components. A longitudinal study would be better able to capture any such effects (e.g. Ramsden et al., 2011).

**Future Directions**

As noted above, relatively low effect sizes were observed between C8 subject weights and $g$. Alternative measures of white matter microstructure may be more sensitive neurobiological markers of $g$ than the ones currently implemented. For instance, Penke and colleagues (2012) found that global longitudinal relaxation time (T1), a biomarker of white matter integrity reflecting brain tissue water content (Bastin, Sinha, Whittle, & Wardlaw, 2002), explained higher variance in $g$ than global FA. Similarly, Ritchie and colleagues (2015) found that white matter hyperintensity load, explained unique variance in $g$ when included together with global volume and cortical thickness, and that in this model global FA lost statistical significance. White matter hyperintensities are bright areas on a T2-weighted MRI image, and are associated with ageing, pathology, and cognitive deficits (Hernández et al., 2013). One study showed that hyperintensity load was more predictive of cognitive
functioning than regional FA in the elderly (Meier et al., 2012). However, it is not certain that these effects can be generalized to a younger sample.

One of the current study’s major findings is that a large number of non-significant components were nevertheless able to describe a large portion of variance in $g$. We limited ourselves to describing the components which were nominally associated with $g$. However, some of these non-significant components were likely more predictive of $g$ than others, and should be explored in greater detail.

A challenge of studying the cognitive underpinnings of $g$ is that isolated cognitive abilities are difficult to measure (Bartholomew et al., 2009; Thomson, 1939) and prone to error (Schmiedek et al., 2014). For this reason, we selected a neurobiological approach to $g$. Nonetheless, the independent components may be associated with different cognitive processes. As such, a closer investigation into the cognitive underpinnings of these components may also inform our understanding of $g$. For instance, future studies may consider investigating whether the association between C8 and $g$ is mediated by processing speed; by including measures of visual inspection time. Similarly, we suggest that C20 may be associated with neural efficiency. This was however impossible to verify within the context of the study, and reflects the ongoing difficulties in reconciling the structural-based models of intelligence (e.g. P-FIT) and functional-based models (e.g. neural efficiency hypothesis). However, Linked ICA has the capacity to include both structural and functional modalities within the same analysis (e.g. Mueller et al., 2013). Neural efficiency is most directly assessed through functional neuroimaging methods (Neubauer & Fink, 2009), for instance by measuring BOLD fMRI activity (Reichle et al., 2000) or EEG alpha band power (Doppelmayr et al., 2002) during a task. Including fMRI or EEG measures alongside structural modalities may therefore elucidate whether the neurobiological structures are associated with efficiency.

**Conclusion**

We predicted that several components would be associated with $g$. Furthermore, the novel use of Linked ICA allowed us to explore the multimodal underpinnings of these expected components. We observed a component of global white matter integrity, of localized white matter integrity, and of cortical surface area expansion in a subset of regions. Several unique findings were made. Higher integrity in the major white matter tracts was associated with a decrease in cortical thickness and volume, as observed in C20. The component of
regional cortical surface expansion (C48) was associated with white matter integrity in the commissural tracts. Thus, no relationship was observed between greater cortical size and integrity in the association tracts. However, higher cortical FA in hub regions was associated with the integrity of the white matter tracts in C20, which we suggest may reflect neural efficiency. Finally, $g$ was not associated with just one single component. This strongly suggests that $g$ is not unitary at the neurobiological level. All components combined explained a large proportion of variance in $g$. Thus, $g$ appears to be a multicomponent construct at the neurobiological level.
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Supplementary Information
Appendix A

Appendix A gives a description all the tests included in the study. Validity and reliability measures are included where available. Several of the tests were taken from the Norwegian Matrics Consensus Cognitive Battery (MCCB; Mohn, Sundet, & Rund, 2012). MCCB is a hybrid battery composed of multiple independent tests measuring cognitive ability. The tests are taken from other batteries, including the Wechsler Adult Intelligence Scale – Third Edition (WAIS-III; Wechsler, 1997a) and Wechsler’s Memory Scale- Third Edition (WMS-III, Wechsler, 1997b). Although primarily used to measure cognitive impairment in psychotic disorders, the tests are standardized to a healthy population (Kern et al., 2008). The MCCB composite score of all tests is highly correlated with WAIS FSIQ in a Norwegian sample (r = .69) (Mohn, Sundet, & Rund, 2014). In order to appropriately sample higher-level intelligence, tests with strong ceiling effects (mode = maximum value) were excluded. When there were several related measures, only one test was included in order to ensure independence (Jensen & Weng, 1994).

Intelligence Tests

WASI IQ Tests. We employed the Norwegian version of the Wechsler Abbreviated Scale of Intelligence (Wechsler, 2007). The four subtests were Vocabulary, Similarities, Block Design, and Matrix Reasoning. In Vocabulary, the participant must correctly define a word. In Similarities, the participant must explain how two words are conceptually related. In Block Design, the participant must replicate with blocks a two-colour design. In Matrix Reasoning, the participant views a matrix with section missing and must identify the correct response option of five available. Vocabulary and Similarities indicate verbal intelligence (VIQ), and Block Design and Matrix Reasoning indicate perceptual intelligence (PIQ). Validity coefficients between the Norwegian WASI and WAIS-III are r = .86 for PIQ, r = .88 for VIQ, and r = .93 for FSIQ (Bosnes, 2009). The split-half reliability for WASI VIQ, PIQ, and FSIQ are .96, .96, and .98 (Strauss, Sherman, & Spreen, 2006).

NART. The Norwegian version (Vaskinn & Sundet, 2001) of the National Adult Reading Test (NART; Nelson & Willison, 1991) measures verbal ability, and is used to measure premorbid intellectual ability among clinical groups. The test comprises of 50 irregularly spelled words. For each word that the participant is familiar with, they must give what they believe to be the correct pronunciation. NART scores are given in number of errors, which are inversely coded. The correlation between NART and WAIS is r = .70-.80 (Lezak,
In American samples, NART correlates with years of education and socioeconomic status, though not gender or ethnicity FSIQ (Wiens, Bryan, & Crossen, 1993).

**Working Memory Tests**

**WAIS-III Digit Span.** The Digit Span subtest measures auditory working memory, and is taken from WAIS-III. The participant repeats 3 – 9 digits in the forwards and 2 – 9 in the backwards order. The two tests are considered to measure slightly different constructs, as the forwards task loads on to short-term memory, whereas the backwards task also requires reordering and manipulation, thereby also measuring working memory. The backwards task was selected for inclusion in this study. Digit span had very high split-half reliability (> .90), and high test-retest reliability (.80 - .90; Strauss et al., 2006).

**MCCB Letter-Number Span.** The MCCB Letter-Number Span test measures auditory working memory. Participants are read a series of letters and numbers, and asked to recite them back in ascending order starting with numbers. Scores are given as the number of correctly managed trials.

**MCCB WMS-III Logical Memory I.** The MCCB Logical Memory I test is taken from the WMS-III, and measures auditory short-term memory. The participant hears two stories, and after each, gives a free recall. The number of specific story details and thematic details are noted in the recall. This study only used the story score since thematic score showed strong ceiling effects. Logical memory 1 has high (.80 – .89) internal consistency, and adequate test-retest reliability (.70 – .79; Strauss et al., 2006).

**MCCB WMS-III Spatial Memory Sequencing.** The Spatial Memory Sequencing test measures spatial short-term memory, and is taken from the WMS-III. There are 10 irregularly spaced cubes on a board. The experimenter taps the cubes in a certain order, and the participant must tap the cubes in either the same or the reverse order. Progressively, the trials become more difficult, as the sequences become longer. Although designed to be analogous to the auditory digit span, people score better in the backward spatial span than forwards spatial span. Therefore, the forwards test was used in the current study. The Spatial Memory Sequencing test has a modest test-retest reliability of .46 – .64 in an older population (Lo, Humphreys, Byrne, & Pachana, 2012).

**MCCB BVMT-R.** The MCCB Brief Visuospatial Memory Test-Revised (BVMT-R; Benedict, 1997) measures visual working memory as well as learning. The participant is shown a page with 6 geometric figures for 10 seconds, and must then reproduce the geometric
forms in the correct spatial location from memory. This is repeated two more times with the same configuration, giving the participant two more chances to perform correctly. This study utilized the sum of all three trials. Immediate recall test-retest reliability was .60 – .84, from trial 1 to trial 3 (Benedict, 1997).

**MCCB HVLT-R.** The MCCB Hopkins Verbal Learning Test – Revised (HVLT-R; Brandt & Benedict, 2001) measures short- and long-term verbal memory, although only the short-term condition was used here. The participant hears 12 nouns belonging to three different semantic categories, and has to recall as many words as they can. The same list of words is repeated over two more trials, and the participant gets a chance to recall more words. The sum-score of all three conditions was utilized here. Test-retest reliability for the HVLT-R is .49-.55 (Barr, 2003; Woods et al., 2005).

**Attention Tests**

**MCCB CPT-IP.** The MCCB Continuous Performance Test – Identical Pairs (CPT-IP; Cornblatt, Risch, Faris, Friedman, & Erlenmeyer-Kimling, 1988) is a variant of the Continuous Performance Test, and measures sustained attention and response inhibition. The participants are presented with a series of 2-4 digit codes, and must quickly press a button each time identical codes are presented in a row. The 4-digit condition measures attention and working memory. $d'$ is the ability of participants to discriminate signal from background noise, and was calculated for each digit-condition, based on hits and false alarms. $d'$ thus takes tendencies to either over- or under-respond into account. The 4-digit condition was included in the current study. Test-retest reliability for the $d$-prime across all digit conditions is .56 – .73 (Cornblatt et al., 1988).

**D-KEFS CWIT.** The D-KEFS Color-Word Interference Test (CWIT; Delis et al., 2001) is a Stroop test which measures cognitive processing speed and executive functioning; in particular inhibitory control and cognitive flexibility. There are two baseline trials; colour naming and word reading. After this there is an inhibition trial, where the subject must avoid reading the word and name the word’s ink colour instead, and an inhibition/switching trial where participants switch between naming the ink colour and reading the word. This study included only the inhibition trial, since this was the trial which our sample found the most challenging. This was likely due to practice effects in the fourth trial (Lippa & Davis, 2010). Usually the baselines scores are subtracted from the inhibition scores. As we were not interested in removing the effect of baseline processing speed, and as the raw scores have
higher test-retest reliability than composite scores (Crawford, Sutherland, & Garthwaite, 2008), the current study utilized the raw scores of the inhibition trial. Test-retest reliability scores for raw scores of all conditions are .62-.76 (Delis et al., 2001).

**Cognitive Processing Speed Tests**

**MCCB TMT Part A.** Part A of the Trail Making Test (TMT) assesses cognitive processing speed, visual scanning, visuomotor tracking, and cognitive shifting. The participant must draw lines between numbers in ascending order, and the score is given as number of seconds. The inverted raw score was utilized. TMT moderately correlates with performance IQ in adolescents \((r = -.31;\) Ardila, Pineda, & Rosselli, 2000).

**MCCB BACS Symbol Coding.** The symbol coding subtest from the Brief Assessment of Cognition in Schizophrenia (BACS; Keefe et al., 2004) tests measures working memory and cognitive processing speed. Symbol coding is a timed paper and pencil test in which the participant uses a key to decipher symbols into numerical digits. The task also measures working memory. Intraclass correlation for healthy controls was .83 (Keefe et al., 2004).

**MCCB Word Fluency: Animal Naming.** The Animal Naming test measures cognitive processing speed, inhibitory control, and verbal fluency. The participant must name as many animals as he or she can within a minute, and the raw score is given as the number of individual animals named.
Appendix B

Component 8

C8 was characterized by major clusters of global white matter microstructural changes in the MD (31648 voxels) modality, and the FA (8405 voxels) modality. The MD modality decreased in all the anatomical structures identified by the JHU ICBM-DTI-81 atlas in FSL. These included: tracts in the brainstem (corticospinal tract; medial lemniscus; inferior, middle, and superior cerebellar peduncle; pontine crossing path); projection fibres (anterior and superior corona radiata; anterior, retrolenticular, and posterior limb of the internal capsule; cerebral peduncle; posterior thalamic radiation; posterior thalamic radiation); association fibres (superior longitudinal fasciculus; superior fronto-occipital fasciculus; uncinate fasciculus; inferior fronto-occipital fasciculus / inferior longitudinal fasciculus; sagittal stratum; external capsule; cingulum; fornix; stria terminalis); and commissural fibres (anterior commissure; corpus callosum; tapetum) (all bilateral).

A concurrent increase in FA was observed in all of these same areas, except the middle cerebral peduncle, pontine crossing path, fornix, medial lemniscus, inferior cerebral peduncle, left superior cerebral peduncle, uncinate fasciculus, and left tapetum.

Component 20 and 48

C20 and C48 consisted of multiple clusters in each modality. The ten greatest clusters in each modality are represented in Table 6; showing the number of voxels in the cluster, an indication of whether increasing or decreasing values were observed (+ / -), the anatomical region at the peak intensity of the cluster, the MNI coordinates of the cluster peak, other anatomical regions in the cluster, and the Brodmann areas in the cluster peak.

The Harvard-Oxford Cortical Structural Atlas was used to identify grey matter regions in the arealization, cortical thickness, and VBM modalities. Within the FA, MD, and MO modalities, the JHU ICBM-DTI-81 White-Matter Label Atlas was used to classify white matter anatomical regions and the Harvard-Oxford Cortical Structural Atlas was used to identify cortical white matter associations.
### Cluster descriptions for C20

**Modality: Cortical thickness (6%)**

<table>
<thead>
<tr>
<th>Voxels</th>
<th>Cluster peak</th>
<th>Other regions in cluster</th>
<th>MNI coordinates</th>
<th>Brodmann area</th>
</tr>
</thead>
<tbody>
<tr>
<td>872</td>
<td>R frontal orbital cortex</td>
<td>L frontal orbital cortex; L subcallosal cortex</td>
<td>16, 16, -20</td>
<td>11</td>
</tr>
<tr>
<td>633</td>
<td>L cingulate gyrus, anterior division</td>
<td></td>
<td>-4, 24, 18</td>
<td>unclassified</td>
</tr>
<tr>
<td>463</td>
<td>R insular cortex</td>
<td></td>
<td>38, -16, -4</td>
<td>48</td>
</tr>
<tr>
<td>399</td>
<td>L parahippocampal gyrus, anterior division</td>
<td>L temporal fusiform cortex</td>
<td>-60</td>
<td>35</td>
</tr>
<tr>
<td>304</td>
<td>R supramarginal gyrus, anterior division</td>
<td>R postcentral gyrus; R primary somatosensory cortex</td>
<td>58, -22, 30</td>
<td>48</td>
</tr>
<tr>
<td>226</td>
<td>L insular cortex</td>
<td></td>
<td>-48</td>
<td>48</td>
</tr>
<tr>
<td>51</td>
<td>R cingulate gyrus, anterior division</td>
<td></td>
<td>6, 32, 10</td>
<td>25</td>
</tr>
<tr>
<td>32</td>
<td>R inferior temporal gyrus, posterior division</td>
<td></td>
<td>56, -22, -24</td>
<td>20</td>
</tr>
<tr>
<td>28</td>
<td>R frontal pole</td>
<td></td>
<td>12, 48, -22</td>
<td>11</td>
</tr>
<tr>
<td>16</td>
<td>R parahippocampal gyrus, posterior division</td>
<td></td>
<td>26, -26, -14</td>
<td>20</td>
</tr>
<tr>
<td>3</td>
<td>R middle temporal gyrus, tempororooccipital part</td>
<td></td>
<td>58, -48, -8</td>
<td>37</td>
</tr>
<tr>
<td>Voxels</td>
<td>Cluster peak</td>
<td>Other regions in cluster</td>
<td>MNI coordinates</td>
<td>Brodmann area</td>
</tr>
<tr>
<td>--------</td>
<td>--------------</td>
<td>-------------------------</td>
<td>----------------</td>
<td>--------------</td>
</tr>
<tr>
<td>8582</td>
<td>R middle temporal gyrus, temprooccipital part</td>
<td>R frontal and temporal cortices; R supramarginal gyrus and angular gyrus; R lateral occipital cortex</td>
<td>62, -50, -8</td>
<td>37</td>
</tr>
<tr>
<td>2443</td>
<td>L middle temporal gyrus, posterior division</td>
<td>L temporal cortex; L postcentral gyrus; L supramarginal gyrus</td>
<td>-104</td>
<td>21</td>
</tr>
<tr>
<td>2038</td>
<td>L lingual gyrus</td>
<td>R lingual gyrus; callosal gyri; bilateral cingulate gyri; bilateral parahippocampal gyr</td>
<td>-10, -54, 0</td>
<td>18</td>
</tr>
<tr>
<td>728</td>
<td>cerebellum</td>
<td></td>
<td>42, -70, -36</td>
<td></td>
</tr>
<tr>
<td>377</td>
<td>L superior temporal gyrus, anterior division</td>
<td>L postcentral gyrus; L middle temporal gyrus anterior division; L inferior temporal gyrus; L supramarginal gyrus; L central opercular cortex</td>
<td>-68</td>
<td>22</td>
</tr>
<tr>
<td>326</td>
<td>R occipital pole,</td>
<td>R lateral occipital cortex</td>
<td>22, -94, 20</td>
<td>18</td>
</tr>
<tr>
<td>250</td>
<td>R occipital pole,</td>
<td></td>
<td>18, -98, -12</td>
<td>18</td>
</tr>
<tr>
<td>145</td>
<td>R superior parietal lobule</td>
<td></td>
<td>10, -54, 68</td>
<td>5</td>
</tr>
<tr>
<td>133</td>
<td>L insular cortex</td>
<td>-34, 6, 0</td>
<td>48</td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>L central opercular cortex</td>
<td>-42, -14, 12</td>
<td>48</td>
<td></td>
</tr>
</tbody>
</table>
### Cluster descriptions for C20

**Modality: FA (32%)**

<table>
<thead>
<tr>
<th>Voxel ID</th>
<th>Cluster peak</th>
<th>Other regions in cluster</th>
<th>MNI coordinates</th>
<th>Brodmann area</th>
</tr>
</thead>
<tbody>
<tr>
<td>560</td>
<td>+ unclassified</td>
<td>R anterior corona radiata; R cingulum; L fornix; L internal capsule; L inferior fronto-occipital fasciculus / L inferior longitudinal fasciculus</td>
<td>12, 6, -6</td>
<td></td>
</tr>
<tr>
<td>196</td>
<td>+ unclassified</td>
<td>L external capsule; L uncinate fasciculus</td>
<td>-26, 16, -8</td>
<td></td>
</tr>
<tr>
<td>173</td>
<td>+ unclassified</td>
<td>L superior longitudinal fasciculus</td>
<td>-34, -50, 30</td>
<td></td>
</tr>
<tr>
<td>162</td>
<td>+ R sagittal stratum (inferior longitudinal fasciculus and inferior fronto-occipital fasciculus)</td>
<td></td>
<td>38, -18, -8</td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>+ L postcentral gyrus</td>
<td></td>
<td>-32, -22, 40</td>
<td></td>
</tr>
<tr>
<td>126</td>
<td>+ L precuneus cortex</td>
<td></td>
<td>-24, -50, 4</td>
<td></td>
</tr>
<tr>
<td>82</td>
<td>+ unclassified</td>
<td></td>
<td>30, -36, 38</td>
<td></td>
</tr>
<tr>
<td>78</td>
<td>+ fornix (column and body of fornix)</td>
<td></td>
<td>-2, -10, 16</td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>+ R inferior longitudinal fasciculus</td>
<td></td>
<td>46, -28, -14</td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>+ R supramarginal gyrus, posterior division</td>
<td></td>
<td>46, -42, 42</td>
<td>40</td>
</tr>
</tbody>
</table>
### Cluster descriptions for C20

**Modality: MO (31%)**

<table>
<thead>
<tr>
<th>Voxels</th>
<th>+ / -</th>
<th>Cluster peak</th>
<th>Other regions in cluster</th>
<th>MNI coordinates</th>
<th>Brodmann area</th>
</tr>
</thead>
<tbody>
<tr>
<td>182</td>
<td>+</td>
<td>L sagittal stratum (includes inferior longitudinal fasciculus and inferior fronto-occipital fasciculus)</td>
<td>L internal capsule</td>
<td>-64</td>
<td></td>
</tr>
<tr>
<td>144</td>
<td>+</td>
<td>R sagittal stratum (includes inferior fronto-occipital fasciculus and inferior fronto-occipital fasciculus)</td>
<td></td>
<td>38, -16, -10</td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>+</td>
<td>unclassified</td>
<td></td>
<td>48, -26, -16</td>
<td></td>
</tr>
<tr>
<td>71</td>
<td>-</td>
<td>unclassified</td>
<td></td>
<td>-16, -26, 56</td>
<td></td>
</tr>
<tr>
<td>69</td>
<td>+</td>
<td>R superior longitudinal fasciculus</td>
<td></td>
<td>44, -12, 28</td>
<td></td>
</tr>
<tr>
<td>47</td>
<td>-</td>
<td>L superior parietal lobule</td>
<td></td>
<td>-22, -44, 48</td>
<td>unclassified</td>
</tr>
<tr>
<td>46</td>
<td>+</td>
<td>unclassified</td>
<td></td>
<td>30, -42, 36</td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>+</td>
<td>unclassified</td>
<td></td>
<td>10, -20, 2</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>+</td>
<td>L superior corona radiata</td>
<td></td>
<td>-26, -4, 20</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>+</td>
<td>L superior longitudinal fasciculus</td>
<td></td>
<td>-44, -12, 26</td>
<td></td>
</tr>
</tbody>
</table>
### Cluster descriptions for C48

<table>
<thead>
<tr>
<th>Voxels</th>
<th>+/−</th>
<th>Cluster peak</th>
<th>Other regions in cluster</th>
<th>MNI coordinates</th>
<th>Brodmann area</th>
</tr>
</thead>
<tbody>
<tr>
<td>950</td>
<td>+</td>
<td>R frontal pole</td>
<td>R inferior frontal gyrus, pars triangularis</td>
<td>44, 40, 4</td>
<td>45</td>
</tr>
<tr>
<td>332</td>
<td>+</td>
<td>L precentral gyrus; L inferior frontal gyrus, pars opercularis</td>
<td>-46, 6, 28</td>
<td>44</td>
<td></td>
</tr>
<tr>
<td>321</td>
<td>+</td>
<td>R middle temporal and inferior temporal gyrus, temporoccipital part</td>
<td>56, -46, -10</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>161</td>
<td>+</td>
<td>R supramarginal gyrus posterior division; R angular gyrus</td>
<td>56, -42, 40</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>−</td>
<td>R middle frontal gyrus</td>
<td>32, 34, 34</td>
<td>46</td>
<td></td>
</tr>
<tr>
<td>140</td>
<td>−</td>
<td>L middle frontal gyrus</td>
<td>-40, 36, 30</td>
<td>46</td>
<td></td>
</tr>
<tr>
<td>97</td>
<td>+</td>
<td>L middle frontal gyrus</td>
<td>-38, 10, 56</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>97</td>
<td>+</td>
<td>L supramarginal gyrus, posterior division</td>
<td>-52, -50, 28</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>65</td>
<td>+</td>
<td>R lateral occipital cortex, inferior division</td>
<td>40, -66, 14</td>
<td>37</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>+</td>
<td>L frontal pole</td>
<td>-38, 42, -2</td>
<td>47</td>
<td></td>
</tr>
</tbody>
</table>
# Cluster descriptions for C48

**Modality: VBM (6%)**

<table>
<thead>
<tr>
<th>Voxels</th>
<th>+ / -</th>
<th>Cluster peak</th>
<th>Other regions in cluster</th>
<th>MNI coordinates</th>
<th>Brodmann area</th>
</tr>
</thead>
<tbody>
<tr>
<td>2078</td>
<td>-</td>
<td>R precentral gyrus</td>
<td>L precentral gyrus, bilateral superior frontal gyrus</td>
<td>26, -18, 68</td>
<td>6</td>
</tr>
<tr>
<td>389</td>
<td>-</td>
<td>L frontal pole</td>
<td>L middle frontal gyrus</td>
<td>-26, 46, 32</td>
<td>46</td>
</tr>
<tr>
<td>322</td>
<td>-</td>
<td>L postcentral gyrus</td>
<td>L supramarginal gyrus</td>
<td>-66, -22, 20</td>
<td>22</td>
</tr>
<tr>
<td>296</td>
<td>+</td>
<td>L precuneus cortex</td>
<td>R precuneus cortex</td>
<td>-2, -62, 32</td>
<td>unclassified</td>
</tr>
<tr>
<td>81</td>
<td>-</td>
<td>L supramarginal gyrus, anterior division</td>
<td></td>
<td>-58, -34, 40</td>
<td>40</td>
</tr>
<tr>
<td>58</td>
<td>-</td>
<td>L inferior frontal gyrus, pars opercularis</td>
<td></td>
<td>-58, 10, 8</td>
<td>6</td>
</tr>
<tr>
<td>50</td>
<td>+</td>
<td>L occipital pole</td>
<td>L middle frontal gyrus</td>
<td>-120</td>
<td>17</td>
</tr>
<tr>
<td>32</td>
<td>+</td>
<td>R temporal fusiform cortex, posterior division</td>
<td></td>
<td>26, -38, -24</td>
<td>37</td>
</tr>
<tr>
<td>24</td>
<td>-</td>
<td>L inferior frontal gyrus, pars opercularis</td>
<td>L middle frontal gyrus</td>
<td>-54, 18, 28</td>
<td>44</td>
</tr>
<tr>
<td>19</td>
<td>-</td>
<td>L angular gyrus</td>
<td>L middle frontal gyrus</td>
<td>-46, -54, 20</td>
<td>39</td>
</tr>
</tbody>
</table>
Cluster descriptions for C48

<table>
<thead>
<tr>
<th>Voxels</th>
<th>+/-</th>
<th>Cluster peak</th>
<th>Other regions in cluster</th>
<th>MNI coordinates</th>
<th>Brodmann area</th>
</tr>
</thead>
<tbody>
<tr>
<td>123</td>
<td>+</td>
<td>R corticospinal tract</td>
<td></td>
<td>6, -26, -36</td>
<td></td>
</tr>
<tr>
<td>110</td>
<td>+</td>
<td>L body of corpus callosum</td>
<td>R body of corpus callosum</td>
<td>-4, -16, 26</td>
<td></td>
</tr>
<tr>
<td>102</td>
<td>-</td>
<td>L corticospinal tract</td>
<td></td>
<td>-62</td>
<td></td>
</tr>
<tr>
<td>51</td>
<td>-</td>
<td>R angular gyrus</td>
<td></td>
<td>42, -50, 40</td>
<td>40</td>
</tr>
<tr>
<td>48</td>
<td>+</td>
<td>R splenium of corpus callosum</td>
<td>L splenium of corpus callosum</td>
<td>2, -34, 16</td>
<td>unclassified</td>
</tr>
<tr>
<td>44</td>
<td>+</td>
<td>L parahippocampal gyrus, anterior division</td>
<td></td>
<td>-78</td>
<td>30</td>
</tr>
<tr>
<td>34</td>
<td>+</td>
<td>R inferior temporal gyrus, temporoccipital part</td>
<td></td>
<td>48, -52, -8</td>
<td>37</td>
</tr>
<tr>
<td>33</td>
<td>+</td>
<td>L precuneus cortex</td>
<td></td>
<td>-16, -58, 34</td>
<td>unclassified</td>
</tr>
<tr>
<td>29</td>
<td>+</td>
<td>L superior frontal gyrus</td>
<td></td>
<td>-16, 22, 42</td>
<td>32</td>
</tr>
<tr>
<td>24</td>
<td>+</td>
<td>L inferior temporal gyrus, temporoccipital part</td>
<td></td>
<td>-106</td>
<td>37</td>
</tr>
</tbody>
</table>
## Cluster descriptions for C48

**Modality: MD (22%)**

<table>
<thead>
<tr>
<th>Voxels</th>
<th>+/-</th>
<th>Cluster peak</th>
<th>Other regions in cluster</th>
<th>MNI coordinates</th>
<th>Brodmann area</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>-</td>
<td>R body of corpus callosum</td>
<td></td>
<td>-6, -18, 26</td>
<td></td>
</tr>
<tr>
<td>155</td>
<td>+</td>
<td>fornix (column and body of fornix)</td>
<td></td>
<td>0, -14, 20</td>
<td></td>
</tr>
<tr>
<td>87</td>
<td>+</td>
<td>unclassified</td>
<td>L body of corpus callosum</td>
<td>-24, -50, 4</td>
<td></td>
</tr>
<tr>
<td>86</td>
<td>-</td>
<td>R corticospinal tract</td>
<td></td>
<td>4, -24, -36</td>
<td></td>
</tr>
<tr>
<td>51</td>
<td>+</td>
<td>R frontal medial cortex</td>
<td></td>
<td>6, 42, -22</td>
<td>11</td>
</tr>
<tr>
<td>38</td>
<td>+</td>
<td>L parahippocampal gyrus, anterior division</td>
<td></td>
<td>-78</td>
<td>30</td>
</tr>
<tr>
<td>31</td>
<td>-</td>
<td>R lingual gyrus</td>
<td>R body of corpus callosum; R optic radiation</td>
<td>30, -44, -4</td>
<td>37</td>
</tr>
<tr>
<td>31</td>
<td>+</td>
<td>L lingual gyrus</td>
<td></td>
<td>0, -72, -2</td>
<td>unclassified</td>
</tr>
<tr>
<td>28</td>
<td>-</td>
<td>unclassified</td>
<td></td>
<td>-104</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>-</td>
<td>L frontal medial cortex</td>
<td></td>
<td>-4, 48, -22</td>
<td>11</td>
</tr>
</tbody>
</table>
### Cluster descriptions for C48

**Modality: MO (30%)**

<table>
<thead>
<tr>
<th>Voxels</th>
<th>+ / -</th>
<th>Cluster peak</th>
<th>Other regions in cluster</th>
<th>MNI coordinates</th>
<th>Brodmann area</th>
</tr>
</thead>
<tbody>
<tr>
<td>42</td>
<td>+</td>
<td>R middle temporal gyrus, posterior division</td>
<td></td>
<td>52, -14, -20</td>
<td>20</td>
</tr>
<tr>
<td>40</td>
<td>+</td>
<td>L corticospinal tract</td>
<td></td>
<td>-62</td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>+</td>
<td>L precentral gyrus</td>
<td>L corticospinal tract</td>
<td>-10, -30, 62</td>
<td>4</td>
</tr>
<tr>
<td>38</td>
<td>-</td>
<td>L superior frontal gyrus</td>
<td></td>
<td>-16, 28, 38</td>
<td>32</td>
</tr>
<tr>
<td>38</td>
<td>+</td>
<td>R corticospinal tract</td>
<td></td>
<td>8, -28, -14</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>-</td>
<td>L postcentral gyrus</td>
<td></td>
<td>-46, -16, 28</td>
<td>48</td>
</tr>
<tr>
<td>28</td>
<td>-</td>
<td>L middle frontal gyrus</td>
<td></td>
<td>-30, 16, 38</td>
<td>46</td>
</tr>
<tr>
<td>28</td>
<td>-</td>
<td>L middle frontal gyrus</td>
<td></td>
<td>-30, 15, 38</td>
<td>44</td>
</tr>
<tr>
<td>26</td>
<td>+</td>
<td>R lateral occipital cortex, superior division</td>
<td></td>
<td>22, -66, 36</td>
<td>7</td>
</tr>
<tr>
<td>25</td>
<td>+</td>
<td>L middle temporal gyrus, temporooccipital part</td>
<td></td>
<td>-48, -54, 0</td>
<td>37</td>
</tr>
</tbody>
</table>