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Abstract

We are in this paper concerned with Bayesian inference in a counting process model where the intensities depend on an unknown parameter. In particular, the model gives a unified approach to Bayesian inference for a large number of parametric failure time models with censoring. Asymptotic properties of the Bayes estimator (under quadratic loss function) in the "exponential model" are studied.
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1. Introduction

Let \( \{N_1(t), \ldots, N_k(t), t \in [0, \infty)\} \) be a multivariate counting process adapted to a history \( \{F_t\} \) and let \( \{P_\theta, \theta \in \Theta\} \) be a family of probabilities. Assume that \( N_i(t) < \infty, 0 < t < \infty, \) and that

\[
\{N_i(t) - \int_0^t \lambda_i(\theta, s)ds\} \text{ is a } (P_\theta, F_t)\text{-local martingale, i.e. } \{N_i(t)\} \text{ has } (P_\theta, F_t)\text{-intensity } \{\lambda_i(\theta, t)\}.
\]

We remark that under certain conditions (see Aalen (1978) p.705, Brémaud (1981) p.28 and Aven (1983)) \( (1.1) \) is equivalent to

\[
\lim_{n \to 0} \frac{1}{h_n} \mathbb{E}_\theta[N_i(t+h_n)-N_i(t)\mid F_t] = \lambda_i(\theta, t^+).
\]

We assume that

\[
F_t = F_0 \vee \sigma(N_i(u), u < t, i=1,2,\ldots,k)
\]

and that

\[
(1.2) \quad \lambda_i(\theta, t) = \mu_i(\theta, t)Y_i(t)
\]

(the assumption \( (1.2) \) is no restriction).

Furthermore, we assume that there exists a probability \( Q \) such that

\[
(1.3) \quad P_\theta(A) = \int_A L_0(\theta) dQ, \quad A \in F_0
\]

\( (L_0(\theta) \) is \( F_0 \)-measurable) and such that

\[
\{N_i(t)\} \text{ has } (Q, F_t)\text{-intensity } \{Y_i(t)\}.
\]

The statement \( (1.3) \) says that the restriction of \( P_\theta \) to \( F_0 \) is absolutely continuous with respect to the restriction of \( Q \) to \( F_0 \) and the Radon-Nikodym derivative equals \( L_0(\theta) \). In applications we usually have \( L_0(\theta) = 1 \).

The true value \( \theta_0 \) of \( \theta \) is supposed to be unknown. Our initial uncertainty about \( \theta_0 \) is expressed by a prior distribution \( \mu \) on \( \Theta \). We seek the posterior distribution given \( F_T \), where \( T \) is a finite \( F_T \)-stopping time.
In Section 2 we present the model. By applying general counting process results we show that

\[ P_\theta(A) = \int_A L(\theta, T) dQ, \quad A \in F_T, \]

where the likelihood \( L \) is given by

\[
L(\theta, T) = L_0(\theta) \left( \prod_{i=1}^k \prod_{j=1}^{N_i(T)} \mu_i(\theta, D_{ij}) \right) \exp\left\{ \sum_{i=1}^k \int_0^T (1-\mu_i(\theta, s)) Y_i(s) ds \right\} \\
= L_0(\theta) \exp\left\{ \sum_{i=1}^k \int_0^T \ln \mu_i(\theta, s) dN_i(s) + \int_0^T (1-\mu_i(\theta, s)) Y_i(s) ds \right\};
\]

here \( D_{ij} \) is the \( j \)-th jump time of \( N_i \).

The statement (1.4) says that the restriction of \( P_\theta \) to \( F_T \) is absolutely continuous with respect to the restriction of \( Q \) to \( F_T \) and the Radon-Nikodym derivative equals \( L(\theta, T) \).

In Section 3 we formulate the Bayes set-up. We are here more or less copying known mathematical statistical theory. We show that the posterior distribution given \( F_T \) equals

\[
\frac{\int_B L(\theta, T) d\mu(\theta)}{\int_\theta L(\theta, T) d\mu(\theta)}.
\]

The above model is quite general, in particular, it includes a large number of failure time models with censoring. As an illustration we shall give a special case from life testing. At time \( t = 0 \) \( n_i \) units are put on test in environment \( i, i = 1, 2, \ldots, k \). The lifelengths (time to failures) of the units in environment \( i \) are random variables with failure rate \( \alpha_i(\theta, t) \); all lifelengths are independent. The testing in environment \( i \) is stopped at a finite stopping time \( T_i \) based on the available information (\( T_i \) may for instance be a constant). Now, let \( N_i(t) \) denote the number of observed failures in environment \( i \) in \([0, t] \). Then \( \{N_i(t), \ldots, N_k(t)\} \) is a multivariate counting process and it can be shown that \( \{N_i(t)\} \) has \( F_t = \sigma(N_i(u), u < t, i = 1, \ldots, k) \)-intensity \( \{\alpha_i(\theta, t) Y_i(t)\} \), where \( Y_i(t) \) is the number of units on test (at risk) in environ-
ment i just before time \( t \). The true value \( \theta_0 \) of \( \theta \) is supposed to be unknown and our initial uncertainty about \( \theta_0 \) is expressed by a distribution \( \mu \). We seek the posterior distribution given the data, i.e., the posterior distribution given \( F_T \), where \( T = \max T_i \).

The intensity form \( a_i(t)Y_i(t) \), where \( a_i \) is a deterministic function and \( Y_i \) is an \( F_t \)-adapted process, is Aalen's (1978) well known intensity form. This form is very often in force when failure time models with censoring is formulated in a counting process framework, see e.g. Aalen (1975, 1978), Gill (1980) and Borgan (1983). It should be noted that if the units are replaced by new ones at failures in the above example, then Aalen's intensity form does not hold. However, the example is still covered by our model.

Our model has much in common with Rebolledo's (1978) model (M1a,...M4a) (when ignoring nullsets our model is a spesial case of Rebolledo's (1978) general statistical model (M1,...,M4)). As opposed to Rebolledo (1978) we avoid the assumption "\( E_{\Theta} L(\theta,T) = 1 \)."

In Section 4 we study asymptotic properties of the Bayes estimator (under quadratic loss function)

\[
\hat{\theta}_n = \frac{\int_{\Theta} \theta L^n(\theta, T^n) p(\theta) d\theta}{\int_{\Theta} L^n(\theta, T^n) p(\theta) d\theta}
\]

of \( \theta_0 \) with respect to the probabilities \( p^n_{\theta_0} \), assuming that we have a sequence of models, indexed by \( n = 1,2,... \), with \( k = 1 \), \( \Theta = (0,\infty) \), \( L^n(\theta) \) not dependent on \( \theta \), \( \lambda^n_1(\theta,t) = g(\theta)Y^n_1(t) \), where \( g(\theta) = \theta \) (for all \( \theta \)) or \( g(\theta) = \theta^{-1} \) (for all \( \theta \)), and \( d\mu(\theta) = p(\theta) d\theta \).

In life testing applications the intensity form \( g(\theta)Y^n_1(t) \) corresponds to exponential distributions with failure rate \( g(\theta) \) (=\( \theta \) or \( \theta^{-1} \)) and mean life to failure \( g(\theta)^{-1} \) (=\( \theta^{-1} \) or \( \theta \)) for the lifelengths of the units. The index \( n \) usually represents the total number of units which are put on test at \( t = 0 \).
Under certain conditions we show that \( \sqrt{n}(\hat{\theta}_n - \theta_0) \) is asymptotically normal with mean 0 and a variance \( \beta^{-1} \) (which does not depend on the prior density \( p \)). This implies, in particular, that \( \hat{\theta}_n \) is consistent. The estimator \( \hat{\theta}_n \) takes a very simple form if \( g(\theta) = \theta \) and \( p \) is a gamma density or if \( g(\theta) = \theta^{-1} \) and \( p \) is an inverted gamma density (see Section 4). In fact the gamma (inverted gamma) prior density is a natural conjugate prior density (cf. Barlow and Proschan (1979, 1980)).

In Section 5 a special case of the set-up of Section 4 is considered.

Asymptotic properties of "nonparametric estimators" and maximum likelihood estimators in counting process models have been studied by for example Aalen (1975, 1978), Rebolledo (1978) and Bergan (1983).

We will use some basic definitions from the theory of stochastic processes without further comment. Our references as regards this theory are Brémaud and Jacod (1977), Gill (1980) and Brémaud (1981).

2. The counting process model

Let \( (\Omega, \Sigma, \mathbb{P}) \) be a probability space and let \( F_0 \) be a sub-\( \sigma \)-field of \( \Sigma \). Let \( \{N_1(t), N_2(t), \ldots, N_k(t), t \in [0, \infty)\} \) be a \( k \)-variate counting process on \( (\Omega, \Sigma) \) with values in \( \{0, 1, 2, \ldots\}^k \) and define

\[
F_t = F_0 \vee \sigma(N_i(s), s \leq t), \quad 0 < t < \infty.
\]

We remark that \( \{F_t\} \) is right-continuous (see Corollary A.2.1, Appendix 2 of Gill (1980)). Furthermore, let for \( i = 1, 2, \ldots, k \) \( \{Y_i(t), t \in [0, \infty)\} \) be a non-negative \( F_t \)-progressively measurable process such that

\[
\int_0^t Y_i(s) ds < \infty, \quad 0 < t < \infty.
\]

Assume that for \( i = 1, 2, \ldots, k \)
\[
\{N_i(t)\} \text{ has } (Q,F_t)\text{-intensity } \{Y_i(t)\},
\]
i.e.
\[
E_Q \int_0^\infty X(t)dN_i(t) = E_Q \int_0^\infty X(t)Y_i(t)dt
\]
for all non-negative \(F_t\)-predictable processes \{X(t)\}, or equivalently
\[
\{N_i(t) - \int_0^t Y_i(s)ds\} \text{ is a } (Q,F_t)\text{-local martingale.}
\]

Let \((\Theta,\mathcal{B})\) be a measurable space and let for \(i = 1,2,\ldots,k\)
\(\mu_i(\theta,t,\omega)\) be a non-negative function on \(\Theta \times [0,\infty) \times \Omega\) such that
\[
\mu_i \text{ is } \mathcal{B} \times \mathcal{P}(F_t)\text{-measurable},
\]
here \(\mathcal{P}(F_t)\) is the \(F_t\)-predictable \(\sigma\)-field over \([0,\infty)\) \((\mathcal{P}(F_t)\) is generated by all processes which are adapted and left-continuous).
It should be noted that (2.1) implies that for each \(\theta\)
\[
\{\mu_i(\theta,t)\} \text{ is an } F_t\text{-predictable process.}
\]
Assume that for \(i = 1,2,\ldots,k\) and \(\theta \in \Theta\)
\[
\int_0^t \mu_i(\theta,s)Y_i(s)ds < \infty, \quad 0 < t < \infty.
\]
Define
\[
\lambda_i(\theta,t) = \mu_i(\theta,t)Y_i(t), \quad i = 1,2,\ldots,k, \quad \theta \in \Theta, \quad 0 < t < \infty.
\]
Let \(P_\theta, \theta \in \Theta\), be probabilities on \((\Omega,\mathcal{E})\). Assume that
\[
P_\theta(A) = \int_A L_0(\theta)d\Omega, \quad A \in F_0,
\]
where
\[
L_0(\theta) \text{ is a non-negative } \mathcal{B} \times F_0\text{-measurable function on } \Theta \times \Omega.
\]
Furthermore, assume that
\[
\{N_i(t)\} \text{ has } (P_\theta,F_\theta)\text{-intensity } \{\lambda_i(\theta,t)\}, \quad i = 1,2,\ldots,k.
\]
Define for each \( \theta \in \Theta \) the process \( \{L(\theta, t)\}, t \in [0, \infty) \) by
\[
L(\theta, t) = L_0(\theta) \exp \left\{ \sum_{i=1}^{k} \left[ \int_{0}^{t} \mu_i(\theta, s) dN_i(s) + \int_{0}^{t} (1 - \mu_i(\theta, s)) Y_i(s) ds \right] \right\}.
\]
By using (2.1) and (2.4) it can be shown that \( L(\theta, T) \) is a
\( \mathbb{R} \times F_T \)-measurable function on \( \Theta \times \Omega \) for each \( T \in T \), where \( T \) is
the collection of all finite \( F_t \)-stopping times, see the appendix.

We end this section by formulating and proving a proposition
which says that the statistical space (experiment) \( (\Omega, F_T, P_\theta, \Theta \in \Theta) \)
is dominated by \( Q \) (it is understood that the probabilities are
restricted to \( (\Omega, F_T) \)) and that the likelihood is \( L(\theta, T) \).

**Proposition 2.1**

\[
(2.6) \quad P_\theta(A) = \int_A L(\theta, T) dQ, \; \theta \in \Theta, \; A \in F_T, \; T \in T.
\]

**Remark.** The statement (2.6) also holds if (2.1) is replaced by
(2.2) and (2.4) is replaced by "\( L_0(\theta) \) is an \( F_0 \)-measurable
function for each \( \theta \)" (this is seen from the proof below).

**Proof.** Let \( T \in T \). It is not difficult to see that
\[
\{N_i(t \wedge T)\} \text{ has } (Q, F_{t \wedge T})\text{-intensity } \{Y_i(t)I(t < T)\}
\]
and
\[
\{N_i(t \wedge T)\} \text{ has } (P_\theta, F_{t \wedge T})\text{-intensity } \{\lambda_i(\theta, t)I(t < T)\}.
\]
Note that \( F_{t \wedge T} = F_0 \vee \sigma(N_i(s \wedge T), s < t, i = 1, 2, \ldots, k) \) (see Gill
(1980) Appendix 2, Corollary A.2.1). Now, applying the results
stated in Brémand and Jacod (1977) pp. 388-389 (let \( N^X_T = N_x(t \wedge T), F_T = F_{t \wedge T}, Y(t, x) = \mu_x(\theta, t) \) and \( \Lambda([0, t] \times \{x\}) = \int_0^t Y_x(s) I(s < T) ds \))
we find that the following statements hold:

\[
(2.7) \quad \{L(\theta, t \wedge T), t \in [0, \infty]\} \text{ is a uniformly integrable}
\]
\( (Q, F_{t \wedge T})\)-martingale, \( \theta \in \Theta \).
and

\[ \{ N_i(t \wedge T) \} \text{ has } (F_{\theta}^*, F_{t \wedge T})-\text{intensity } \{ \lambda_i(\theta, t)I(t \leq T) \}, \]

where \( F_{\theta}^* \) is defined by

\[ F_{\theta}^*(A) = \int_A L(\theta, T) dQ, \quad A \in \Sigma, \]

\( i = 1, 2, \ldots, k, \) and \( \theta \in \Theta. \)

The statement (2.6) follows if we can prove that \( P_\theta = P_\theta^* \) on \( F_T. \) Let \( A \in F_0. \) Using (2.7) and (2.3) we obtain

\[ P_{\theta}^*(A) = \int_A L(\theta, T) dQ = \int_A E[ L(\theta, T) | F_0 ] dQ \]
\[ = \int_A L(\theta, 0) dQ = \int_A L_0(\theta) dQ = P_{\theta}(A). \]

Hence \( P_{\theta} = P_{\theta}^* \) on \( F_0. \) From the uniqueness theorem stated in Brémaud and Jacod (1977) p. 388 we can conclude that \( P_\theta = P_\theta^* \) on \( F_{\infty \wedge T} = F_T. \) This completes the proof of the proposition.

3. The prior and the posterior distributions

In this section we formulate the Bayes set-up. We are here more or less copying known mathematical statistical theory, cf. e.g. Barra (1981) pp. 7-8. Consider the model described in Section 2. The true value \( \theta_0 \) of \( \theta \) is supposed to be unknown. Our initial uncertainty about \( \theta_0 \) is expressed by a prior distribution \( \mu \) on \( \Theta. \) We seek the posterior distribution on \( \Theta \) given \( F_T, T \in T. \)

Define a probability \( \widetilde{P} \) on \((\Theta, F_\infty)\) by

\[ (3.1) \quad \widetilde{P}(A) = \int_{\Theta} P_\theta(A) d\mu(\theta). \]

The probability \( \widetilde{P} \) is our subjective probability on \( F_\infty \) obtained by weighting \( P_\theta(\cdot) \) by \( \mu. \) If \( \tilde{\theta} \) is a random variable with distribution \( \mu \) and \( P_\theta(A) \) is considered as the conditional probability of the event \( A \) given \( \tilde{\theta} = \theta, \) then \( \widetilde{P}(A) \) is simply the unconditional probability. Let for \( B \in \mathcal{B} \) and \( T \in T \)
\[
\pi_T(B) = \frac{\int_B L(\theta, T) d\mu(\theta)}{\int_\Theta L(\theta, T) d\mu(\theta)},
\]
where \(0/0 \overset{\text{def}}{=} 1\) and \(a/\omega \overset{\text{def}}{=} 1\). We see that \(\pi_T(B, \omega)\) is a probability on \((\Theta, \mathcal{B})\) for each \(\omega\), and an \(F_T\)-measurable function for each \(B\) (remember that \(L\) is a \(\mathcal{B} \times F_T\)-measurable function on \(\Theta \times \omega\)). We shall show that \(\pi_T\) is a posterior distribution given \(F_T\), i.e. for all \(A \in F_T\) and all \(B \in \mathcal{B}\) we have \((3.3)\) is motivated below:

\[
\int_A \pi_T(B) d\tilde{P} = \int_B P_\theta(A) d\mu(\theta),
\]

which proves \((3.3)\).

We formulate this result as a theorem.

**Theorem 3.1.** The posterior distribution on \(\Theta\) given \(F_T\) is given by \((3.2)\), \(T \in T\).

To motivate \((3.3)\), suppose that \(\tilde{\theta}\) is a random variable with distribution \(\mu\) on \(\Theta\), and consider \(P_\theta(A)\) as the conditional probability of \(A\) given \(\tilde{\theta} = \theta\). Then we have for \(A \in F_T\) and \(B \in \mathcal{B}\)

\[
\int_A \tilde{P}[\tilde{\theta} \in \mathcal{B} | F_T] d\tilde{P} = \tilde{P}(A \cap \{\tilde{\theta} \in \mathcal{B}\}) = \int_B P_\theta(A) d\mu(\theta).
\]

It follows that

\[
\pi_T(B) = \tilde{P}[\tilde{\theta} \in \mathcal{B} | F_T] \quad \tilde{P} - \text{a.s.},
\]
which shows that \(\pi_T(B)\) in fact is a posterior distribution given \(F_T\).
Finally in this section we shall give some results which are related to the set-up of Section 4. For the sake of convenience we shall drop a.s. phrases.
Assume that \( k = 1, \theta = (0,\infty), \mathcal{B} \) is the class of Borel sets on \((0,\infty)\), \( L_0(\theta) \) does not depend on \( \theta \), \( \mu \) is a gamma distribution with shape parameter \( c \) and scale parameter \( d \), i.e.

\[
\mu(B) = \int_B [d^c e^{-d\theta}/\Gamma(c)] d\theta,
\]

and

\[ (3.5) \quad \mu(\theta,t) = \theta, \quad \text{i.e.} \quad \lambda(\theta,t) = \theta Y(t) \]

(we write \( \mu, \lambda \) and \( Y \) in stead of \( \mu_1, \lambda_1 \) and \( Y_1 \), respectively).

It is not difficult to see that the posterior distribution \( \pi_T \) is also a gamma distribution, the shape parameter and scale parameter changed to \( c + N(T) \) and \( d + \int_0^T Y(s) ds \), respectively. Thus the gamma prior is a natural conjugate prior. The posterior mean,

\[
\int_0^T \theta \pi_T(d\theta), \quad \text{i.e. the Bayes estimator of } \theta_0 \text{ under quadratic loss function (an estimator } \hat{\theta} \text{ is called a Bayes estimator under quadratic loss function if } \hat{\theta} \text{ minimizes } \int_0^\infty (\theta-x)^2 \pi_T(d\theta)) \text{ is given by}
\]

\[
\int_0^T \theta \pi_T(d\theta) = \frac{c+N(T)}{d+\int_0^T Y(s) ds}.
\]

Now suppose (3.5) is replaced by

\[
\mu(\theta,t) = \theta^{-1}, \quad \text{i.e.} \quad \lambda(\theta,t) = \theta^{-1} Y(t).
\]

Then the inverted gamma distribution \((\int_B [d^c e^{-d\theta}/\Gamma(c)] d\theta)\) is a natural conjugate prior. In the posterior distribution the parameters are \( c + N(T) \) (in place of \( c \)) and \( d + \int_0^T Y(s) ds \) (in place of \( d \)). The mean takes the form

\[
\frac{d+\int_0^T Y(s) ds}{c+N(T)-1}
\]

(cf. Barlow and Proschan (1979, 1980)).
4. An asymptotic result

Consider the model described in Section 2 with \( k = 1 \).

Assume:

A1. \((\Omega, \Sigma, \mathbb{Q})\) is a complete probability space and \(F_0\) includes all \(\mathbb{Q}\)-null sets.

A2. The set \(\Theta\) equals the interval \((0, \infty)\) and \(\mathbb{B}\) is the class of Borel sets on \(\Theta\).

A3. \(L_0(\Theta)\) does not depend on \(\Theta\).

A4. \(\mu(\Theta, t) = g(\Theta)\) (i.e. \(\lambda(\Theta, t) = g(\Theta)\gamma(t)\)),

where

\[ g(\Theta) = \Theta \text{ or } g(\Theta) = \Theta^{-1}. \]

A5. The prior distribution \(\mu\) on \(\Theta\) has a density \(p\) with respect to Lebesgue measure which is continuous and positive at the true value \(\Theta_0\) of \(\Theta\).

Furthermore,

\[ \int_{\Theta} \Theta p(\Theta) d\Theta < \infty. \]

Note that \(\mathbb{Q} = \mathbb{P}_1\).

Remark. Our analysis in this section need not be changed even though \(g\) does not take the form \(\Theta\) or \(\Theta^{-1}\). We must, however, require that \(g\) is strictly non-decreasing or strictly non-increasing, \(g'\) exists, and \(g'\) is continuous at \(\Theta_0\).

Some of the assumptions made in Section 2 are not directly used in this section, for example the assumption that \(F_t\) takes the form \(F_0 \circ \sigma(N(s), s \leq t)\).

Assume now that we have given a sequence of models of the above form, indexed by \(n = 1, 2, \ldots\), where the prior density \(p\) and the function \(g\) are the same in all the models, and where a
$T^n \in T^n$ is chosen. Assume that the following conditions are satisfied:

A6. There exists a measurable and deterministic function $y(t)$ such that

\begin{align}
0 < b & \overset{\text{def}}{=} \int_0^\infty y(s) ds < \infty, \tag{4.1} \\
\frac{1}{n} \int_0^{T^n} y^n(s) ds & \overset{p}{\to} b \tag{4.2}
\end{align}

and for all $\varepsilon > 0$

\begin{equation}
\lim_{t \to \infty} \limsup_{n \to \infty} P^n_{\theta} \left\{ \frac{1}{n} \int_0^{T^n} y^n(s) ds > \varepsilon \right\} = 0;
\end{equation}

here $\overset{p}{\to}$ means convergence in probability relative to the probabilities $P^n_{\theta}$. 

Remark. In applications (see Section 5), (4.2) is often established by showing that

\begin{equation}
\frac{1}{n} \int_0^{T^n} y^n(s) ds \overset{p}{\to} \int_0^t y(s) ds, \quad 0 < t < \infty
\end{equation}

(it seen by writing $\frac{1}{n} \int_0^{T^n} y^n(s) ds - \int_0^{T^n} y(s) ds = [\frac{1}{n} \int_0^t y^n(s) ds - \int_0^t y(s) ds] + \frac{1}{n} \int_t^{T^n} y^n(s) ds - \int_t^{T^n} y(s) ds$ that (4.4) together with (4.1) and (4.3) imply (4.2)).

For the sake of convenience we shall in the following write

$P\{ \} \quad \text{instead of} \quad P^n_{\theta} \{ \} \quad \text{and drop all} \quad P^n_{\theta} - \text{a.s. phrases.}$

Convergence in probability $\overset{p}{\to}$ and convergence in distribution $\overset{d}{\to}$ are always relative to the probability measures $P^n_{\theta}$. 

We now introduce the Bayes estimator (under quadratic loss function)

\begin{equation}
\theta^n = \frac{\int_\Theta L^n(\theta, T^n) P(\theta) d\theta}{\int_\Theta L^n(\theta, T^n) P(\theta) d\theta}
\end{equation}
We have the following asymptotic result for the estimator \( \hat{\theta}_n \).

**Theorem 4.1**

\[ \sqrt{n}(\hat{\theta}_n - \theta_0) \] is asymptotically normal with mean 0 and variance \( \beta^{-1} \), where

\[
\beta = \begin{cases} 
\theta_0^{-1} \int_0^\infty y(s) ds & \text{if } g(\theta) = \theta \\
0 & \text{if } g(\theta) = 1 - \theta \\
\theta_0^{-3} \int_0^\infty y(s) ds & \text{if } g(\theta) = 1 - \theta^{-1}
\end{cases}
\]

The proof of this theorem is much inspired by Yu.V. Linkov's asymptotic analysis of the Bayes estimator for a diffusion process, see Basawa and Rao (1980) pp. 241-247. Some places we copy his arguments.

The proof is based on some lemmas. Before we state and prove these lemmas we shall introduce some new processes.

Let \( g(\theta) \) and \( p(\theta) \) be defined as 0 for \( \theta \in \mathbb{R} - 0 \) and let \( L_n(\theta, T_n) \) be given by (4.6) for all \( \theta \in \mathbb{R} \). Let the process \( \{ \gamma^n(t), t \in \mathbb{R} \} \) be defined by

\[ \gamma^n(t) = L_n(\theta_0 + \frac{t}{\sqrt{n}}, T_n) / L_n(\theta_0, T_n). \]

From (4.5) and (4.7) it is easy to see that

\[
\sqrt{n}(\hat{\theta}_n - \theta_0) = \frac{\int_0^\infty \gamma^n(t)p(\theta_0 + \frac{t}{\sqrt{n}})dt}{\int_0^\infty \gamma^n(t)p(\theta_0 + \frac{t}{\sqrt{n}})dt}.
\]

Let
\[ M^n(t) = N^n(t) - \int_0^t g(\theta_0)Y^n(s)ds, \quad t \in \mathbb{R}. \]

Furthermore, let for \( t \in \mathbb{R} \)
\[
\alpha^n(t) = [\ln(\theta_0 + \frac{t}{\sqrt{n}}) - \ln(\theta_0)]N^n(T^n),
\]
\[
\beta^n(t) = \{ [\ln(\theta_0 + \frac{t}{\sqrt{n}}) - \ln(\theta_0)]g(\theta_0) - [g(\theta_0 + \frac{t}{\sqrt{n}}) - g(\theta_0)] \} \int_0^t Y^n(s)ds
\]
and
\[
\eta^n(t) = \alpha^n(t) + \beta^n(t).
\]

Observe that
\[
\eta^n(t) = \ln Y^n(t).
\]

By using Taylor's formula we may write for \( \theta_0 + \frac{t}{\sqrt{n}} \in \Theta \)
\[
\alpha^n(t) = t v^n(t) a^n,
\]
where
\[
a^n = \frac{1}{\sqrt{n}} N^n(T^n),
\]
\[
v^n(t) = g'(\theta_0 + \delta_1 \frac{t}{\sqrt{n}}) / g(\theta_0 + \delta_1 \frac{t}{\sqrt{n}})
\]
and \( \delta_1 \) is a number (depending on \( t/\sqrt{n} \)) between 0 and 1.

Furthermore,
\[
\beta^n(t) = - \frac{t^2}{2} w^n(t) b^n,
\]
where
\[
b^n = \frac{1}{n} \int_0^1 Y^n(s)ds,
\]
\[
w^n(t) = g(\theta_0) \left[ g'(\theta_0 + \delta_2 \frac{t}{\sqrt{n}}) \right]^2 / [g(\theta_0) + \delta_3 (g(\theta_0 + \frac{t}{\sqrt{n}}) - g(\theta_0))]^2
\]
and \( \delta_2 \) and \( \delta_3 \) are numbers (depending on \( t/\sqrt{n} \)) between 0 and 1.
Lemma 4.2. The finite-dimensional distributions of the process \( \{ y^n(t) \} \) converge weakly to the finite-dimensional distributions of the process \( \{ \gamma(t) \} \) as \( n \to \infty \), where
\[
\gamma(t) = \exp[\xi \theta_0 t - \frac{1}{2} \theta_0^2 t^2], \quad -\infty < t < \infty,
\]
and \( \xi \) is a standard normal variable (defined on some probability space \( (\chi, A, P) \)).

Proof. By means of a version of Helland's (1982) martingale central limit theorem 5.3 we shall first establish that
\[
(4.9) \quad a^n = \frac{1}{\sqrt{n}} M^n(T^n) \overset{D}{\to} \xi(g(\theta_0)b)^{\frac{1}{2}},
\]
where \( \xi \) is a standard normal variable. For each \( n \) there exists \( F^n \)-stopping times \( S^n_i \) such that \( S^n_i \to \infty \) as \( i \to \infty \) and
\[
\left\{ \frac{1}{\sqrt{n}} M^n(t \wedge S^n_i \wedge T^n) \right\}
\]
is a square integrable \( (F^n_0, F^n_t) \)-martingale with variance process \( \left\{ \frac{1}{n} \int_0^t g(\theta_0) Y^n(s) ds \right\} \) on \([0, \infty)\) (cf. Gill (1980), Section 2). Combining (4.2), (4.3) and Helland's Lemma 5.2 we find that for any sequence \( \{ i_n \} \) such that \( i_n \to \infty \) fast enough,
\[
S^n_{i_n \wedge T^n} \quad \text{p}
\]
\[
\frac{1}{i_n} \int_0^t g(\theta_0) Y^n(s) ds \to g(\theta_0)b;
\]
here \( S^n_{i_n \to \infty} \). Now, by applying a version of Helland's Theorem 5.3, where \( M^n \) is a martingale and \( \text{I} \) is replaced by \( \sigma \), we find that
\[
\frac{1}{\sqrt{n}} M^n(S^n_{i_n \wedge T^n}) \overset{D}{\to} \xi(g(\theta_0)b)^{\frac{1}{2}}
\]
(observe that \( \sigma^2[M^n](\omega) = \text{I}(1/\sqrt{n} > \epsilon) \frac{1}{n} \int_0^t g(\theta_0) Y^n(s) ds = 0 \) for all large \( n \) for all \( \epsilon > 0 \)). The statement (4.9) follows if we
can show that

\[(4.10) \quad \frac{1}{\sqrt{n}}[M^n(T^n) - M^n(S^n)_{i=1}^n] \xrightarrow{p} 0.\]

Using Lenglart's (1977) inequality (see Gill (1980), Theorem 2.4.2) we find that for all \(\varepsilon, \eta > 0,\)

\[P\left[\frac{1}{\sqrt{n}}[M^n(T^n) - M^n(S^n)_{i=1}^n] > \varepsilon\right] < \frac{\eta}{\varepsilon} + P\left[\frac{1}{\sqrt{n}} \int g(\theta_0)Y^n(s)ds > \eta\right].\]

From this inequality we obtain (4.10) (remember (4.3)). Thus (4.9) holds. Now, define

\[\psi^n(t) = v^n(t) a^n - \frac{1}{2}(w^n(t)b^n - \beta)t.\]

Note that

\[t \psi^n(t) = \eta^n(t) + \frac{1}{2}\beta t^2.\]

We shall prove the lemma by showing that the finite-dimensional distributions of the process \(\{\psi^n(t)\}\) converge weakly to the finite-dimensional distributions of the process \(\{\psi(t)\},\) where \(\psi(t) = \xi \beta^{1/2}.\)

Clearly \(v^n(t) \xrightarrow{p} g'(\theta_0)/g(\theta_0), w^n(t) \xrightarrow{p} \left[g'(\theta_0)\right]^2/g(\theta_0)\)

and

\[w^n(t)b^n \xrightarrow{p} \beta \text{ as } n \to \infty.\]

It follows that

\[\psi^n(t) \xrightarrow{D} \xi \beta^{1/2}.\]

Next we shall show that

\[(\psi^n(t_1), \psi^n(t_2)) \xrightarrow{D} (\xi \beta^{1/2}, \xi \beta^{1/2}).\]

By Cramer-Wold's theorem it suffices to show that

\[a_1 \psi^n(t_1) + a_2 \psi^n(t_2) = a_1(\psi^n(t_1) - \psi^n(t_2)) + (a_1 + a_2) \psi^n(t_2) = a_1 [v^n(t_1) - v^n(t_2)] a^n - a_1 \frac{1}{2} [w^n(t_1)b^n - \beta] t_1 - (w^n(t_2)b^n - \beta) t_2 + (a_1 + a_2) \psi^n(t_2) \text{ converges weakly to } (a_1 + a_2) \xi \beta^{1/2},\]
a_1 and a_2 are arbitrary constant. But this obviously holds. By arguing as above we easily show that

\[ (\psi^n(t_1), \ldots, \psi^n(t_\tau)) \xrightarrow{\mathbb{P}} (\xi^2, \ldots, \xi^2). \]

The lemma follows.

It is clear from the definitions of the processes \{y^n(t)\} and \{y(t)\} that they have continuous sample paths. We shall now prove that for any fixed \( A > 0 \) the processes \{y^n(t), t \in [-A,A]\} converge in distribution to the process \{y(t), t \in [-A,A]\} on \( C[-A,A] \) (the space of continuous functions on \([-A,A]\) with the uniform metric). In other words, the probability measures \( \nu_n \) generated by the processes \{y^n(t), t \in [-A,A]\} converge weakly to the probability measure \( \nu \) generated by the process \{y(t), t \in [-A,A]\} on \( C[-A,A] \). Because of Lemma 4.2, it is sufficient to prove the following lemma (cf. Billingsley (1968), Theorem 8.1-8.2).

**Lemma 4.3.** For every \( \varepsilon > 0 \),

\[
\lim_{h \to 0} \limsup_{n \to \infty} P\left\{ \sup_{|t_1-t_2|<h} |y^n(t_2)-y^n(t_1)| > \varepsilon \right\} = 0.
\]

**Proof.** In the following discussion we shall suppose that \( t \) varies over \([-A,A]\). Clearly

\[
\sup_{|t_1-t_2|<h} |y^n(t_2)-y^n(t_1)| \leq \sup_{|t_2-t_1|<h} |y^n(t_2)-y^n(t_1)| \exp\left\{ \sup_{|t|<A} |\eta^n(t)| \right\}.
\]

Hence for any \( N>0 \),

\[
P\left\{ \sup_{|t_1-t_2|<h} |y^n(t_2)-y^n(t_1)| > \varepsilon \right\} \leq P\left\{ \sup_{|t|<A} |\eta^n(t)| > N \right\} + P\left\{ \sup_{|t_1-t_2|<h} |\eta^n(t_2)-\eta^n(t_1)| > \varepsilon e^{-N} \right\}.
\]
The lemma follows if we can prove that

\[(4.11) \lim_{N \to \infty} \lim_{n \to \infty} \operatorname{sup} \{ \sup_{|t| < A} \eta^n(t) > N \} = 0 \]

and that for every \( \varepsilon > 0 \)

\[(4.12) \lim_{h \to 0} \lim_{n \to \infty} \operatorname{sup} \{ \sup_{|t_1 - t_2| < h} \eta^n(t_2) - \eta^n(t_1) > \varepsilon \} = 0. \]

For all large \( n \) we have

\[\sup_{|t| < A} \eta^n(t) < AV(a^n + \frac{1}{2} a^2 \omega^n),\]

where

\[\sup_{|t| < A} |v^n(t)| < V < \infty \quad \text{and} \quad \sup_{|t| < A} |w^n(t)| < W < \infty.\]

Thus

\[P\{ \sup_{|t| < A} \eta^n(t) > N \} < P\{ |a^n| > N/2AV \} + P\{ b^n > N/2A^2 W \}.\]

Since \( a^n \xrightarrow{D} g(\theta_0)b \) and \( b^n \xrightarrow{P} b \), it follows that

\[\lim_{n \to \infty} \lim_{N \to \infty} P\{ |a^n| > N/2AV \} + \lim_{n \to \infty} \lim_{N \to \infty} P\{ b^n > N/2A^2 W \} = 0.\]

Hence (4.11) holds. Suppose \(|t_1 - t_2| < h\). Then for all large \( n \)

\[|\eta^n(t_1) - \eta^n(t_2)| \leq |t_1 - t_2| |v^n(t_1) - v^n(t_2)| + |v^n(t_1) - v^n(t_2)| |t_2 - t_1| a^n + \frac{1}{2} |t_1 - t_2|^2 |w^n(t_1) - w^n(t_2)| + \frac{1}{2} |w^n(t_2) - w^n(t_1)| |t_2 - t_1|^2 b^n.\]

where

\[v^n_h = \sup_{|t_1 - t_2| < h} |v^n(t_1) - v^n(t_2)|\]

and

\[w^n_h = \sup_{|t_1 - t_2| < h} |w^n(t_1) - w^n(t_2)|.\]

It is easy to see that \( v^n_h \to 0 \) and \( w^n_h \to 0 \) as \( n \to \infty \). It follows that (for all large \( n \))
Now it is not difficult to see that (4.12) holds. This completes the proof of the lemma.

**Lemma 4.4.** For every $\varepsilon > 0$

$$\lim_{A \to \infty} \lim_{n \to \infty} \sup_{|t| > A} P\left( \int_{t}^{T_n} \gamma_n(t) \left| \gamma_n(t) p\left( \theta_0 + \frac{t}{\sqrt{n}} \right) \right| dt > \varepsilon \right) = 0.$$  

In order to prove this lemma we need the following results (cf. Borgan (1983)): Let

$$\hat{\theta}_n = g^{-1}(N_n(T_n) / \int_{0}^{T_n} \gamma_n(s) ds).$$

Then $\hat{\theta}$ is a maximum likelihood estimator, i.e. $\hat{\theta}_n$ maximizes $\text{def}$ $L_n(\theta, T_n)$ or equivalently $V_n(\theta) = \ln L_n(\theta, T_n)$; $V_n(\theta)$ is non-decreasing for $\theta < \hat{\theta}_n$ and non-increasing for $\theta > \hat{\theta}_n$;

(4.13) $\hat{\theta}_n \overset{P}{\to} \theta_0$

(in fact we have $\sqrt{n}(\hat{\theta}_n - \theta_0) \overset{D}{\to} \xi_{\beta}^{-1}$) and

(4.14) $\frac{1}{n} [V_n(\theta) - V_n(\theta_0)] \overset{P}{\to} \frac{1}{n} \left[ (\ln g(\theta) - \ln g(\theta_0)) g(\theta_0) - (g(\theta) - g(\theta_0)) \right] b = A(\theta)b.$

For the sake of completeness we shall prove these more or less known results. By differentiating

$$V_n(\theta) = C + (\ln g(\theta)) N_n(T_n) - g(\theta) \int_{0}^{T_n} \gamma_n(s) ds$$

(\text{C is quantity which does not depend on } \theta) \text{ we find that the two first assertions must hold.}
Writing
\[
\frac{N^n(T^n)}{N^n(T^n) \int Y^n(s) ds} = \frac{1}{\sqrt{n}} \frac{1}{M^n(T^n)} \int Y^n(s) ds
\]
and then using (4.2) and (4.9) we obtain
\[
P_n(T^n) \int Y^n(s) ds \rightarrow g(\theta_0).
\]

The statement (4.13) follows. Writing
\[
\frac{1}{n_0} [v^n(\theta) - v^n(\theta_0)] = (\ln g(\theta) - \ln g(\theta_0)) \frac{1}{\sqrt{n}} \frac{1}{M^n(T^n)} A(\theta) \int Y^n(s) ds,
\]
we see that (4.14) holds.

Proof of Lemma 4.4. We shall prove the lemma by proving that for every \( \epsilon > 0 \)
\[
\limsup_{n \to \infty} P \left\{ \int \left| t \right| v^n(t) p(\theta_0 + t_n) dt > \epsilon \right\} = 0
\]
and
\[
\lim_{n \to \infty} \limsup_{A \to \infty} P \left\{ \int \left| t \right| v^n(t) p(\theta_0 + t_n) dt > \epsilon \right\} = 0,
\]
here \( \delta \) is a positive constant such that \( \theta_0 + \delta \in \Theta \) and

\[
\sup_{|\theta - \theta_0| < \delta} p(\theta) < \infty.
\]

Note that
\[
v^n(t) = \exp \{ v^n(\theta_0 + t_n) - v^n(\theta_0) \}.
\]

Now, since \( v^n(\theta) \) is non-decreasing for \( 0 < \theta < \hat{\theta}^n \) and non-increasing for \( \theta > \hat{\theta}^n \), it follows that if \( |\hat{\theta}^n - \theta_0| < \delta \),
\[
\sup_{|\theta - \theta_0| > \delta} (v^n(\theta) - v^n(\theta_0)) \leq \max \{ v^n(\theta_0 + \delta) - v^n(\theta_0), v^n(\theta_0 - \delta) - v^n(\theta_0) \}.\]
Using this we find that

\[(4.17) \quad P\left\{ \frac{\int |t| y^n(t) p(\theta_0 + \frac{t}{\sqrt{n}}) dt > \varepsilon}{|t/\sqrt{n}| > \delta} \right\} < P\left\{ \hat{\theta}_n - \theta_0 | > \delta \right\} \]

\[+ P\left\{ \exp\left[ y^n(\theta_0 + \delta) - y^n(\theta_0) \right] \int |t| p(\theta_0 + \frac{t}{\sqrt{n}}) dt > \varepsilon \right\} \]

\[+ P\left\{ \exp\left[ y^n(\theta_0 - \delta) - y^n(\theta_0) \right] \int |t| p(\theta_0 + \frac{t}{\sqrt{n}}) dt > \varepsilon \right\}. \]

Since \( \hat{\theta}_n \xrightarrow{P} \theta_0 \), the first term on the right-hand side of the equality (4.17) converges to zero as \( n \to \infty \). Let us now consider the second term. First note that

\[\int_{-\infty}^{\infty} |t| p(\theta_0 + \frac{t}{\sqrt{n}}) dt = n \int_{-\infty}^{\infty} p(\theta) d\theta \left[ \int_{\theta}^{\theta + \delta} p(\theta) d\theta \right] = nK. \]

Let \( -c = \frac{1}{2} A(\theta_0 + \delta) b \). Then \( c > 0 \) (it is easy to see that \( A(\theta) < 0 \) for \( \theta \neq \theta_0 \)) and by (4.14)

\[\frac{1}{n}[y^n(\theta_0 + \delta) - y^n(\theta_0)] \xrightarrow{P} -2c. \]

It follows that

\[P\left\{ \exp\left[ y^n(\theta_0 + \delta) - y^n(\theta_0) \right] \int |t| p(\theta_0 + \frac{t}{\sqrt{n}}) dt > \varepsilon \right\} \]

\[\leq P\left\{ Kn \exp\{|-c| > \varepsilon\} + P\left\{ \frac{1}{n}[y^n(\theta_0 + \delta) - y^n(\theta_0)] > -c \right\} \right\} \xrightarrow{n \to \infty} 0. \]

By copying the above arguments with \(-\delta\) in place of \(+\delta\) we find that also the third term on the right-hand side of the equality (4.17) converges to zero as \( n \to \infty \). Thus (4.15) holds.

Let us so prove (4.16). Let

\[v^* = \sup_{|\theta - \theta_0| < \delta} \left| \frac{\log(\theta) - \log(\theta_0)}{\theta - \theta_0} \right| \quad \left(= \sup_{|t/\sqrt{n}| < \delta} |y^n(t)| \right) \]

and

\[w^* = \inf_{|\theta - \theta_0| < \delta} \left\{ -\frac{A(\theta)}{-\frac{1}{2}(\theta - \theta_0)^2} \right\} \quad \left(= \inf \left. w^n(t) \right|_{|t/\sqrt{n}| < \delta} \right). \]
here \((\ln g(\theta) - \ln g(\theta_0))/(\theta - \theta_0)\) and \(A(\theta)/(\theta - \theta_0)^2\) are defined as \(g'(\theta_0)/g(\theta_0)\) and \((g'(\theta_0))^2/g(\theta_0)\) respectively for \(\theta = \theta_0\). Note that \(v^* < 0\) and \(0 < w^*\). It follows that for \(|t|/\sqrt{n} < \delta\),

\[
\eta^n(t) = \ln \gamma^n(t) = tv^n(t)a_n t^2 - w^n(t)b^n \ln |t| v^* a_n t^2 - w^* b^n.
\]

Since

\[
b^* - |b^n - b| < b^n
\]

we must have

\[
\eta^n(t) < |t| v^* a_n - \frac{1}{2}(b^* - |b^n - b|) w^* t^2
\]

for \(|t|/\sqrt{n} < \delta\). It follows that for any \(N > 0\) and \(0 < b_0 < b\),

\[
P\left[ \frac{\int_{|t|/\sqrt{n} < \delta} |t|^n(t)p(\theta_0 + t\sqrt{n})dt > \varepsilon}{|t|^n|t|^N|t|^b} + p(\sup_{|\theta - \theta_0| < \delta} |t|^n(t)p(\theta_0 + t\sqrt{n})dt > \varepsilon) \right].
\]

Now by using that \(a_n \rightarrow \xi(g(\theta_0)b)^{1/2}, b_n \rightarrow b\) and the fact that

\[
\lim_{A \rightarrow \infty} \int_{|t| > A} t^N(b - b_0)w^* t^2 dt = 0,
\]

we easily obtain (4.16). This completes the proof of Lemma 4.4.

**Proof of Theorem 4.1.** Relation (4.8) says that

\[
(4.18) \quad \sqrt{n}(\hat{\theta}^n - \theta_0) = \frac{\int t\gamma^n(t)p(\theta_0 + t\sqrt{n})dt}{\int t\gamma^n(s)p(\theta_0 + s\sqrt{n})ds}
\]

Since the finite-dimensional distributions of the process \(\gamma^n(t)\) converge weakly to the finite-dimensional distributions of the process \(\gamma(t)\), where \(\gamma(t) = \exp[\xi \beta^{1/2} t - \frac{1}{2}\beta t^2]\) (\(\xi\) is a standard normal variable), we obtain by passing to the limit formally in (4.18),

\[
\sqrt{n}(\hat{\theta}^n - \theta_0) \overset{D}{\rightarrow} \frac{\int t\gamma(t)dt}{\int \gamma(s)ds} = \frac{\sqrt{2\pi\beta^{-1}} \exp[\frac{1}{2}\xi^2]}{\sqrt{2\pi\beta^{-1}} \exp[\frac{1}{2}\xi^2]} = \beta^{-1/2} \xi.
\]
We shall now justify this limiting argument. Let $0 < A < \infty$. For any fixed $k_1$ and $k_2$, the functional

$$f_{k_1, k_2}(x) = k_1 \int_{-A}^{A} x(s)ds + k_2 \int_{-A}^{A} x(s)ds$$

defined on $C[-A, A]$ is continuous. Lemma (4.2) and (4.3) imply that the processes $\{\gamma^n(t), t \in [-A, A]\}$ converge in distribution to the process $\{\gamma(t), t \in [-A, A]\}$. Hence the distribution of $f_{k_1, k_2}(\gamma^n)$ converges weakly to the distribution of $f_{k_1, k_2}(\gamma)$ as $n \to \infty$ (cf. Billingsley (1968) p. 30). From this fact and the continuity of $p(\theta)$ at $\theta_0$, it follows that

$$\frac{\int_{-A}^{A} \gamma^n(t)p(\theta_0 + \frac{t}{\sqrt{n}})dt}{\int_{-A}^{A} \gamma(t)p(\theta_0)dt} \to \frac{\int_{-A}^{A} \gamma(t)p(\theta_0)dt}{\int_{-A}^{A} \gamma(t)p(\theta_0)dt}$$

(4.19)

Define

$$X^n_A = \frac{\int_{-A}^{A} \gamma^n(t)p(\theta_0 + \frac{s}{\sqrt{n}})dt}{\int_{-A}^{A} \gamma^n(t)p(\theta_0 + s)ds}$$

Then by (4.19)

$$X^n_A \to X_A = \frac{\int_{-A}^{A} \gamma(t)dt}{\int_{-A}^{A} \gamma(s)ds}$$

(4.20)

Furthermore,

$$X_A \to \frac{\int_{-\infty}^{\infty} \gamma(t)dt}{\int_{-\infty}^{\infty} \gamma(s)ds} = \beta_{-2\xi}^{-1} = \beta_{-2\zeta}^{-1}$$

as $A \to \infty$.

(4.21)

The conclusion of the theorem now follows by an application of Theorem 25.5 of Billingsley (1979) if we can show that for every $\epsilon > 0$
\( \lim_{A \to \infty} \lim_{n \to \infty} \sup P\{|Y_A^n| > \varepsilon\} = 0, \)

where
\[ Y_A^n = \sqrt{n}(\hat{\theta}_n - \theta_0) - X_A^n. \]

In order to show (4.22) we write \( Y_A^n \) in the following way:

\[
Y_A^n = X_A^n \left\{ \begin{array}{c}
1 + \frac{\int_{A}^{t} t \gamma^n(t) p(\theta_0 + t) \, dt}{\int_{-A}^{A} \gamma^n s p(\theta_0 + s) \, ds} \\
1 + \frac{\int_{\infty}^{A} t \gamma^n(t) p(\theta_0 + t) \, dt}{\int_{-A}^{A} \gamma^n s p(\theta_0 + s) \, ds}
\end{array} \right\} - 1.
\]

Now, clearly

\[
P\{|Y_A^n| > \varepsilon\} < P\{|X_A^n| > N\} + P\left[\int_{-A}^{A} s \gamma^n s p(\theta_0 + s) \, ds \right] < \delta_1
\]

\[
+ P\left[\int_{-A}^{A} \gamma^n(s) p(\theta_0 + s) \, ds \right] < \delta_2
\]

\[
+ P\{|Y_A^n| > \varepsilon, |X_A^n| < N, \int_{-A}^{A} \gamma^n s p(\theta_0 + s) \, ds > \delta_1, \int_{-A}^{A} \gamma^n s p(\theta_0 + s) \, ds > \delta_2\}
\]

for all \( \delta_1 > 0, \delta_2 > 0 \) and \( N > 0 \). Furthermore, for fixed \( \delta_1, \delta_2 \) and \( N \) there exists positive numbers \( \varepsilon_1 \) and \( \varepsilon_2 \) (not depending on \( n \) and \( A \)) such that

\[
P\{|Y_A^n| > \varepsilon, |X_A^n| < N, \int_{-A}^{A} \gamma^n s p(\theta_0 + s) \, ds > \delta_1\} < \varepsilon_1
\]

\[
+ P\left[\int_{A}^{t} \gamma^n(t) p(\theta_0 + t) \, dt \right] < \varepsilon_2
\]

(choose \( \varepsilon_1 \) and \( \varepsilon_2 \) such that \( \varepsilon_1 < \delta_1 \varepsilon/N \) and \( (1 - \varepsilon_1/\delta_1)/(1 + \varepsilon_2/\delta_2) > 1 - \varepsilon/N \)). Using the above inequalities, (4.19)–(4.21) and Lemma 4.4, we find that
\[
\lim \sup_{n \to \infty} \left( \lim \sup_{A \to \infty} P\left[ \left| Y_A^n \right| > \varepsilon \right] \right) < P\left[ \beta^{-1/2} \left| \xi \right| > N \right] + P\left[ \int_{-\infty}^\infty s Y(s) p(\theta_0) ds \right] = \sqrt{2\pi} \beta^{-1/2} \left| \xi \right| \exp\left\{ \frac{1}{2} \xi^2 \right\} P(\theta_0) < \delta_1
\]
\[
+ P\left[ \int_{-\infty}^\infty Y(s) p(\theta_0) ds = \sqrt{2\pi} \beta^{-1/2} \exp\left\{ \frac{1}{2} \xi^2 \right\} P(\theta_0) < \delta_2. \right)
\]

By letting \( N \to \infty, \delta_1 \to 0 \) and \( \delta_2 \to 0 \), (4.22) follows. This completes the proof of the theorem.

Finally in this section we shall give some comments concerning Theorem 4.1 when \( p \) is a natural conjugate prior (see Section 3). Suppose that \( g(\theta) = \theta \) and \( p(\theta) = d^{c-1} \theta^{-d-1} / \Gamma(c) \), i.e. \( p \) is a gamma density with parameters \( c \) and \( d \). Then

\[
\hat{\theta}^n = \frac{c + N^n(T^n)}{d + \int_0^{T^n} Y^n(s) ds}
\]

and by Theorem 4.1

\[
\sqrt{n}(\hat{\theta}^n - \theta_0) \overset{D}{\to} \xi \beta^{-1/2},
\]

where \( \xi \) is a standard normal variable. This asymptotically result can in fact be established directly by writing

\[
\sqrt{n}(\hat{\theta}^n - \theta_0) = \frac{\sqrt{n}}{c + \frac{1}{n} (N^n(T^n) - \int_0^{T^n} \theta_0 Y^n(s) ds) - \sqrt{n}} \frac{d \theta_0}{\frac{d}{n} + \frac{1}{n} \int_0^{T^n} Y^n(s) ds}
\]

and then using (4.2) and (4.9).

Similarly, if \( g(\theta) = \theta^{-1} \) and \( p \) is an inverted gamma density with parameters \( c \) and \( d \), we can establish directly that

\[
\sqrt{n}(\hat{\theta}^n - \theta_0) = \sqrt{n} \left( \frac{d + \int_0^{T^n} Y^n(s) ds}{c-1 + N^n(T^n)} - \theta_0 \right) \overset{D}{\to} \xi \beta^{-1/2}.
\]
5. A special case

In this section we shall motivate the set-up of Section 4 by presenting a special case. In particular we shall draw attention to the assumptions (4.2) and (4.3).

Consider the set-up of Section 4. Assume that

\[ N^n(t) = \sum_{i=1}^{n} I(X^n_i t), \]
\[ Y^n(t) = \sum_{i=1}^{n} I(X^n_i t) = n - N^n(t^-), \]
\[ T^n = \min(t_0, X^n_{r_n}) \]

and

here the \( X^n_i \)'s are independent and exponentially distributed random variables with failure rate \( g(\theta) \) (\( = \theta \) or \( \theta^{-1} \)) and expectation \( g(\theta)^{-1} \) (\( = \theta^{-1} \) or \( \theta \)) under \( P^n_\theta \), \( t_0 \) and \( r_n \) are constants, \( t_0 \in (0, \infty) \), \( r_n \in \{1, 2, \ldots, n\} \), and \( X^n_{r_n} \) is the \( r_n \)-th smallest \( X^n_i \). By using Brémaud and Jacod's (1977) proposition p. 373 we easily verify that \( \{N^n(t)\} \) has \( (P^n_\theta, F^n_t) \)-intensity \( \{g(\theta)Y^n(t)\} \).

We can give the following interpretation of the model in this case: \( n \) items are put on test at time \( 0. \) The lifelengths (time to failures) of the items are independent and exponentially distributed random variables with failure rate \( g(\theta) \) for a \( \theta \in \Theta \). The testing is stopped at \( T^n = \min(t_0, X^n_{r_n}) \). The random variable \( N^n(t) \) represents the number of failures in \( [0, t] \), \( Y^n(t) \) represents the number of non-failed items just before time \( t \), and \( \int_0^t Y^n(t) \, dt \) represents the total time on test.

Assume now that

\[ \frac{r_n}{n} \to r \text{ as } n \to \infty, \]

where
We shall show that (4.2) and (4.3) hold with

\[ y(t) = \bar{F}(t)I(F(t) < r)I(t < t_0) \quad (= \bar{F}(t)I(t < \min(t_0, F^{-1}(r)))) , \]

where

\[ \bar{F}(t) = 1 - F(t) = e^{-g(\theta_0) t} . \]

We shall establish (4.2) by showing (4.4).

Let

\[ F_n(t) = 1 - \bar{F}_n(t) = N^n(t)/n . \]

Now, by using the Glivenko-Cantelli theorem we find that for

\[ 0 < t < \infty \]

\[ \int_0^t [Y_n(s)/n]I(s < T_n) ds = \int_0^t \bar{F}_n(s)I(F_n(s) < r/n)I(s < t_0) ds P \int_0^t y(s) ds , \]

hence (4.4) holds. The statement (4.3) is seen to hold by noting that

\[ P[\int_{t \wedge T_n}^T [Y_n(s)/n] ds > \epsilon] < P[\int_{t}^{\infty} [Y_n(s)/n] ds > \epsilon] = P[\int_{t}^{\infty} \bar{F}_n(s) ds > \epsilon] \]

\[ < \frac{1}{\epsilon} E \int_{t}^{\infty} \bar{F}_n(s) ds = \frac{1}{\epsilon} \int_{t}^{\infty} E \bar{F}_n(s) ds = \frac{1}{\epsilon} \int_{t}^{\infty} \bar{F}(s) ds \rightarrow 0 \quad \text{as} \quad t \rightarrow \infty . \]
Appendix.

We shall prove that $L(\theta,T)$ is a $B \times F_T$-measurable function on $\Theta \times \Omega$. If suffices to show that

\[(A.1) \quad T(\omega) \int_0^{\ln \mu_i(\theta,s,\omega)} N_i(ds,\omega) \text{ is } B \times F_T\text{-measurable} \]

and

\[(A.2) \quad T(\omega) \int_0^{\lambda_i(\theta,s,\omega)} ds \text{ is } B \times F_T\text{-measurable}. \]

We shall here prove (A.1) only; the proof of (A.2) is similar. Now, to prove (A.1) it is sufficient to show that

\[
T(\omega) \int_0^v(\theta,s,\omega)N_i(ds,\omega) \text{ is } B \times F_T\text{-measurable}
\]

whenever $v$ is a non-negative $B \times P(F_t)$-measurable function on $\Theta \times [0,\infty) \times \Omega$. Furthermore, since $P(F_t)$ is generated by the rectangles $\{0\} \times A$, $A \in F_0$ and $[u,t] \times A$, $0 < u < t$, $A \in F_u$, (see e.g. Dellacherie and Meyer (1978) p. 125) and $B \times P(F_t)$ is generated by $\{B \times F, B \in B, F \in P(F_t)\}$, it is sufficient to show that for $B \in B$ and $A \in F_u$

\[(A.3) \quad I_B(\theta) \int_0^1 I_A(\omega)I_{[u,t]}(s)N_i(ds,\omega) \text{ is } B \times F_T\text{-measurable}. \]
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