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Abstract

In nested case-control studies the controls are sampled from the risk set at the failure times of the case. The analytical basis for such studies has been limited to semi-parametric estimators under proportional hazard models. In this paper it is observed that conditional inclusion probabilities of ever being included in the nested case-control study can be obtained, here conditioning is on the information needed to carry out a nested case-control study. The inclusion probabilities are used in pseudo-likelihoods by weighting by their inverse. This makes it possible to fit parametric regression models. Also a new semi-parametric estimator under the proportional hazard model is obtained. The methods are illustrated by simulation experiments and by application to a dataset.

1 Introduction

The two major types of epidemiological study designs are cohort studies and case-control studies. Breslow & Day, (1980, 1987) discuss the advantages and problems associated with both types of studies. With the intent to retain the virtues of both type of studies so-called case-control within cohort studies have been constructed.

The most commonly applied of these study designs is probably the nested case-control design suggested by Thomas (1977). In this design controls are selected from the population at risk at the event times. Subsequent samples of controls are independent.
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Abbreviated title: Pseudo-likelihood for nested case-control.
Thomas suggested, under a proportional hazard model, an estimator of relative risks maximizing a Cox-type likelihood which is in fact a partial likelihood (Oakes, 1982). The asymptotic properties of the estimator have been formally derived (Goldstein & Langholz, 1992, Borgan, Langholz & Goldstein, 1995) using counting process / martingale theory (Andersen et al., 1993). Recent papers also extend the nested case-control design to counter matching, i.e. stratified sampling of the controls (Langholz & Borgan, 1995), and show how base-line hazards and local standardized mortality ratios (Borgan & Langholz, 1993) as well as excess risk models (Borgan & Langholz, 1995) may be fitted.

Another type of case-control study within a cohort study is the case-cohort design of Prentice (1986) in which a subcohort is randomly chosen from the complete cohort at the outset of the study. Covariate information is obtained for the cases at their failure times and on a follow-up basis for the subcohort. Under a proportional hazard model Prentice showed how to obtain estimates of relative risks also by maximizing a Cox-type likelihood. This "likelihood" is however not a partial likelihood because each case is compared to the subcohort, thus the control sets at different event times are dependent. Prentice used the term pseudo-likelihood for the function that was maximized.

The pseudo-likelihood idea has been further discussed in relation to case-control studies within a cohort framework. Kalbfleisch & Lawless (1988) showed how to fit parametric and semi-parametric regression models when cases and controls are sampled with specified probabilities. For the parametric case the estimators are obtained by maximizing the pseudo-log-likelihood $\sum l_i/p_i$ where $l_i$ is the log-likelihood contribution and $p_i$ the probability of sampling individual $i$. The sum is taken over sampled cases and controls. In the semi-parametric case it was pointed out how one may extend the pseudo-likelihood of Prentice. In the parametric setting Kalbfleisch & Lawless also suggested the asymptotic properties of their pseudo-likelihood estimator when individuals are sampled independently of each other. Flanders & Greenland (1991) extended this to the simple random sampling of cases and controls. Similar issues have been discussed in Samuelsen (1989).

The point of this paper is to note how pseudo-likelihoods similar to those of Kalbfleisch & Lawless can be constructed for the nested case-control design. The essential idea here is that the conditional probability that an individual will ever be chosen as a control in a nested case-control study can be obtained. These inclusion probabilities have a simple representation resembling Kaplan-Meier estimates. The conditioning here is on who is in the risk set at failure times and on which individuals become cases. In order to perform nested case-control studies this skeleton of the cohort information is required. Also noting that conditional on this skeleton cases are included with probability 1 the pseudo-likelihood idea can be applied directly.
The outline of the paper is as follows. In the next section notation and models for the complete cohort study are introduced. Furthermore the sampling to the nested case-control data is described and the (conditional) probabilities for ever being included in the nested case-control study are derived. It is also described how pseudo-likelihoods corresponding to conventional likelihoods and to the Cox-partial likelihood are constructed. In Section 3 the asymptotic variance of the normalized pseudo-score and the asymptotic value of the information matrix is derived and hence the asymptotic distribution of the pseudo-likelihood estimators are motivated. Estimators for variance of the pseudo-likelihood estimators are also given. In Section 4 a small simulation study is presented. In Section 5 the methods is employed on data from a cohort study. The paper ends with a discussion on some extensions and modifications.

2 Mathematical description of the cohort study and nested case-control study

2.1 The cohort study

We assume that the cohort study consists of \( n \) individuals and that individual no. \( i \) enters the study at age \( b_i \), and is followed up until time \( c_i \). The individuals are assumed not to have the disease under investigation when they enter the study. If the disease is developed at age \( T_i \) and \( b_i < T_i \leq c_i \) this is recorded in the cohort study. Also if \( T_i > c_i \) then the \( T_i \) is right censored at \( c_i \). Associated with individual no. \( i \) is a \( p \)-vector of possibly time-dependent covariates \( Z_i(t) = (Z_1(t), \ldots, Z_p(t)) \). Models for the \( T_i \) are typically formulated through the hazard functions \( A_i(t) \) dependent on the covariates \( Z_i(t) \). We will in particular discuss the proportional hazard model

\[
\lambda_i(t) = \exp(\beta'Z_i(t))\lambda_0(t)
\]

(2.1)

where \( \beta' = (\beta_1, \ldots, \beta_p) \) is a regression parameter and \( \lambda_0(t) \) some common baseline hazard function. Another model of interest is the accelerated hazard model for which

\[
\lambda_i(t) = \exp(\beta'Z_i(t))\lambda_0(t \exp(\beta'Z_i(t)))
\]

(2.2)

where again \( \beta \) is a regression parameter and \( \lambda_0(t) \) is a common hazard function. A further choice might be additive models \( \lambda_i(t) = \beta_0(t) + \sum_{j=1}^{p} \beta_j(t)Z_{ji}(t) \) where \( \beta(t)' = (\beta_0(t), \ldots, \beta_p(t)) \) may be functions (Aalen, 1980, 1989). The point of mentioning two models in addition to the proportional hazard model is to emphasize that (2.1) may very well give a poor fit and an inappropriate interpretation of particular data. Methods that are not restricted to the model (2.1) is thus of considerable importance.

The model (2.1) is frequently estimated by maximizing the Cox partial likelihood
\[ L_C(\beta) = \prod_{i=1}^{n} \left[ \frac{\exp(\beta'Z_i(X_i))}{\sum_{j \in \mathcal{R}_i} \exp(\beta'Z_j(X_i))} \right]^{D_i} = \prod_{i=1}^{n} \left[ \frac{\exp(\beta'Z_i(X_i))}{S^{(0)}(\beta, X_i)} \right]^{D_i} \] (2.3)

where \( X_i = \min(T_i, c_i), D_i = I(X_i = T_i), \mathcal{R}_i = \{ j : X_j \geq X_i > b_j \} \) and

\[ S^{(0)}(\beta, t) = \sum_{j : b_j < t \leq X_j} \exp(\beta'Z_j(t)). \]

If we specify the hazard rate as \( \lambda_0(t) = \lambda_0(t; \theta) \) for some parameter \( \theta \), e.g. as a Weibull hazard or as a piecewise constant hazard, the maximum likelihood estimates (MLE) of \((\beta, \theta)\) under models (2.1) and (2.2) are obtained by maximizing the log-likelihood (minus a constant depending on the censoring)

\[ l(\beta, \theta) = \sum_{i=1}^{n} [D_i \log(\lambda_i(X_i)) - \int_{b_i}^{X_i} \lambda_i(s)ds]. \] (2.4)

Of course the log-likelihood (2.4) is valid for all other parametric regression models defined by \( \lambda_i(t) = \lambda_i(t; \theta) \). For instance one may specify the additive models mentioned above parametric letting \( \beta_j(t) = \beta_j(t, \theta_j) \).

### 2.2 The nested case-control study

For the description of the sampling of the controls we follow Goldstein & Langholz (1992). Within their framework the cohort is followed up prospectively with respect to membership in the cohort and with respect to occurrence of disease. Thus the risk sets \( \mathcal{R}_i \) for all \( X_i \) are known, in particular when \( D_i = 1 \). At the times \( X_i \) we thus know \( Y_i = \#\mathcal{R}_i \), i.e. the number of individuals at risk in the cohort. For each of the \( X_i \) with \( D_i = 1 \) there will now be sampled without replacement a set \( \overline{\mathcal{R}}_i = \{ j_{i1}, \ldots, j_{im} \} \) of individuals (where \( m(< Y_i) \)) from \( \mathcal{R}_i \setminus \{ i \} \). The sets \( \overline{\mathcal{R}}_i \) are assumed to be independent (for the \( i \) with \( D_i = 1 \)). Letting \( \overline{\mathcal{R}}_i = \overline{\mathcal{R}}_{i0} \cup \{ i \} \) it is assumed that the covariate values \( Z_j(X_i) \) are obtained when \( j \in \overline{\mathcal{R}}_i \). An estimate of the regression parameter in proportional hazard model (2.1) is now obtained by maximizing the following partial likelihood, suggested by Thomas (1977),

\[ \tilde{L}_C(\beta) = \prod_{i=1}^{n} \left[ \frac{\exp(\beta'Z_i(X_i))}{\sum_{j \in \overline{\mathcal{R}}_i} \exp(\beta'Z_j(X_i))} \right]^{D_i} \] (2.5)

i.e. the same expression as (2.3) only with the summation in the denominator being over \( \overline{\mathcal{R}}_i \) rather than over \( \mathcal{R}_i \). This is in fact a partial likelihood. Relevant literature is mentioned in the Introduction. Note also the formal equality of \( \tilde{L}_C(\beta) \) with the conditional likelihood for matched case-control studies (Breslow & Day, 1980).
2.3 The inclusion probabilities in a nested case-control study

As the risk sets \( R_i \) and the \( D_i \) need to be known in order to carry out the nested case-control study we also know

\[
\mathcal{F} = \{(b_i, X_i, D_i); i = 1, \ldots, n\}.
\]

Conditionally on this “skeleton” of the cohort \( \mathcal{F} \) the probability that individual \( j \) is ever being selected as a control in the nested case-control study is given by

\[
p_{0j} = 1 - \prod_{b_j < X_i < X_j} \left[ 1 - \frac{m}{Y_i - 1} D_i \right].
\]

(2.6)

This follows because the probability of being selected at time \( X_i \) is \((mD_i)/(Y_i - 1)\) if \( b_j < X_i < X_j \) and because the sampled control sets \( \mathcal{R}_{i0} \) are independent. Equation (2.6) is the key result of this paper.

In order to make use of this result we make the following

- **Assumption:** The complete covariate histories are obtained for both cases and controls.

Thus we need to know the functions \( Z_j(t) \) for \( b_j < t \leq X_j \) if individual \( j \) is either a case or a control. This is trivially fulfilled if the covariates are constants. In general the assumption appears not to be very restrictive. Valid methods of inference can be constructed if the assumption is weakened to requiring that the covariate histories are obtained only for the controls, but it is hard to imagine that this can be of practical importance. We will in the following make use of the probabilities, conditional on \( \mathcal{F} \),

\[
p_j = \begin{cases} 1 & D_j = 1 \\ p_{0j} & D_j = 0 \end{cases}
\]

of being included in the nested case-control study. We will also let \( V_{j0} \) be the indicator that individual \( j \) is ever selected as a control, and \( V_j = \max(D_j, V_{j0}) \) the indicator that individual \( j \) is ever either a case or a control. The set of all controls and cases ever sampled in the nested case-control study is denoted \( \mathcal{R} \), i.e. \( \mathcal{R} = \bigcup \mathcal{R}_i \) where the union is taken over all \( i \) such that \( D_i = 1 \).

2.4 The pseudo-likelihood approach

Similarly to Kalbfleisch & Lawless (1988) we now suggest to fit models that result in a log-likelihood like (2.4), e.g. models (2.1) and (2.2) with a parametric specified \( \lambda_0(t) = \lambda_0(t; \theta) \), by maximizing

\[
l_{(p)} = \sum_{i \in \mathcal{R}} \frac{1}{p_i} - l_i = \sum_{i=1}^{n} \frac{V_i}{p_i} l_i
\]

(2.7)
where

\[ l_i = D_i \log(\lambda_i(X_i)) - \int_{b_i}^{X_i} \lambda_i(s) ds \]

i.e. the log-likelihood contribution of individual \( i \) in the cohort.

Following Kalbfleisch & Lawless we use the term pseudo-log-likelihood for (2.7). We will also call derivatives of pseudo-log-likelihoods for pseudo-score functions and second derivatives for pseudo-information matrices.

For the proportional hazard model we further suggest that regression parameters be estimated by maximizing the following pseudo-partial-likelihood

\[ \tilde{L}_p(\beta) = \prod_{i=1}^{n} \left[ \exp(\beta'Z_i(X_i)) \right]^{D_i} \]  

(2.8)

where

\[ \tilde{S}^{(0)}(\beta, X_i) = \sum_{j \in R_i} \frac{V_j}{p_j} \exp(\beta'Z_j(X_i)) = \sum_{j \in R_i} \frac{1}{p_j} \exp(\beta'Z_j(X_i)). \]

Similar estimators were suggested in Prentice (1986), Prentice & Self (1988) and Kalbfleisch & Lawless (1988) for the case-cohort design. The estimators of Prentice and of Self & Prentice are somewhat simpler since the weighting by the inverse of the inclusion probabilities can be omitted. The pseudo-score function for Prentice’s estimator has expectation zero just like the score-function from the usual estimator for nested case-control studies obtained from (2.5).

Kalbfleisch & Lawless consider strata in which all individuals have the same probability of being selected, whereas in our situation these probabilities will generally differ from individual to individual. In our situation the \( p_j \) are functions of \( F \) and hence random variables. Although Kalbfleisch & Lawless consider given probabilities of being selected in the different strata the membership in for instance the stratum of cases is random. Thus the probability that an individual is being selected is a random variable also in the setting of Kalbfleisch & Lawless. This problem is not explicitly discussed by those authors and a formal justification of several of their results requires arguments similar to those that will be presented in the next section. In the setting of Kalbfleisch & Lawless the indicators of being selected are independent. This is in contrast with our situation and will make our calculation of the covariance matrices of the score functions more difficult also from a large sample perspective.
3 Outline of asymptotic properties

3.1 The inclusion probabilities

Let
\[ G = \{(b_i, X_i, D_i, Z_i(t)) ; b_i < t \leq X_i, i = 1, ..., n\} \]
i.e. \( G \) denotes the complete information in the cohort study. The skeleton of the cohort \( F \) is contained in \( G \), but all information regarding the sampling is given by \( F \).

We now have
\[ E[\frac{V_{0i}}{p_{0i}} | G] = E[\frac{V_{0i}}{p_{0i}} | F] = 1 \] and similarly \( E[\frac{V_i}{p_i} | G] = E[\frac{V_i}{p_i} | F] = 1 \).

Define \( Y(t) \) as the number of individuals at risk and \( R(t) \) the risk set at time \( t \).

When the cohort size \( n \) is large the probability of being included in the nested case-control study as a control for a particular individual \( i \) can then be approximated by

\[ p_{0i} \approx 1 - \exp(-m \int_{b_i}^{X_i} \lambda(t)dt) \]
under the assumptions that \( \inf_t Y(t) \) goes to infinity and that for some function \( \lambda(t) \),

\[ \frac{1}{Y(t)} \sum_{i \in R(t)} \lambda_i(t) \to \lambda(t) \]
uniformly in probability as \( n \to \infty \). This is so because under the stated assumptions

\[ \prod_{X_i < t} [1 - \frac{m}{Y_i - 1} D_i] \to \exp(-m \int_{X_k < t} \lambda(s)ds) \]
uniformly in probability. This limit is obtained along the lines of the proof of consistency for the Kaplan-Meier estimator (Andersen et al., 1993).

We will furthermore need the conditional (on \( G \) and on \( F \)) probabilities \( p_{0ij} \) where \( i \neq j \) that both individual \( i \) and individual \( j \) are selected as controls, or equivalently, the conditional probabilities \( q_{0ij} \) that neither \( i \) nor \( j \) are selected as controls. Letting \( V_{0i}(t) \) be the indicator that individual \( i \) is selected as a control at time \( t \) we thus need

\[ q_{0ij} = E[(1 - V_{0i})(1 - V_{0j}) | F] = E[\prod_{t,s}(1 - V_{0i}(t))(1 - V_{0j}(s)) | F] \]

Now, the control samples at different times are independent. Hence, if \( t \neq s \) then \( V_{0i}(t) \) and \( V_{0j}(s) \) are independent. Also if \( t \leq b_j \) or \( t \geq X_j \) only individual \( i \) may sampled as a control and similarly for individual \( j \). Thus
where the first product is taken over those \((t, s)\) such that \(b_i < t < X_i, b_j < s < X_j\) and \(t \neq s\) and the second over those \(t\) in \(< m_{1ij}, m_{2ij} >\) where \(m_{1ij} = \max(b_i, b_j)\) and \(m_{2ij} = \min(X_i, X_j)\). If \(m_{2ij} \leq m_{1ij}\) then the second product is replaced by 1. Now if \(m_{1ij} < X_k < m_{2ij}\) we have

\[
E[(1 - V_{oi}(X_k))(1 - V_{oj}(X_k)) | \mathcal{F}] = 1 - 2 \frac{m}{Y_k - 1} + \frac{m}{Y_k - 1} \frac{m - 1}{Y_k - 2}
\]

for \(k\) with \(D_k = 1\). Thus with

\[
\rho_{ij} = \frac{q_{0ij}}{(1 - p_{oi})(1 - p_{oj})} - 1,
\]

we obtain \(\rho_{ij} = 0\) if \(m_{2ij} \leq m_{1ij}\) and

\[
\rho_{ij} = \prod \left[1 - 2 \frac{mD_k}{Y_k - 1} + \frac{m(m - 1)D_k}{(Y_k - 1)(Y_k - 2)} \right]/\left[1 - \frac{mD_k}{Y_k - 1}\right]^2 - 1 \tag{3.1}
\]

otherwise. Again the product is taken over \(k\) such that \(m_{1ij} < X_k < m_{2ij}\). The interpretation of \(\rho_{ij}\) is given by

\[
\text{Cov}(V_{oi}, V_{oj} | \mathcal{G}) = \text{Cov}(1 - V_{oi}, 1 - V_{oj} | \mathcal{F}) = \rho_{ij}(1 - p_{oi})(1 - p_{oj}) \tag{3.2}
\]

Equation (3.1) and (3.2) both imply that \(\rho_{ij} \leq 0\). In Appendix A it is shown that asymptotically we have \(\rho_{ij} = -(m/n) \int \lambda(t)/y(t) dt + O_p(n^{-2}) = O_p(n^{-1})\) if in addition to the assumptions used for the asymptotic considerations of \(p_{oi}\) we also have \(Y(t)/n \rightarrow y(t)\) uniformly in probability where for some \(\epsilon > 0\) it hold that \(\inf_t y(t) > \epsilon\). This result will imply that though the \(V_{oi}\) are asymptotically uncorrelated the dependence may contribute also in the large sample variance of the pseudo-likelihood estimators.

### 3.2 The pseudo-likelihood estimator

In this subsection asymptotic properties of the pseudo-likelihood estimator (PSMLE) are addressed. We will obtain a formal requirement for consistency when assuming that the complete log-likelihood is concave. For asymptotic normality of the PSMLE we will rely on heuristics. Expressions for the covariance matrix of the pseudo-score and the expectation of the pseudo-information matrix are derived. Then assuming that the pseudo-score function divided by \(\sqrt{n}\) has a limiting normal distribution and that the usual Taylor-argument hold the approximate normal distribution of the PSMLE is determined by these two matrices and the true parameter value. The expressions for the covariance matrix of the pseudo-score and the expectation of the
pseudo-information matrix have natural estimators based on the data from the nested case-control study. From these one immediately obtains estimators of the covariance matrix of the PSMLE.

Let $\gamma = (\beta, \theta)$ summarize the $q(> p)$ dimensional parameters of the model and $\tilde{\gamma}' = (\tilde{\beta}', \tilde{\theta}')$ the PSMLE of $\gamma$. We now have

$$E l_p(\gamma) = E \sum_{i=1}^{n} l_i(\gamma) \mathbb{E}\left[\frac{V_i}{p_i} | \mathcal{G}\right] = E \sum_{i=1}^{n} l_i(\gamma) \mathbb{E}\left[\frac{V_i}{p_i} | \mathcal{F}\right] = E \sum_{i=1}^{n} l_i(\gamma) = E l(\gamma). \quad (3.3)$$

We assume that the complete log-likelihood $l(\gamma)$ is concave, that $l(\gamma)/n \rightarrow l_0(\gamma)$ in probability for each $\gamma$ and that the true parameter value $\gamma_0$ is the unique maximum of $l_0(\gamma)$. Using the argument of Andersen & Gill (1982) it turns out that the MLE $\hat{\gamma}$ is consistent. But since $l(\gamma)$ is concave it also holds true that the the pseudo-likelihood $l_p(\gamma)$ is concave. This is so because the pseudo-likelihood will coincide with a complete likelihood when observing $1/p_i$ individuals with the same covariates $Z_i(.)$, being observed for the same period $< b_i, X_i|$ and having the same indicator $D_i$ as individual $i$ (among those with $V_i = 1$). If now for all $\gamma$

$$\frac{1}{n}(l_p(\gamma) - l(\gamma)) = \frac{1}{n} \sum_{i=1}^{n} (\frac{V_i}{p_i} - 1)l_i(\gamma) \xrightarrow{P} 0 \quad (3.4)$$

then we also have pointwise convergence of $l_p(\gamma)/n \rightarrow l_0(\gamma)$ in probability and a second application of the argument of Andersen & Gill gives consistency of the PSMLE $\tilde{\gamma}$. From (3.3) we see that (3.4) hold if

$$\text{Var}\left(\frac{1}{n}(l_p(\gamma) - l(\gamma))\right) \rightarrow 0.$$ 

Since $\text{Cov}(V_i, V_j | \mathcal{G}) \leq 0$ we also have, similarly to (3.7) below, that

$$\text{Var}\left(\frac{1}{n}(l_p(\gamma) - l(\gamma))\right) < H_n(\gamma) = \frac{1}{n^2} E \sum_{i=1}^{n} l_i^2(\gamma) \frac{1 - p_i}{p_i}$$

and thus $H_n(\gamma) \rightarrow 0$ is sufficient to ensure consistency. It is however far from a necessary condition, indeed (3.4) alone without assuming a concave log-likelihood provide a strong heuristic argument for consistency of $\tilde{\gamma}$.

Turning towards the covariance matrix of the PSMLE let $u(\gamma)$ be the score-function and $I(\gamma)$ be the observed information of $l(\gamma)$. Similarly let $u_p(\gamma)$ and $I_p(\gamma)$ be the pseudo-score-function and the pseudo-information. We will also need the contribution $u_i(\gamma)$ to the score function from individual no. $i$. Now $u(\gamma) = \sum_{i=1}^{n} u_i(\gamma)$ and $u_p(\gamma) = \sum_{i=1}^{n} V_i u_i(\gamma)/p_i$ and similar equations hold true for $I$ and $I_p$. At the true parameter
value $\gamma_0$ we write $l = l(\gamma_0), u = u(\gamma_0), I = I(\gamma_0), u_\rho = u_\rho(\gamma_0), I_\rho = I_\rho(\gamma_0)$ and $u_i = u_i(\gamma_0)$.

Similarly to (3.3) we have that

$$Eu_\rho(\gamma) = Eu(\gamma) \text{ and } EI_\rho(\gamma) = EI(\gamma)$$

(3.5)

and also that $u_\rho$ and $u_\rho - u$ are uncorrelated, thus

$$VAR(u_\rho) = VAR(u) + VAR(u_\rho - u)$$

(3.6)

where $VAR(X)$ denotes the covariance matrix of $X$. The last term in (3.6) can be written, with $v \otimes v = vv^t$,

$$\Delta_n = VAR(u_\rho - u) = E[\sum_{i=1}^n u_i \otimes v_i Var(V_i | G) + \sum_{i \neq j} u_i u_j Cov(V_i, V_j | G)],$$

thus

$$\Delta_n = E[\sum_{i=1}^n u_i \otimes v_i \frac{1 - p_i}{p_i} + \sum_{i \neq j} u_i u_j \frac{(1 - p_i)(1 - p_j)\rho_{ij}}{p_ip_j}].$$

(3.7)

Also letting $\Sigma_n = VAR(u) = EI = EI_\rho$ we conjecture that $\tilde{\gamma}$ has an approximate normal distribution with expectation $\gamma_0$ and covariance matrix $\Sigma_n^{-1} + \Sigma_n^{-1} \Delta_n \Sigma_n^{-1}$. Letting $n \to \infty$ we will under weak assumptions have that $n^{-1} \Sigma_n \to \Sigma$ and $n^{-1} \Delta_n \to \Delta$ for semi-positive matrices $\Sigma$ and $\Delta$. We will assume that $\Sigma$ and $\Sigma_n$ are positive definite. Note here that the second term in $n^{-1} \Delta_n$ generally will not vanish since $\rho_{ij} = O_p(n^{-1})$, thus the dependence between the sampling indicators may matter also when the sample is large.

From the nested case-control study we may estimate the covariance matrix of $\tilde{\gamma}$ by estimates $\tilde{\Sigma}_n = I_\rho(\tilde{\gamma})$ of $\Sigma_n$ and

$$\tilde{\Delta}_n = \sum_{i=1}^n V_i u_i(\tilde{\gamma}) \otimes v_i \frac{1 - p_i}{p_i^2} + \sum_{i \neq j} \frac{V_i V_j (1 - p_i)(1 - p_j)\rho_{ij}}{p_ip_j} u_i(\tilde{\gamma}) u_j(\tilde{\gamma})^t$$

(3.8)

of $\Delta_n$. Here $p_{0ij} = E[V_{0i} V_{0j} | F] = \rho_{ij}(1 - p_{0i})(1 - p_{0j}) + p_{0i} p_{0j}$. Since $\rho_{ij} = O_p(n^{-1})$ we can substitute $p_{0ij}$ by $p_ip_j$ if $n$ is large. Note that in $\Delta_n$ only controls contribute to the sums and it thus does not matter if we write $p_i$ or $p_{0i}$.

In order to formalize the above argument it appears natural to follow the approach of Self & Prentice (1988). Let $F(x; \Gamma)$ denote the cumulative of the q-dimensional normal distribution with expectation zero and covariance matrix $\Gamma$. It is known that $\text{pr}(u/\sqrt{n} \leq x) \to F(x; \Gamma)$. Assume that also, when $G_n$ is the complete cohort information with $n$ individuals,
Then

$$\text{pr}\left( \frac{1}{\sqrt{n}}(u(p) - u) \leq y | \mathcal{G}_n \right) \to F(y; \Delta).$$

Then

$$\text{pr}\left( \frac{1}{\sqrt{n}}u \leq x, \frac{1}{\sqrt{n}}(u(p) - u) \leq y \right) = EI\left\{ \frac{1}{\sqrt{n}}u \leq x \right\} \text{pr}\left( \frac{1}{\sqrt{n}}(u(p) - u) \leq y | \mathcal{G}_n \right) \to F(x; \Sigma)F(y; \Delta) \quad (3.9)$$

by the dominated convergence theorem. Thus \( u/\sqrt{n} \) and \( (u(p) - u)/\sqrt{n} \) each converge to normal distributions and they are asymptotically independent. The problem here is proving the convergence of \( (u(p) - u)/\sqrt{n} \). In the situation of Self & Prentice (1988) the variables corresponding to the \( V_i \) were indicators of being sampled by simple random sampling. They thus could apply a finite population large sample result of Hajek(1961) discussed by e.g. Cochran (1977) and Lehman (1975). In the present situation the sampling distribution is rather nonstandard and it is not much hope of finding a result directly from the literature. However, conditionally on the cohort information \( \mathcal{G} \), the sampling distribution of the \( V_{\Omega i} \) is fairly simple and one would believe that it is possible to furnish a proof of such a result.

### 3.3 The pseudo partial likelihood estimator

We now turn to semi-parametric estimators in the proportional hazard model. Let, with \( \psi^0 = 1, \psi^1 = \psi \) and \( \psi^2 = \nu \psi \),

$$S^{(r)}(\beta, t) = \sum_{j \in R(t)} Z_j^{X_{j}} \exp(\beta' Z_j) \quad \text{and} \quad \tilde{S}^{(r)}(\beta, t) = \sum_{j \in R(t)} \frac{V_j}{n} Z_j^{X_{j}} \exp(\beta' Z_j).$$

The score-function and the information matrix of the Cox-likelihood (2.3) then equals

$$U_C(\beta) = \frac{n}{\sum_{i=1}^{n} [Z_i - \frac{S^{(1)}(\beta, X_i)}{S^{(0)}(\beta, X_i)}] D_i} \quad \text{and} \quad I_C(\beta) = \frac{n}{\sum_{i=1}^{n} \left[ \frac{S^{(2)}(\beta, X_i)}{S^{(0)}(\beta, X_i)} - \frac{S^{(1)}(\beta, X_i)}{S^{(0)}(\beta, X_i)} \psi^2 \right] D_i}$$

while the pseudo-score \( \tilde{U}_{(p)}(\beta) \) and pseudo-information \( \tilde{I}_{(p)}(\beta) \) corresponding to (2.8) are given by substituting \( S^{(r)}(\beta, t) \) in the equations above by \( \tilde{S}^{(r)}(\beta, t) \).

In this case we now longer have \( E\tilde{U}_{(p)}(\beta) = EU(\beta) \) or \( E\tilde{I}_{(p)}(\beta) = EI(\beta) \). Rather the equalities that correspond to (3.5) are

$$E\tilde{S}^{(r)}(\beta, t) = ES^{(r)}(\beta, t)$$

Pointwise convergence in probability of \( n^{-1}(\tilde{S}^{(r)}(\beta, t) - S^{(r)}(\beta, t)) \) to zero can be ensured by assumptions corresponding to those e.g. leading to (3.4). We will assume the stronger
in probability. As the standard conditions of convergence of the Cox-estimator require that \( n^{-1} S^{(0)}(\beta, t) \) converge to a function bounded away from zero we then have

\[
\frac{1}{n} \left( \ln(\tilde{L}_p(\beta)) - \ln(L_C(\beta)) \right) = \frac{1}{n} \sum_{i=1}^{n} \ln \left( \frac{S^{(0)}(\beta, X_i)}{S^{(0)}(\beta, X_i)} \right) D_i \to 0
\]  

(3.10)

in probability. The Cox-likelihood (2.3) is log-concave and the pseudo-partial likelihood (2.8) retains this property by the corresponding argument for concave pseudo-log-likelihoods. The pointwise convergence (3.10) implies that the maximizer of (2.8) \( \hat{\beta} \) is consistent by the same argument giving consistency of the usual Cox-estimator (Andersen & Gill, 1982).

Define \( Y_j(t) = I\{b_j < t \leq X_j\} \). Now letting

\[
W_j^0(\beta) = \sum_{i=1}^{n} [Z_j(X_i) - \frac{S^{(1)}(\beta, X_i)}{S^{(0)}(\beta, X_i)} Y_j(X_i) \exp(\beta' Z_j(X_i))] D_i \frac{w_j(\beta)}{S^{(0)}(\beta, X_i)}
\]

we find, with \( U_C \) and \( \tilde{U}_p \) being the score and the pseudo-score and \( W_j^0 \) being \( W_j^0(\beta) \) at the true parameter value that

\[
\tilde{U}_p - U_C = \sum_{j=1}^{n} (1 - \frac{V_j}{p_j}) W_j^0.
\]

It can be shown that with

\[
W_j = \int [Z_j(t) - \frac{S^{(1)}(\beta, t)}{S^{(0)}(\beta, t)}] Y_j(t) \exp(\beta' Z_j(t)) \lambda_0(t) dt,
\]

then \( W_j - W_j^0 \to 0 \) in probability. Under regularity assumptions it also hold that

\[
\frac{1}{\sqrt{n}} \left( [\tilde{U}_p - U_C - \sum_{j=1}^{n} (1 - \frac{V_j}{p_j}) W_j] \right) = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} (1 - \frac{V_j}{p_j}) (W_j^0 - W_j) \to 0
\]

in probability. From this it follows that \( n^{-\frac{1}{2}} \tilde{U}_p(\beta) \) and

\[
\frac{1}{\sqrt{n}} U_C + \frac{1}{\sqrt{n}} \sum_{j=1}^{r} (1 - \frac{V_j}{p_j}) W_j
\]

(3.11)

has the same limiting distribution. Note that the \( W_j \) do not depend on the sampling, but only on the cohort information \( G \). The two terms in (3.11) both have expectation zero. Furthermore they are uncorrelated likewise \( u \) and \( u_p(\beta) - u \) in the parametric
setting. We have that the covariance matrix of the score $U_c$ equals $\Sigma_c = E I_C(\beta_0)$ and that the covariance matrix of the second term in (3.11) is given by

$$\Delta_c^n = \text{VAR}(\sum_{j=1}^n (1 - \frac{V_j}{P_j})W_j) = E[\sum_{i=1}^n W_i \otimes 2 \frac{1 - P_i}{P_i} + \sum_{i \neq j} W_i W_j (1 - P_i)(1 - P_j)\rho_{ij}]/P_i P_j].$$

By the assumptions of Andersen & Gill (1982) we have that $n^{-1}\Sigma_c \to \Sigma_C$ for some positive definite matrix $\Sigma_C$. It will also hold true that $n^{-1}I_{(p)}$ will converge to $\Sigma_C$. Furthermore $n^{-1}\Delta_c^n$ will converges to a semi-positive definite matrix $\Delta_C$. Assuming that also

$$n^{-1}(\beta - \beta) \text{ will converges to a semi-positive definite matrix } \Delta_C.$$ yielding

$$n^{-1} \Delta_c^n = \frac{1}{\sqrt{n}} \sum_{j=1}^n (1 - \frac{V_j}{P_j})W_j$$

is converging in distribution to normal distribution with expectation zero and covariance matrix $\Delta_C$ an argument corresponding to (3.9) shows that $n^{-1/2}\tilde{U}_{(p)}$ is also approximately normal with expectation zero and with covariance matrix $\Sigma_C + \Delta_C$. The usual Taylor expansion argument then gives that $\sqrt{n}(\tilde{\beta} - \beta)$ is approximately normal with expectation zero and covariance matrix $\Sigma_C^{-1} + \Sigma_C^{-1}\Delta_C\Sigma_C^{-1}$. Estimators of the matrices $\Sigma_C$ and $\Delta_C$ are respectively $n^{-1}I_{(p)}(\tilde{\beta})$ and

$$n^{-1} \tilde{\Delta}_c^n = n^{-1}[\sum_{i=1}^n V_i (\tilde{W}_i^0) \otimes 2 \frac{1 - P_i}{P_i^2} + \sum_{i \neq j} V_i V_j (1 - P_i)(1 - P_j)\rho_{ij} \tilde{W}_i^0(\tilde{W}_j^0)] (3.12)$$

where $\tilde{W}_i^0 = W_i^0(\tilde{\beta})$. In the last equation we may, as for (3.8), substitute $p_{0ij}$ by $p_{0i}p_{0j}$.

### 3.4 Estimators given by explicit expressions

By estimators given by explicit expressions we have in mind for instance the Kaplan-Meier estimator $\tilde{F}(t) = 1 - \prod_{X_i \leq t}[1 - D_i/Y(X_i)]$ of a common distribution function $F(t)$, the Nelson-Aalen estimator $\tilde{\Lambda}(t) = \sum_{X_i \leq t} D_i/Y(X_i)$ of the corresponding cumulative hazard function $\Lambda(t) = -\ln(1 - F(t))$ and the Breslow-estimator $\tilde{\lambda}_0(t) = \sum_{X_i \leq t} D_i/S^{(0)}(\beta, X_i)$ of a cumulative baseline hazard under the proportional hazard model. Here $\beta$ is he Cox-estimator obtained by maximizing (2.3).

Letting $\tilde{Y}(t) = \sum_{i=1}^n V_i Y_i(t)/p_i$ and substituting $Y(X_i)$ by $\tilde{Y}(X_i)$ in the Kaplan-Meier and Nelson-Aalen estimators we get estimators $\tilde{F}(t)$ and $\tilde{\Lambda}(t)$ of $F(t)$ and $\Lambda(t)$ using only data from the nested case-control study. Similarly substituting $S^{(0)}(\beta, X_i)$ by $\tilde{S}^{(0)}(\beta, X_i)$ in $\tilde{\lambda}_0(t)$ we also arrive at an analogue $\tilde{\lambda}_0(t)$ from the nested case-control study.
We refrain from going through the details in conjecturing the asymptotic properties of these estimators. This however can be done by arguments similar to those in the parametric and semi-parametric situations presented above. The conjectures, however, are stated below.

Let under an i.i.d. model \( \lambda(t) \) equal the common hazard rate and let \( y(t) \) be probability of being in the risk set at time \( t \). Define

\[
\Delta^u_n(t) = \sum_{i=1}^{n} v_i(t)^2 \frac{1 - p_i}{p_i} + \sum_{i \neq j} v_i(t) v_j(t) \frac{(1 - p_i)(1 - p_j) \rho_{ij}}{p_i p_j}.
\]

Assuming that \( n^{-1} \Delta^u_n(t) \) is converging in probability to \( \Delta^u(t) \), then \( \sqrt{n}(\hat{\Lambda}(t) - \Lambda(t)) \) is approximately normal with expectation zero and variance \( \hat{h}(t) = \int_0^t y(s)^{-1} \lambda(s) ds + \Delta^u(t) \). Similarly \( \sqrt{n}(\hat{F}(t) - F(t)) \) is also normal, having expectation zero and variance \( (1 - F(t))^2 h(t) \). One may also derive corresponding expressions for the covariance functions of \( \sqrt{n}(\hat{\Lambda}(.) - \Lambda(.) ) \) and \( \sqrt{n}(\hat{F}(.) - F(.)) \). Estimates of \( \Delta^u(t) \) and hence the variance of \( \hat{F}(t) \) and \( \hat{\Lambda}(t) \) are obtained as equations similar to (3.8) and (3.12).

Actually the Kaplan-Meier and Nelson-Aalen estimators on the complete cohort is determined by the skeleton \( F \) and these estimators can thus be calculated within the nested case-control study. The estimators \( \hat{S}(t) \) and \( \hat{\Lambda}(t) \) are then necessarily inferior. However, we may be interested in the incidence in some subgroup indexed by \( S \). This incidence may be estimated by \( \hat{S}(t) \) and \( \hat{\Lambda}(t) \) redefined taking the sums and products only over \( i \in S \). The same asymptotic properties follows only by redefining \( y(t) \) as the probability of being under observation in the subgroup \( S \).

Under the proportional hazard model (2.1) let \( \theta(t) \) be the asymptotic variance function of \( \sqrt{n}(\hat{\Lambda}(t) - \Lambda(t)) \). The explicit form of \( \theta(t) \) can be found in e.g Andersen & Gill (1982) or Andersen et al. (1993). Let furthermore \( s^{(0)}(\beta, t) \) the limit (in probability) of \( n^{-1} \hat{S}^{(0)}(\beta, t) \) and

\[
w_i(t) = \int_0^t Y_i(s) \exp(\beta' Z_i) s^{(0)}(\beta, s)^{-1} \lambda_0(s) ds.
\]

Define \( \Delta^w(t) \) in the same way as \( \Delta^u(t) \) above only substituting \( v_i(t) \) by \( w_i(t) \). Now \( \sqrt{n}(\hat{\Lambda}_0(t) - \Lambda_0(t)) \) converge to a normal distribution with expectation zero and variance \( \theta(t) + \Delta^w(t) \).

We mention that Borgan & Langholz (1995) present other estimators of \( F(t), \Lambda(t) \) and \( \Lambda_0(t) \) in nested case-control studies. The relative merits of their estimators and those presented here is a worthwhile problem that have not yet been studied. Borgan & Langholz (1995) also discuss estimation of time-varying standardized mortality ratios. One may construct alternative estimators in the same spirit as \( \hat{\Lambda}(t) \) and \( \Lambda_0(t) \).
4 A simulation study

The models that have been simulated are proportional hazard models with Weibull baseline hazards. This way it is possible to check how the pseudo-likelihood (2.7) may work with a parametric regression model and at the same time compare the performance of the usual partial likelihood estimator (2.5) with the pseudo-partial likelihood estimator (2.8). The issues that are considered are bias of the estimators and their variance estimators, normal approximation of the estimators and efficiency of the pseudo-likelihood estimators compared to the complete cohort estimators and to the partial likelihood estimator of nested case-control data. Efficiency is given both as asymptotic and empirical relative efficiency. Asymptotic relative efficiency (ARE) between two estimators is defined as the ratio between the average of the estimated variances of the estimators. Empirical relative efficiency (ERE) is similarly defined as the ratio between the empirical variances. It is also looked at coverage probabilities determined as the proportions of the simulations for which the true parameter value falls within the usual Wald 95 % confidence interval, i.e. the estimate ±1.96 estimated standard deviations.

The models have one covariate $Z_i$ sampled from a uniform [0, 1] distribution. The model is thus given by $\lambda_i(t) = \exp(\beta Z_i + \gamma) \theta t^{\theta-1}$. The shape parameter $\theta$ is always put equal to 2, the regression parameter $\beta$ is put equal to 1, the value zero is used for the intercept $\gamma$ and the cohort size $n$ is 1000. The simulation schemes differ with respect to the number of controls per case with values $m = 1$ or 3 and to the correspondence between the right censoring times $C_i$ and the covariates $Z_i$. In Schemes 1 and 2 $C_i$ and $Z_i$ are independent whereas in Schemes 3 and 4 the $C_i$ are proportional to $Z_i$. In both cases the censoring times are uniformly distributed. The upper limit in the uniform distribution of $C_i$ is chosen so that the expected number of cases is 125. The simulations are repeated 500 times.

The parameter and variance estimates were computed on the simulated cohort in all simulations. This permits calculation of ARE and ERE relative to the cohort data. For the pseudo-likelihood estimator under the parametric model the efficiencies are relative to the parametric estimates, for both partial and pseudo-likelihood they are relative to the Cox-estimator. For ease of presentation other results on the cohort are omitted when they are not relevant to the behavior on the sample data.

The simulations were carried out in Splus. With the baseline hazard being the left unspecified estimates were obtained by the Cox-regression procedure in that program, directly on the cohort, by stratification on case-control set for the partial likelihood nested case-control estimator and by weighting by $1/p_i$ for the pseudo-likelihood estimator. With the Weibull baseline hazard a Splus function was written optimizing the parametric likelihood by the Newton-Raphson method. This function allowed for
weighting and it was thus possible to calculate the pseudo-likelihood estimates. To correct the covariance matrices calls to separately written C-routines calculating the matrices $\tilde{\Delta}_n$ and $\tilde{\Delta}_n^C$ were applied. The C-routines were necessary because for-loops in Splus proved to be impractically slow and a matrix approach besides being slower than the C-routines needed matrices having high dimensions. Appendix B contains some details.

In simulation scheme 1 the $C_i$ are uniformly distributed on $[0, 0.5]$ and independent of $Z_i$. The number of controls per case $m$ equals 1. The results from simulating this model are presented in Table 4.1.

**Table 4.1.** Averages, minimum and maximum of parameter estimates, average of variance estimates, empirical variances, coverage probabilities of 95% confidence intervals and asymptotic and empirical relative efficiencies from 500 simulations under Scheme 1 for pseudo-likelihood under parametric model and pseudo-likelihood and partial likelihood under semi-parametric model. ARE and ERE are relative to the cohort.

<table>
<thead>
<tr>
<th></th>
<th>Aver. est.</th>
<th>Min. est.</th>
<th>Max. est.</th>
<th>Aver. var.</th>
<th>Emp. var.</th>
<th>Cover. (%)</th>
<th>ARE</th>
<th>ERE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parametric</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pseudo-likelihood</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shape par. $\theta$</td>
<td>2.008</td>
<td>1.571</td>
<td>2.531</td>
<td>0.0267</td>
<td>0.0287</td>
<td>94.4</td>
<td>0.81</td>
<td>0.78</td>
</tr>
<tr>
<td>Intercept $\gamma$</td>
<td>0.013</td>
<td>-0.847</td>
<td>0.854</td>
<td>0.0919</td>
<td>0.1004</td>
<td>94.8</td>
<td>0.71</td>
<td>0.69</td>
</tr>
<tr>
<td>Regr. par. $\beta$</td>
<td>0.999</td>
<td>-0.108</td>
<td>2.143</td>
<td>0.1845</td>
<td>0.1871</td>
<td>95.0</td>
<td>0.55</td>
<td>0.55</td>
</tr>
<tr>
<td><strong>Semi-parametric</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pseudo-likelihood</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regr. par. $\beta$</td>
<td>1.002</td>
<td>-0.119</td>
<td>2.196</td>
<td>0.1842</td>
<td>0.1896</td>
<td>94.6</td>
<td>0.47</td>
<td>0.46</td>
</tr>
<tr>
<td><strong>Semi-parametric</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>partial likelihood</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regr. par. $\beta$</td>
<td>0.999</td>
<td>-0.231</td>
<td>2.460</td>
<td>0.2167</td>
<td>0.2232</td>
<td>94.6</td>
<td>0.55</td>
<td>0.54</td>
</tr>
</tbody>
</table>

There is no bias to be found on the parameter estimates in this scheme. The variance estimates appears slightly smaller than the unbiased empirical variance estimates, but they are within what may be explained by random variation. The coverage probabilities are in good agreement with a 95% confidence level. The normal approximation seemed to be acceptable for all estimators. The results on the parametric and semi-parametric regression parameter are quite similar, indeed the empirical correlation between these two estimates is as high as 0.998. The corresponding correlations with
the partial likelihood estimator are about 0.92. Actually the partial likelihood estima-
tors appears to be more dispersed than the two pseudo-likelihood estimators. We find
that both the ARE and the ERE between the semi-parametric pseudo-likelihood and
the partial likelihood estimators are 0.85. On the regression parameter the efficiencies
relative to the cohort were in good agreement on the case-control rule of thumb
\(m/(m + 1) = 0.5\), but the other parameters seem to be estimated more efficiently.

Scheme 2 is the same as Model 1 for the cohort but in this case the number of controls
\(m\) equals 3. Results for this model is given in Table 4.2.

Table 4.2. Averages, minimum and maximum of parameter estimates, average of
variance estimates, empirical variances, coverage probabilities of 95% confidence in-
tervals and asymptotic and empirical relative efficiencies from 500 simulations under
Scheme 2 for pseudo-likelihood under parametric model and pseudo-likelihood and
partial likelihood under semi-parametric model. ARE and ERE are relative to the
cohort.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Parametric pseudo-likelihood</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shape par. (\theta)</td>
<td>2.024</td>
<td>1.553</td>
<td>2.629</td>
<td>0.0232</td>
<td>0.0248</td>
<td>94.6</td>
<td>0.94</td>
<td>0.93</td>
</tr>
<tr>
<td>Intercept (\gamma)</td>
<td>0.034</td>
<td>-0.753</td>
<td>0.830</td>
<td>0.0724</td>
<td>0.0783</td>
<td>93.6</td>
<td>0.90</td>
<td>0.91</td>
</tr>
<tr>
<td>Regr. par. (\beta)</td>
<td>0.989</td>
<td>-0.060</td>
<td>1.929</td>
<td>0.1211</td>
<td>0.1162</td>
<td>95.6</td>
<td>0.83</td>
<td>0.88</td>
</tr>
<tr>
<td>Semi-parametric pseudo-likelihood</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regr. par. (\beta)</td>
<td>0.988</td>
<td>-0.051</td>
<td>1.935</td>
<td>0.1212</td>
<td>0.1164</td>
<td>95.4</td>
<td>0.83</td>
<td>0.88</td>
</tr>
<tr>
<td>Semi-parametric partial likelihood</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regr. par. (\beta)</td>
<td>0.998</td>
<td>-0.148</td>
<td>2.095</td>
<td>0.1364</td>
<td>0.1315</td>
<td>96.2</td>
<td>0.74</td>
<td>0.78</td>
</tr>
</tbody>
</table>

In Scheme 2 it appears that there is some bias on the shape parameter and inter-
cept estimates. However, this bias is present also on the cohort. Again there are
no indications that the variance estimates are biased, the coverage percentages of
the confidence intervals are in fair agreement with the 95% confidence level and the
distributions of the estimates seems to be well approximated by normal distributions.
The efficiencies relative to the cohort increases as would be expected, but the
pseudo-likelihood estimates of the regression parameter are now better than what the
\(m/(m + 1)\) rule would indicate. Again the semi-parametric pseudo-likelihood estimate
is efficient to the partial likelihood estimate (ARE/ERE=0.89).

In Scheme 3 the we have the relation \( C_i = Z_i/2.24 \) between the censoring times \( C_i \) and the covariate \( Z_i \). The number of controls equals 1. Results for the model is given in Table 4.3.

Table 4.3. Averages, minimum and maximum of parameter estimates, average of variance estimates, empirical variances, coverage probabilities of 95% confidence intervals and asymptotic and empirical relative efficiencies from 500 simulations under Scheme 3 for pseudo-likelihood under parametric model and pseudo-likelihood and partial likelihood under semi-parametric model. ARE and ERE are relative to the cohort.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parametric</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pseudo-likelihood,</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shape par. ( \theta )</td>
<td>2.020</td>
<td>1.578</td>
<td>2.515</td>
<td>0.0309</td>
<td>0.0313</td>
<td>94.6</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>Intercept ( \gamma )</td>
<td>0.050</td>
<td>-1.892</td>
<td>1.948</td>
<td>0.3944</td>
<td>0.3763</td>
<td>95.4</td>
<td>0.81</td>
<td>0.81</td>
</tr>
<tr>
<td>Regr. par. ( \beta )</td>
<td>0.968</td>
<td>-0.871</td>
<td>3.327</td>
<td>0.4500</td>
<td>0.4380</td>
<td>96.2</td>
<td>0.71</td>
<td>0.71</td>
</tr>
<tr>
<td><strong>Semi-parametric</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pseudo-likelihood,</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regr. par. ( \beta )</td>
<td>0.953</td>
<td>-0.981</td>
<td>3.451</td>
<td>0.4677</td>
<td>0.4573</td>
<td>95.8</td>
<td>0.72</td>
<td>0.72</td>
</tr>
<tr>
<td><strong>Semi-parametric</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>partial likelihood,</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regr. par. ( \beta )</td>
<td>1.001</td>
<td>-1.239</td>
<td>3.834</td>
<td>0.7160</td>
<td>0.7033</td>
<td>96.4</td>
<td>0.47</td>
<td>0.47</td>
</tr>
</tbody>
</table>

The variances of the estimators are larger under this simulation scheme. This is so because the variation in the covariates is small for large failure times. Thus although the average estimate values deviate more from the true parameter values there is no obvious bias. Again variance estimates correspond well to empirical estimates and the coverage is in accordance with the confidence level. The normal approximations of the estimators still seem roughly to be justified, but there are signs of heavy right tails on the regression parameter estimators. The parametric estimate is somewhat more efficient than the semi-parametric, a trend also found on the cohort, and this is likely explained by the strong dependence between censoring time and covariate. Regarding efficiencies there is hardly any loss on the shape parameter. Also the pseudo-likelihood regression parameter estimators do well compared to the case-control rule of thumb. The efficiency of the usual nested case-control partial likelihood estimator compared
to the pseudo-likelihood estimators is now as small as 0.65.

Scheme 4 equals Scheme 3 for the cohort, but the number of controls $m$ is like in Scheme 2 equal to 3.

**Table 4.4.** Averages, minimum and maximum of parameter estimates, average of variance estimates, empirical variances, coverage probabilities of 95% confidence intervals and asymptotic and empirical relative efficiencies from 500 simulations under Scheme 4 for pseudo-likelihood under parametric model and pseudo-likelihood and partial likelihood under semi-parametric model. ARE and ERE are relative to the cohort.

<table>
<thead>
<tr>
<th></th>
<th>Aver. est.</th>
<th>Min. est.</th>
<th>Max. est.</th>
<th>Aver. var.</th>
<th>Emp. var.</th>
<th>Cover. (%)</th>
<th>ARE</th>
<th>ERE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parametric pseudo-likelihood, Shape par. $\theta$</td>
<td>2.005</td>
<td>1.580</td>
<td>2.754</td>
<td>0.0300</td>
<td>0.0349</td>
<td>91.4</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>-0.015</td>
<td>-1.688</td>
<td>1.910</td>
<td>0.3339</td>
<td>0.3840</td>
<td>94.4</td>
<td>0.94</td>
<td>0.95</td>
</tr>
<tr>
<td>Regr. par. $\beta$</td>
<td>1.033</td>
<td>-0.641</td>
<td>2.801</td>
<td>0.3490</td>
<td>0.3807</td>
<td>94.4</td>
<td>0.91</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Semi-parametric pseudo-likelihood Regr. par. $\beta$</td>
<td>1.051</td>
<td>-0.564</td>
<td>2.931</td>
<td>0.3668</td>
<td>0.4004</td>
<td>95.6</td>
<td>0.91</td>
<td>0.90</td>
</tr>
<tr>
<td>Semi-parametric partial likelihood Regr. par. $\beta$</td>
<td>1.062</td>
<td>-0.773</td>
<td>3.235</td>
<td>0.4498</td>
<td>0.4852</td>
<td>93.6</td>
<td>0.74</td>
<td>0.75</td>
</tr>
</tbody>
</table>

The averages of the semi-parametric estimators in Scheme 4 borders to a significant bias, however they are not much worse than the average semi-parametric cohort estimator of 1.044. Similarly the coverage percentage of 91.6 on the shape parameter is significantly to small, but the corresponding number on the cohort is 92.2. The averages of the variances are all smaller than the empirical variances, assuming that $499S^2/\sigma^2 \sim \chi^2_{399}$ where $S^2$ is an empirical variance and $\sigma^2$ the true variance they are on the borderline of the confidence interval based on the empirical variances. The empirical and asymptotic efficiencies, however, are in good agreement, and as would be expected bigger than those of Model 3. The partial likelihood estimator is still less efficient than the semi-parametric pseudo-likelihood estimator, now with a factor about 0.8.

The behavior of the pseudo-likelihood estimators have also been studied in several
other situations. For one it has been looked at how the estimators perform when there is no effect of the covariate, i.e. $\beta = 0$. In order to compare with the previous results 4 new schemes, comparable to Schemes 1-4 respectively were carried out. Thus in all 4 the cohort size was 1000 and the expected number of cases were 125. The new schemes thus differed from each other with respect to the number of controls and whether the censoring times and covariates were independent. They also differed from Scheme 1-4 with respect to the value of $\gamma$. In general the results in the new schemes were quite similar to those of the previous schemes with respect to bias of parameter and variance estimators and with respect to normal approximations. The efficiency results were also quite comparable, but the gains for the semi-parametric pseudo-likelihood estimators over the partial likelihood counterpart were somewhat smaller.

It has furthermore been studied how the cohort size affects the results. New schemes were set up with cohort sizes of 5000, but with the expected number of cases still at 125. The regression parameter had values 1 and 0, censoring was independent or proportional to the covariate and the intercepts were adjusted accordingly. In these schemes there were only one control per case. Again there was no indication that the pseudo-likelihoods failed to work and the efficiency results were similar to those already presented. When censoring was independent of covariates the efficiency improvement of the pseudo-likelihood estimator relative to the partial likelihood estimator was negligible, but when $Z_i \propto C_i$ and $\beta = 1$ the improvement was still about 30%.

A couple of schemes were set up to see how the estimators performed with a very small expected number of cases, chosen to 25. The cohort size was 5000 and the regression parameter was 1 in both schemes. In the first scheme there was one control per case and the covariates and censoring times were independent. In the second scheme there were 3 controls per case and censoring was proportional to covariates. There were no indications of bias, but the distributions of the parameters began to show skewness and some heavy tails. In both situations the pseudo-likelihood estimators were less efficient compared to the cohort than in the previously presented models, but the semi-parametric pseudo-likelihood still was better than its partial likelihood counterpart.

In a last set of the schemes the situation in Scheme 1 was repeated only increasing the cohort size to 5000. The purpose of these runs were to check the performance of the variance estimates of normalized differences, say $\sqrt{n}(\hat{\theta} - \theta_0)$. It turned out that the empirical variances of these variance estimates were about one fifth of those when the cohort size was 1000. This is in accordance with the variances of these variance estimates decreasing at the usual rate $1/n$. 
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5 Application on a data set

Eskild et al. (1993) report a follow-up study of 1009 intravenous drug users (IVDU) in Oslo, Norway. The drug users were included in the study when taking a test of having been infected with the human immunodeficiency virus (HIV). The aim of the study was to compare mortality rates between HIV positive and HIV negative IVDUs and at the same time adjust for potentially confounding variables. The HIV tests were taken in the period 1985-1991, follow up is until death or the end of the study period January 1st 1991 and time is measured as time since inclusion in the study. Time of death was obtained from the National Cause of Death Registry for totally 87 individuals. The mean follow up time was 3 years (range 1-67 months). In this paper only the covariates HIV serostatus (positive / negative) at inclusion in the study, age at inclusion in the study and sex are used. 18% of the IVDUs were HIV-positive, 36% were women and the mean age was 27 years (range 14-50). Here the data are reanalyzed using the developed and the usual nested case-control methodology. Of course the complete follow up data are available and our aim is only to give an example on how the pseudo-likelihood approach work on a real data set.

The data are analyzed under the proportional hazard model given by \( \lambda_i(t)/\lambda_0(t) = \exp(\beta_1 Z_{1i} + \beta_2 Z_{2i} + \beta_3 Z_{3i}) \) where \( Z_{1i} \) is age in years divided by 10, in order to get estimates of the same order of magnitude, and \( Z_{2i} \) and \( Z_{3i} \) binary covariates indicating respectively HIV-infection and women. The baseline hazard function is specified as a Weibull hazard \( \lambda_0(t) = \exp(\gamma)\theta t^{(\theta-1)} \), an exponential hazard \( (\theta = 1) \) and is left unspecified. The cohort estimators are obtained under all three specifications. Nested case-control sampling is performed 500 times with 1 and with 3 controls per case.

When the baseline hazard was Weibull or left unspecified the Splus routines developed for the simulation study were used. Under the exponential hazard data are fitted with the generalized linear model procedure (with a Poisson family specification) in Splus. This procedure allows for weighting. The variances for the pseudo-likelihood estimators were calculated by help of calls to the C-routines used in the simulations.

Results are given in Tables 5.1. In column 1 and 2 of Table 5.1 the parameter estimates and the standard error estimates for the cohort data (\( SE_0 \)) are given. (Under the semiparametric model the same results are reported both as pseudo-likelihood and partial likelihood). Columns 3 and 7 give the average parameter estimates over the control samples for respectively 1 and 3 matched controls. Column 4 and 8 gives the square root of the average estimated variances \( SE_m^2 \) and column 5 and 9 gives the empirical standard deviations of the estimates \( S_m^2 \) over the control samples. From this empirical standard deviations \( SE_m^* \approx SE_m \) if the variance-estimates are unbiased.
Table 5.1. Estimated coefficients and standard errors (SE) for cohort, averaged estimated coefficients and standard errors (SE\textsubscript{m}), empirical standard deviations (Sm) over control samples and empirical standard errors (SE\textsubscript{m*} = (SE\textsubscript{0} + S\textsubscript{m}^2)^{1/2}) with m = 1 and 3 controls.

<table>
<thead>
<tr>
<th>Cohort</th>
<th>NCC, m=1</th>
<th>NCC, m=3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>coef SE\textsubscript{0}</td>
<td>coef SE\textsubscript{1} S\textsubscript{1}</td>
</tr>
<tr>
<td>Weibull baseline hazard</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\theta$</td>
<td>1.134 0.111</td>
<td>1.135 0.119 0.043 0.119</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>-5.684 0.646</td>
<td>-5.810 0.937 0.757 0.996</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.632 0.209</td>
<td>0.680 0.317 0.263 0.336</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>0.760 0.223</td>
<td>0.795 0.342 0.253 0.337</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>0.015 0.228</td>
<td>0.029 0.337 0.256 0.343</td>
</tr>
<tr>
<td>Exponential baseline hazard</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma$</td>
<td>-5.487 0.625</td>
<td>-5.604 0.911 0.728 0.959</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.629 0.209</td>
<td>0.663 0.315 0.258 0.332</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>0.777 0.223</td>
<td>0.812 0.340 0.252 0.336</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>0.015 0.228</td>
<td>0.029 0.334 0.254 0.341</td>
</tr>
<tr>
<td>Unspecified baseline hazard, pseudo-likelihood</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.625 0.211</td>
<td>0.674 0.316 0.260 0.335</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>0.767 0.223</td>
<td>0.803 0.341 0.252 0.337</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>0.006 0.228</td>
<td>0.020 0.336 0.254 0.341</td>
</tr>
<tr>
<td>Unspecified baseline hazard, partial likelihood</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.625 0.211</td>
<td>0.652 0.337 0.252 0.329</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>0.767 0.223</td>
<td>0.827 0.380 0.297 0.371</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>0.006 0.228</td>
<td>0.128 0.359 0.272 0.355</td>
</tr>
</tbody>
</table>

Table 5.2 contain some information derived from Table 5.1 concerning the evidence of bias and the efficiency of the case-control estimators relative to the cohort. Columns 1 and 4 present statistics $t_m = \sqrt{500(\hat{\eta} - \bar{\eta}_*)/S_m}$ where $\hat{\eta}$ is a cohort estimate and $\bar{\eta}_*$ an average estimate over the control samples. Presumably $t_m$ is standard normal distributed if there is no bias. Columns 2 and 5 gives asymptotical relative efficiencies \(\text{ARE}_m = (SE_0/SE_m)^2\) whereas column 3 and 6 give what may be called empirical relative efficiencies \(\text{ERE}_m = (SE_0/SE_m^*)^2\).
Table 5.2. Significance check of bias (t-values) and efficiencies relative to the cohort.

<table>
<thead>
<tr>
<th>m=1</th>
<th>m=3</th>
</tr>
</thead>
<tbody>
<tr>
<td>t</td>
<td>ARE</td>
</tr>
</tbody>
</table>

Weibull baseline hazard

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta )</td>
<td>0.52</td>
<td>0.87</td>
<td>0.87</td>
<td>-0.60</td>
<td>0.96</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>-3.71</td>
<td>0.48</td>
<td>0.42</td>
<td>-1.55</td>
<td>0.75</td>
</tr>
<tr>
<td>( \beta_1 )</td>
<td>4.02</td>
<td>0.44</td>
<td>0.39</td>
<td>1.86</td>
<td>0.72</td>
</tr>
<tr>
<td>( \beta_2 )</td>
<td>3.10</td>
<td>0.43</td>
<td>0.44</td>
<td>0.81</td>
<td>0.72</td>
</tr>
<tr>
<td>( \beta_3 )</td>
<td>1.26</td>
<td>0.46</td>
<td>0.44</td>
<td>0.69</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Exponential baseline hazard

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( \gamma )</td>
<td>-3.57</td>
<td>0.47</td>
<td>0.42</td>
<td>-1.55</td>
<td>0.74</td>
</tr>
<tr>
<td>( \beta_1 )</td>
<td>3.82</td>
<td>0.44</td>
<td>0.40</td>
<td>1.80</td>
<td>0.72</td>
</tr>
<tr>
<td>( \beta_2 )</td>
<td>3.04</td>
<td>0.43</td>
<td>0.44</td>
<td>0.73</td>
<td>0.72</td>
</tr>
<tr>
<td>( \beta_3 )</td>
<td>1.24</td>
<td>0.46</td>
<td>0.45</td>
<td>0.63</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Unspecified baseline hazard, pseudo-likelihood

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta_1 )</td>
<td>4.21</td>
<td>0.44</td>
<td>0.40</td>
<td>2.07</td>
<td>0.72</td>
</tr>
<tr>
<td>( \beta_2 )</td>
<td>3.21</td>
<td>0.43</td>
<td>0.44</td>
<td>0.81</td>
<td>0.72</td>
</tr>
<tr>
<td>( \beta_3 )</td>
<td>1.23</td>
<td>0.46</td>
<td>0.45</td>
<td>0.65</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Unspecified baseline hazard, partial likelihood

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta_1 )</td>
<td>2.31</td>
<td>0.39</td>
<td>0.41</td>
<td>0.17</td>
<td>0.68</td>
</tr>
<tr>
<td>( \beta_2 )</td>
<td>4.51</td>
<td>0.35</td>
<td>0.36</td>
<td>3.01</td>
<td>0.64</td>
</tr>
<tr>
<td>( \beta_3 )</td>
<td>10.01</td>
<td>0.40</td>
<td>0.41</td>
<td>8.69</td>
<td>0.69</td>
</tr>
</tbody>
</table>

Table 5.2 indicates that the pseudo-likelihood adds bias to several parameters when there is one control. However comparing to the sampling induced variation this bias is hardly important. Actually the most sever bias is found on the partial likelihood estimates of \( \beta_3 \). The agreement between the estimated and empirical standard errors estimates is excellent with 3 controls, but with 1 control there are fairly large discrepancies concerning the standard errors of \( \gamma \) and \( \beta_1 \). The efficiencies of the regression parameters are in accordance with case-control rule of thumb \( m/(m + 1) \) for \( m = 3 \), but slightly below for \( m = 1 \). The efficiencies on the intercept are comparable to of those the regression parameter and this differ from the results in the simulation study. The efficiencies on the shape parameter are in accordance with those in the simulation study. Also in this case the semi-parametric pseudo-likelihood estimator appears more efficient than the partial likelihood estimator. With \( m = 1 \) the AREs are 0.88, 0.80 and 0.88 for the covariates age, HIV and sex respectively. The corresponding EREs are 1.04, 0.82 and 0.93. With \( m = 3 \) we get AREs of 0.94, 0.88 and 0.92 and EREs of 0.98, 0.91 and 0.92.
6 Discussion

The weighting method used in this paper has been applied within context of likelihoods and partial likelihoods. It should be possible to apply this technique also in most other situations where the estimators or estimating equations can be expressed as sums over the individuals. One interesting example may be non-parametric estimation of the excess risk / additiv model of Aalen (1980, 1989). Already Borgan & Langholz (1995) have shown that this model may be fitted non-parametrically if the number of matched controls per case is at least as large the number of covariate functions. With the techniques used in this paper the matched controls are reused and the restriction of Borgan & Langholz should be redundant. Indeed Borgan & Langholz experimented with reusing controls in neighbouring case-control sets with promising results.

The semi-parametric pseudo-likelihood estimator have in both the simulation experiments and the data example been efficient to the usually applied partial likelihood estimator. It may worth investigating how many control samples need to be joined before the essential efficiency gain is achieved. Deriving distributional results of such estimators could be very valuable.

In the literature on case-control within cohort studies there has been some discussion on whether designs that reuse controls actually improve accuracy of estimators. Langholz & Thomas (1991) developed several ingenious designs with this purpose and found that little or nothing was gained compared to nested case-control. Their conclusion was that it is false that the nested case-control design does not make good use of the data. This may be true, however, it also holds that reusing controls may give important improvements.

In several papers (see e.g. Scott & Wild, 1986, 1991, Wild, 1991) it has been pointed out that weighting techniques similar to those applied in this paper may be inefficient, even seriously so, within unmatched case-control studies. The pseudo-likelihood estimators may be inefficient in nested case-control studies too. It is also an open question whether it always is better than usual partial likelihood estimator.

The original purpose of the partial likelihood nested case-control estimator was to fit proportional hazard models on large data sets. If in addition the data are very time-dependent it is likely still the best option available. In such case the pseudo-likelihood estimator is less attractive, because reusing controls will slow down the computations. Furthermore improvement of the estimators is easily achieved by increasing the number of matched controls.

A key requirement for constructing the pseudo-likelihood estimators was that covari-
ate histories may be obtained for both cases and controls. It is possible to relax this to require that for the controls covariate histories are obtained, but that for the cases only covariate values at the failure time is available. In such case one may fit the models by maximizing parametric pseudo-likelihoods

\[ l_{(\phi)} = \sum_{i=1}^{n} D_i \log(\lambda_i(X_i)) - \sum_{i=1}^{n} \frac{V_{0i}}{p_{0i}} \int_{t_i}^{X_i} \lambda_i(s)ds \]

Similarly semi-parametric pseudo-likelihood estimates are obtained by substituting \( \tilde{S}(\beta, X_i) \) in (2.8) by \( \tilde{S}_0(\beta, X_i) = \sum V_{0j} \exp(\beta'Z_j(X_i))/p_{0j} \) where the sum is taken over \( j \in R_i \). Distributional properties of such estimators should be possible to address with the techniques of this paper.

This discussion has focused much on efficiency improvement. The main point of the paper, however, is that the pseudo-likelihood weighting approach relieves the nested case-control of restrictive model assumptions. Although some methods have been devised that go beyond fitting proportional hazard models, virtually any method can be modified by weighting techniques. This also shows that most any model that is identifiable with cohort data, continues to be so with nested case-control data.
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**Appendix A: Asymptotic behaviour of \( \rho_{ij} \)**

If not otherwise specified the integrals, sums and product in the following are taken over intervals \( < m_{1ij}, m_{2ij} > \) assuming \( m_{1ij} < m_{2ij} \). To show that \( \rho_{ij} = -(m/n) \int \lambda(t)/y(t)dt + O_p(n^{-2}) = O_p(n^{-1}) \) first note that the k-th term in the product in (3.1) can, after some algebra, be written

\[ 1 - \frac{m(Y_k - 1 - m)}{(Y_k - 1)^2(Y_k - 2)}D_k - Q_k^0D_k = 1 - \frac{mQ_k^1}{Y_k}D_k \]

where with \( u = m/(Y_k - 1) \) and \( v = (m - 1)/(Y_k - 2) \) we have

\[ Q_k^0 = uv[\frac{1}{(1-u)^2} - 1] - 2u[\frac{1}{(1-u)^2} - 1 - 2u] \]

It follows that both \( \sup_k |Q_k^0Y_k^2| \to 0 \) and \( \sup_k |Q_k^1 - 1| \to 0 \) in probability as \( n \to \infty \). We now get

\[ \rho_{ij} + 1 = \prod_k [1 - m Q_k^1 Y_k^2 D_k] \leq \exp(-m \sum_k Q_k^1 Y_k^2 D_k) = \exp(-\frac{m}{n} \int \frac{\lambda(t)}{y(t)}dt + O_p(n^{-2})). \]
Thus

\[ \rho_{ij} \leq -\frac{m}{n} \int \frac{\lambda(t)}{y(t)} \, dt + O_p(n^{-2}) = O_p(n^{-1}) \]

The stated result now follows if the opposite inequality is established. The main interest in the result though is that \( \rho_{ij} = O_p(n^{-1}) \) and we will prove this first. By help of the trivial inequality

\[ 1 - \frac{a}{x} \geq (1 - a)^{1/x} \text{ when } 0 \leq a \leq 1 \text{ and } x \geq 1 \]

it now turns out, with \( Y_0 = \inf_k Y_k \), that

\[ \rho_{ij} + 1 \geq \prod_k [1 - m \frac{Q_k}{Y_k Y_0} D_k] \geq \prod_k [1 - m \frac{Q_k}{Y_k} Y_0] \exp(-\frac{m}{Y_0} \int \lambda(t) \, dt + O_p(n^{-2})). \]

The second inequality here requires that \( \sup_k mQ_k/Y_k \leq 1 \) which will hold with a probability tending to 1. It now follows that also

\[ \rho_{ij} \geq -\frac{m}{Y_0} \int \lambda(t) \, dt + O_p(n^{-2})), \]

thus \( \rho_{ij} = O_p(n^{-1}) \).

The result that \( \rho_{ij} \geq -(m/n) \int \lambda(t)/y(t) \, dt + O_p(n^{-2}) \) follow by the same approach. Let \( t_0 = 0 < t_1 < \cdots \) be a partitioning of the positive number and for \( t_{j-1} < t \leq t_j \) define \( Y_0(t) \) as the step function taking values \( \inf Y_k \) where infimum is taken over \( k \) such that \( X_k \in (t_{j-1}, t_j] \). We get

\[ \rho_{ij} \geq -m \sum_j \int_{t_{j-1}}^{t_j} \frac{\lambda(t)}{Y_0(t)} \, dt + O_p(n^{-2}). \]

Noting that the partitioning can be made arbitrarily fine the proof is completed.

**Appendix B: Some computer code for correcting covariance matrices**

The hardest part of obtaining the matrices \( \tilde{\Delta}_n \) and \( \tilde{\Delta}_n^c \) lies in computing

\[ \tilde{\Delta}_{1n} = \sum_{i \neq j} V_i V_j \frac{(1 - p_i)(1 - p_j)\rho_{ij}}{p_i p_j} u_i(\gamma) u_j(\gamma)^t \]

and the counterpart expression in (3.12). The direct approach would be a double for-loop, but this is to slow in Splus. Here parts of the computer code that was used is given. The code assumes that there is right censoring, but no left-truncation, on the cohort. Then we have that \( \rho_{ij} = \rho_{ik} \) if both \( X_i \leq X_j \) and \( X_i \leq X_k \). It is also assumed that the individuals are sorted on the right censoring times.
In the simulations and the data example such calculations have been carried out using the Splus-procedure \texttt{delta1proc} below. In this procedure \( p \) corresponds to \( p_i \) and \( \rho \) to \( \rho_{ij} \) for the sampled controls with \( p_i < 1 \). The number of such controls are \( n \) and \( q \) are the number of parameters that are estimated. The argument \texttt{hmat} is the matrix of score-contributions for the \( n \) controls with the parametric specifications and the corresponding matrix of the \( W_{0i} \) in the semi-parametric case. The Splus-variable to be assigned the call to \texttt{delta1proc} need to be specified as a \( qxq \)-matrix before the call.

\begin{verbatim}
delta1proc<- function(hmat, p, rho, n, q)
{
    if(!is.loaded("delta1"))
        dyn.load("delta1.o")
    delta1 <- matrix(rep(0,q^2), nrow=q)
    storage.mode(delta1) <- "double"
    .C("delta1",
        as.double(hmat),
        as.double(p),
        as.double(rho),
        as.integer(n),
        as.integer(q),
        delta1 = delta1)$delta1
}
\end{verbatim}

This Splus-function call the compiled C-routine \texttt{delta1.o}. The source code \texttt{delta1.c} is given below. Note that the estimates use the approximation \( \rho_{ij} \approx \rho_{0i}\rho_{0j} \).

\begin{verbatim}
void delta1(double *h, double *p, double *rho, long *in, long *ip, double *odelta1)
{
    long i,j,k,l,minij;
    double v;
    for (k=0;k<(*ip);k=k+1){
        for (l=0;l<(*ip);l=l+1){
            v=0;
            for(i=0;i<(*in);i=i+1)
            {for(j=0;j<(*in);j=j+1)
                if((i-j)!=0){
                    if(i<j) minij=i; else minij=j;
                    v=v+
                    h[k+(*ip)*i]*h[l+(*ip)*j]*(1-p[i])*(1-p[j])*rho[minij]/(p[i]*p[i]*p[j]*p[j]);
                }
            odelta1[l+k*(ip)] = v;}
        }
}
\end{verbatim}

Alternatively \( \tilde{\Delta}_{1n} \) can be computed by a matrix-approach, thus avoiding the C-routine. This approach was somewhat slower, but should work well when only the covariance estimates
from one case-control data set is considered. The matrices are of dimension \( nxn \) where \( n \) is still the number of controls with \( p_i < 1 \). If this number is high Splus may run into memory problems. In the following Splus-code \( renkont \) is a vector indicating an individual with \( p_i < 1 \), thus \( putv0 \) becomes the \( p_i \) for these controls and \( rho0 \) the vector of \( \rho_{ij} \) where \( X_i \leq X_j \).

\[
\begin{align*}
\text{putv0} & \leftarrow -1/\text{w}[\text{renkont}] \\
\text{rho0} & \leftarrow \text{rho}[\text{renkont}] \\
\text{PO} & \leftarrow \text{matrix}(\text{putv0}, \text{ncol}=1) \times \text{matrix}(\text{putv0}, \text{nrow}=1) \\
\text{Rho0} & \leftarrow \text{matrix}(\text{rep}(\text{rho0}, \text{antkont}), \text{ncol}=\text{antkont}) \\
\text{PO} & \leftarrow \text{PO} \times \text{Rho0} \times (\text{matrix}(1-\text{putv0}, \text{ncol}=1) \times \text{matrix}(1-\text{putv0}, \text{nrow}=1)) \\
\text{QO} & \leftarrow \text{PO} \times \text{Rho0}
\end{align*}
\]

Then \( \text{Rho0} \) contains the matrix of \( \rho_{ij} \) for the controls, whereas \( \text{PO} \) is the matrix with \( (1 - p_{oi})(1 - p_{oj})/(p_{oi}p_{oj})^2 \) as the \( ij \)-th element. The above code result in use of the approximation \( p_{oi} \approx p_{oi}p_{oj} \). Inserting the following statement between the third and fourth line above the approximation is avoided.

\[
\text{PO} \leftarrow \text{PO} + \text{Rho0} \times (\text{matrix}(1-\text{putv0}, \text{ncol}=1) \times \text{matrix}(1-\text{putv0}, \text{nrow}=1))
\]

Whenever checked the effect of this correction was negligible. In either case one now obtains the \( ij \)-th element of \( \Delta_{1n} \) by the commands

\[
\begin{align*}
\text{H} & \leftarrow \text{matrix}(\text{scorekont}[i,], \text{ncol}=1) \times \text{t}(\text{scorekont}[j,]) \\
\text{H} & \leftarrow \text{H} - \text{diag}(\text{diag}(\text{H})) \\
\text{delta1}[i,j] & \leftarrow \text{delta1}[j,i] \leftarrow \text{sum}(\text{H} \times \text{QO})
\end{align*}
\]

where \( \text{scorekont} \) is the matrix of score-contributions for the \( n \) controls.
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