Abstract:

We prove for a general class of Gibbsian Random Field on $\mathbb{Z}^d$ that the set of tempered Gibbs states is compact. This class contains the Euclidean random fields. Moreover if the interaction is attractive, there is a unique minimal and maximal Gibbs state $\mu_-$ and $\mu_+$. $\mu_+$ are unique translation invariant and have the global Markov property. We also prove that uniqueness of the tempered Gibbs state is equivalent to the magnetizations $m_+ = \mu_+(q_x)$ being equal and this again is equivalent to the pressure being differentiable.
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Introduction.

It is well known in statistical mechanics, that any statistical mechanical system with a compact state space has a compact set of Gibbs states.

We prove in this paper by utilizing a criterion that goes back to Dobrushin [11] that also for statistical mechanical systems with a non compact state space the set of Gibbs states is compact provided the interaction satisfy certain conditions, and we consider as Gibbs states only the tempered Gibbs states. In fact we prove that the set of tempered Gibbs states form a Choquet simplex. This holds especially for the Euclidean lattice fields, and also for a much wider class of lattice interactions given by one and two-body forces.

The compactness of the Gibbs states gives us the existence of the maximal $\mu_+$ and minimal $\mu_-$ Gibbs state in the case of an attractive interaction. Let us point out that the Euclidean lattice fields have attractive interaction. In the case of compact statespace and attractive interactions $\mu_+$ and $\mu_-$ was introduced by Preston [40] which also proved that they were pure, later Fölmer [19] pointed out that they also have the global Markov property if the corresponding interaction is Markov. Using the compactness for the tempered Gibbs states in the case of non compact fiber, we are able to prove not only that the maximal and minimal Gibbs states exists, but also that they are pure, translation invariant and have the global Markov property. Moreover the set of tempered Gibbs states reduces to one point if and only if $\mu_+ = \mu_-$, i.e. uniqueness is equivalent to $\mu_+ = \mu_-$. Since for any translation invariant interaction $\mu_+$ and $\mu_-$ are translation invariant, we have that the magnetizations $m_+ = \mu_+(q_x)$ do not depend on the position $x$ and of course $m_- \leq m_+$. Using the technique of the Wasershtein distance we also prove that $m_- = m_+$ implies uniqueness of the tempered Gibbs states. We also prove the existence of the pressure and the result that differentiability of the pressure is equivalent with the uniqueness of the Gibbs state.
Among the main motives for writing this paper was the quest for pure Gibbs state with the global Markov properties. Fölmer and Preston had pointed out in the case of compact state space the unique advantages of the maximal and minimal Gibbs states. However, in the Euclidean lattice field theories the state space is not compact, moreover the uniqueness and global Markov properties is especially important in these models. Of course in the case of the continuous Euclidean quantum fields the question of uniqueness and global Markov property is even more important. It turns out that many of the techniques developed in this paper extends to the continuous case. This is the topic of a forthcoming paper by the same two authors.

It is only fair to mention here that much of the inspiration for extending the known results from the compact state space to the non compact state space was provided by non standard analysis. For a treatment of these problems by non standard analysis we refer the interested reader to [52].
I. Definitions and notations.

Let $R$ be a denumerable subset of $\mathbb{Z}^\nu$. For $x,y$, belonging to $R$ we denote by $d(x,y)$ their distance in $\mathbb{Z}^\nu$:

$$d(x,y) = \sum_{\alpha=1}^{\nu} |x_\alpha - y_\alpha|$$

A slowly increasing sequence $q = (q_x)_{x \in R}$ is an element of $\mathbb{R}^R$ such that:

$$\exists N > 0, \sup_{x \in R} d(0,x)^{-N} |q_x| < +\infty$$

$S'_R$ will denote the set of such sequences. In much the same way $S''_R$ will denote the set of fastly decreasing sequences.

Giving a matrix $r = (r(x,y))(x,y) \in R^2$, we shall put

$$\| r \| = \sup_{x \in R} \sum_{y \in R} |r(x,y)|$$

$$\| r \|_{\eta,N} = \sup_{x \in R} \sum_{y \in R} |r(x,y)| [1 + \eta d(x,y)]^N$$

1.3.a),b) define algebraic norms on the algebra $(L_R$ of fastly decreasing matrices:

$$r \in L_R \iff \sup_{x \in R} \sum_{y \in R} |r(x,y)| d(x,y)^N < +\infty \forall N \in \mathbb{N}.$$ 

At each site $x \in R$ we define a random variable $a_x$ with values in $\mathbb{R}$. The configuration space for the process $\sigma_R = (a_x)_{x \in R}$ can be taken as the product $\Omega_R = R^R$ with the product Borel structure. $\Omega_R$ is a polish space for the product topology since $R$ is denumerable.

Let $\mathcal{F}(R)$ be the set of finite subsets of $R$ and $\mathcal{M}(R)$ the set of every subset of $R$. For $A \in \mathcal{M}(R)$ let $\mathcal{B}_A$ be the $\sigma$-algebra generated by the subprocess $\sigma_A = (a_x)_{x \in A}$. If we
identify $\Omega_R$ with $\Omega_\Lambda \times \Omega_\Lambda^c$ (where $\Lambda^c = R \setminus \Lambda$), a $B_\Lambda$-measurable function is nothing but a function depending only on $\Omega_\Lambda$. At last, $M(\Omega_R)$ will denote the set of probability measures on $\Omega_R$.

In order to describe the thermodynamical behaviour of a system, we use the Gibb ansatz:

for each finite region $\Lambda \in \mathcal{F}(R)$ and each configuration $q_{\Lambda^c}$ in $\Omega_{\Lambda^c}$, the probability distribution of $\sigma_\Lambda$ conditionned by $\sigma_{\Lambda^c} = q_{\Lambda^c}$ is given by

$$
E_{\Lambda^c}(dq_{\Lambda^c}) = Z_\Lambda(q)^{-1} \prod_{x \in \Lambda} \prod_{y \in R} e^{-V(q_x)} e^{-V_x,y(q_x-q_y)}
$$

Where $Z_\Lambda(q)$ is a normalisation factor.

In order to be precise we shall investigate the following special examples:

A) The $W's$ are $C^1$ positive convex function with strictly increasing, unbounded, absolutely continuous first derivative. Moreover, there are $J \in \mathcal{F}(R)$ and $n > 1$

A1) $W_{xy}(q) \leq J(x,y)(1 + |q|)^X$

or

A2) $W_{xy}^{(2)}(q) \leq J(x,y)$ for almost all $q$.

B) $V$ is a $C^2$ positive function and there is $M_0 > 0$, $\alpha > \text{Max}(n-2,0)$ (or $\alpha > 0$ if A2 holds), $A > 0$ such that

$$
|q| > M_0 \Rightarrow V^{(2)}(q) > A|q|^{\alpha}
$$

Note that $A2) \Rightarrow A1$.

From $A1$ it follows immediately that I.5 is defined provided
\( q \in S_R^1 \), and is continuous with respect to \( q \). We shall put

\[ E^q_{\Lambda \mathcal{C}}(dq_A) = 0 \quad \text{if} \quad q \notin S_R^1 \quad \text{I.5b} \]

Since \( S_R^1 \) is a Borel subset of \( \Omega \), it follows that I5-I.5b) defines a Borel function of \( q \in \Omega \).

Examples: i) The free field with mass \( m: \mathbb{R} = \mathbb{R}^d \).

\[ V(q) = \frac{1}{2} m^2 q^2 \quad W_{x,y}(q) = \frac{1}{2} q^2 \quad \text{if} \quad d(x,y) = 1 \]

and \( W_{x,y} = 0 \) otherwise.

ii) The \( P(q) \) lattice field: as before but

\[ V(q) = \frac{1}{2} m^2 q^2 + P(q) \]

where \( P \) is a polynomial bounded from below.

iii) \( W(q) = a|q|^{\sigma} \quad 1 < \sigma \leq 2 \) satisfies A1.

The main property of the family \( (E^{\Lambda \mathcal{C}})_{\Lambda \in \mathcal{F}(\mathbb{R})} = \mathcal{G} \) is that it is a local specification in the following sense \([18,40,44]\).

**Definition I.1**: Let \( f_+^+(\Omega) \) be the set of positive, possibly infinite, Borel function on \( \Omega \).

A local specification is a family \( \mathcal{G} = (E^{\Lambda \mathcal{C}})_{\Lambda \in \mathcal{F}(\mathbb{R})} \) where for each \( \Lambda \), \( E^{\Lambda \mathcal{C}} \) maps \( f_+^+(\Omega) \) into itself and satisfies:

S1) **Normalisation**: \( E^\Lambda_0(1) = 1 \).

S2) \( \sigma \)-additivity: if \( (F_n)_{n \geq 0} \) is a sequence in \( f_+^+(\Omega) \) then

\[ \Sigma_{n \geq 0} E^{\Lambda \mathcal{C}}(F_n) = E^{\Lambda \mathcal{C}}(\Sigma_{n \geq 0} F_n). \]

S3) **Locality**: if \( F \in f_+^+(\Omega) \), \( E^{\Lambda \mathcal{C}}(F) \) is \( B_{\Lambda \mathcal{C}} \)-measurable, and if \( F \) is \( B_{\Lambda \mathcal{C}} \)-measurable \( E^{\Lambda \mathcal{C}}(F) = F \).
S4) **Compatibility** \( \text{if } \Lambda_1 \subseteq \Lambda_2 \text{ then } \)

\[
E_{\Lambda_1} E_{\Lambda_2} = E_{\Lambda_2} E_{\Lambda_1} = E_{\Lambda_1}. 
\]

The central problem in statistical mechanics is to find the global properties of the process \( \sigma_R \) from the knowledge of the local specification \( \mathcal{E} \).

In particular, the distribution of \( \sigma_R \) can be represented by a probability measure \( \mu \) on \( \Omega \), whose conditional probabilities

\( E_\mu(\cdot | B^c_\Lambda) \) coincide \( \mu \)-almost surely with \( E_{\Lambda^c} \).

**Definition 1.2.** Let \( \mathcal{E} \) be a local specification. The set \( G(\mathcal{E}) \) of Gibbs states of \( \mathcal{E} \) is the set of probability measures \( \mu \) on \( \Omega_R \) such that for any \( \Lambda \in \mathcal{F}(R) \)

\[
E_\mu(\cdot | B^c_\Lambda) = E_{\Lambda^c}(\cdot) \quad \mu\text{-almost surely.}
\]

As it is well-known, \( G(\mathcal{E}) \) can contain more than one point [11]; this phenomena is connected with the notion of phase transition. However, in the case of unbounded spin we are investigating, many Gibbs states have no physical relevance.

For instance, for the free field on a lattice, GUERRA, ROSEN and SIMON [27] have shown an example of such irrelevant Gibbs state.

One way to avoid such examples is to constraint \( \sigma_R \) to a growth condition at infinity, as suggested by euclidean field theories:

**Definition 1.3:** A tempered measure is a probability measure \( \mu \) on \( \Omega_R \) such that \( (\mu(\cdot | \sigma_x))_{x \in \mathbb{R}} \) is in \( S'_R \). The set of tempered measures will be denoted by \( M_t(\Omega_R) \).
The set $\mathcal{M}_t, \exp(\Omega_R)$ will denote the set of probability measures on $\Omega_R$ such that $(\mu(e^{a|\sigma_x|}))_{x \in R} \in S'_R$.

In Appendix, we study the space $\mathcal{M}_t$ and give a characterization of compact sets of $\mathcal{M}_t$. Moreover we prove that $S'_R$ has $\mu$-measure one for any $\mu \in \mathcal{M}_t$, and 1.5b is irrelevant.

It is easy to verify that $\mu \in G(\mathcal{E})$ if and only if $\mu E_{\Lambda c} = \mu$ for any $\Lambda \in \mathcal{F}(R)$. On the other hand if $E_{\Lambda c}(|\sigma_x|) < +\infty$, and $\mu \in \mathcal{M}_t$ then $\mu E_{\Lambda c} \in \mathcal{M}_t$.

The first problem is to prove that $G_t(\mathcal{E}) = \mathcal{M}_t \cap G(\mathcal{E})$ is not empty. Actually we shall prove that it is a compact set with the help of a criteria first established by Dobrushin [14].

Then we will use the technics of the FKG order [20] as developed by Preston [40] to prove the existence of states with "+" or "-" boundary condition. If $\mathcal{E}$ is translation covariant, locally Markov and reflection positive, then $\mu_+$ are translation invariant globally Markov and reflection positive. Moreover $G_t(\mathcal{E})$ is reduced to one point if and only if $\mu_+ = \mu_-$. The differentiability of the pressure with respect to the external magnetic field is necessary and sufficient to insure this condition.
II. Existence and Compactness.

We first remark that any limit point of the family
\((\mu \lambda \epsilon \lambda \in \mathcal{F}(R))\) where \(\mu \in \mathcal{M}_t\), is a tempered Gibbs state. Conversely if \(\mu \in G_t(\mathcal{E})\) then \(\mu = \mu \lambda \epsilon \lambda \in \mathcal{F}(R)\) and it is such a limit point. We get a way of describing \(G_t(\mathcal{E})\). In the examples I.5 if the hypothesis A1-A2 holds we shall prove that \(G_t(\mathcal{E})\) is moreover compact. This justifies the following definition. (See Appendix for the definition of W.\mathcal{T.} Topologies)

**Definition II.1:** A local specification \(\mathcal{E}\) is compact (resp. \(\mathcal{E}\) compact) if it satisfies the following conditions

(i) \(\forall \mu \in \mathcal{M}_t\), \((\mu \lambda \epsilon \lambda \in \mathcal{F}(R))\) is a compact family in \((\mathcal{M}_t, \mathcal{W})\) (resp \((\mathcal{M}_t, \mathcal{E})\))

(ii) The set \(G_t(\mathcal{E})\) is W-compact (resp. \(\mathcal{E}\)-compact)

It follows from this definition that \(G_t(\mathcal{E})\) is not empty if \(\mathcal{E}\) is compact.

**Proposition II.2** [44] If \(\mathcal{E}\) is a compact local specification then \(G_t(\mathcal{E})\) is a Choquet simplex.

**Proof:** We recall that a Choquet simplex is a metrizable compact convex set such that any element can be decomposed in a unique way into an integral over the set of its extreme points [9].

Since \(\mathcal{M}\) is a polish space, the W-compactness of \(\mathcal{E}\) implies that \(G_t(\mathcal{E})\) is compact and metrizable. Moreover \(\mu \in G_t(\mathcal{E})\) if and only if

\[\mu \lambda \epsilon \lambda = \mu \quad \forall \lambda \in \mathcal{F}(R).\]

II.1

From this it follows that \(G_t(\mathcal{E})\) is convex.
Now let \( B_\infty = \bigcap_{\Lambda \in \mathcal{F}(R)} B^c_{\Lambda} \) be the \( \sigma \)-algebra at infinity, and \( \mu_1, \mu_2 \) be two tempered Gibbs states. Then, if \( \mu = \frac{1}{2}(\mu_1 + \mu_2) \) we get

\[
\mu_1 = F_1 \mu, \quad F_1 \in L^1_+(\Gamma, B_R, \mu). \tag{II.2}
\]

Since \( \mu_1 \) satisfies II.1, \( \mu \) is again a Gibbs state, and \( F_1 \) is \( B_\infty \)-measurable. Then both \( F_1 \wedge F_2 \) and \( F_1 \vee F_2 \) are \( B_\infty \)-measurable, and therefore \( \mu_1 \wedge \mu_2, \mu_1 \vee \mu_2 \) are tempered bounded positive measures satisfying II.1. This is precisely the definition of a Choquet Simplex [9a, 9b].

We recall that \( \mu \in C_t(\mathcal{E}) \) is extremal if and only if every \( B_\infty \)-measurable set has measure zero or one [40].

The interest of the definition II.1 comes from the following criteria first described by Dobrushin [7, 14].

**Theorem II.3:**

Let \( \mathcal{E} \) be a local specification. The following is sufficient for \( \mathcal{E} \) to be \( W \)-compact.

\[
E_\{x\}c(||\sigma_ x||) \leq A_x + \sum_{y \in \mathcal{R}} r(x, y) ||\sigma_y|| \tag{II.3}
\]

where \( A = (A_x)_{x \in \mathcal{S}} \in B_\mathcal{R}^1 \), and \( r(x, y) \geq 0 \),

\[
||r|| < 1, \quad ||r||_{\theta, N} < \infty, \quad \forall N, \, \theta > 0 \tag{II.4}
\]

**Remark:**

1) The matrix \( r \) describes the sensitive dependance of \( E_\{x\}c \) with respect to the boundary conditions.

2) The proof of this theorem does not depend on the real character of \( \sigma_ x \). It can take values in any complete metric
space \( (X, \rho) \), and \( |s_x| \) has to be replaced by \( \rho(\xi, s_x) \)
where \( \xi \in X \), and \( \rho \) is the metric. \[14\]

**Proof:** From the appendix, a closed subset \( K \) in \( M_t \) is \( W \)-compact if there is a positive sequence \( c_x \in \mathbb{R}^+ \) such that

\[
\mu(|s_x|) \leq c_x \quad x \in \mathbb{R}, \quad \mu \in K.
\]

First let us prove that \( G_t(\xi) \) is \( W \)-compact. If \( \mu \in G_t(\xi) \),
we get from \[II.3\]

\[
\mu(|s_x|) = \mu \left( \sum_{x} c(|s_x|) \right) \leq A_x + \sum_{y \in \mathbb{R}} r(x, y) \mu(|s_y|).
\]

Let \( m \) be the sequence \( m = (\mu(|s_x|))_{x \in \mathbb{R}} \), \[II.6\] can be written as:

\[
(1-r)m \leq A \quad A = (A_x)_{x \in \mathbb{R}}.
\]

Since \( r \) has positive matrix element, \[II.7\] can be solved by:

\[
m \leq (1-r)^{-1} A
\]

provided the Neuman series in the right hand side converges.

But \( A \) is slowly increasing. Let \( N \) be such that (for some \( K > 0 \)),

\[
A_x \leq K(1 + d(0, x))^N
\]

Since \( \|r\| < 1 \) and \( \|r\|_{n, N} < +\infty \), \( \eta_0 \) can be choosen so small that

\[
0 < \eta < \eta_0 \Rightarrow \|r\|_{n, N} < 1
\]

This is sufficient to insure the convergence of the Neuman series for \((1-r)^{-1}\). Moreover
\[(1-r)^{-1}A(x) \leq \left[1- \|r\|_{\eta,N}\right]^{-1} \sup_{y} \frac{A_y}{[1+\eta d(x,y)]^N} \]
\[
\leq \frac{K}{\eta N}[1- \|r\|_{\eta,N}]^{-1} \sup_{y} \left[1+\eta d(0,y)\right]^N \leq K'[1+\eta d(0,x)]^N
\]

for some $K' > 0$.

Then, $(1-r)^{-1}A$ is in $S_R^1$, which proves the W-compactness of $G_t(\mathcal{G})$.

Let us prove now that for $\mu \in M_t$, the family $(\mu E_{\Lambda})_{\Lambda \in \mathcal{F}(R)}$ is compact in $M_t$. Let $\Lambda$ be a finite subset of $R$ and, $K, N, \eta$ such that

\[\mu(|\sigma_x|) \leq K \eta (1+\eta d(0,x))^N \quad x \in R. \quad \text{II.12}\]

If $x \notin \Lambda$ \quad $\mu(E_{\Lambda}(|\sigma_x|)) = \mu(|\sigma_x|)$, where as if $x \in \Lambda$ the estimate II.3 gives:

\[m_x = \mu(E_{\Lambda}(|\sigma_x|)) \leq A_x + \Sigma_{y \in \Lambda} r(x,y)m_y + K \Sigma_{y \notin \Lambda} r(x,y)[1+\eta d(0,y)]^N \]
\[
\leq A_x + K\|r\|_{\eta,N}[1+\eta d(0,x)]^N + r_{\Lambda}m(x) \quad \text{II.13}
\]

where $r_{\Lambda}(x,y) = r(x,y)$ if $x \in \Lambda$, $y \in \Lambda$, and $r_{\Lambda}(x,y) = 0$ otherwise. In much the same way, the right hand side of II.13 defines a sequence $A' \in S_R^1$ such that

\[(1-r)^{-1}m \leq A' \quad \text{II.14}\]

which gives

\[m(x) \leq (1-r_A)^{-1}A'(x) \leq (1-r)^{-1}A'(x) \quad \text{II.15}\]

for $r_A^n(x,y) \leq r^n(x,y)$ if $x, y \in R$, $n \geq 1$.

If $x \notin \Lambda$ \quad $m(x) = \mu E_{\Lambda}(|\sigma_x|) = \mu(|\sigma_x|) \leq A'_x \leq (1-r)^{-1}A'(x), \quad \text{II.16}\]

and we have proven the proposition.
Remark: If $A_x \leq A$ $\forall x$ in II.3, then: there is $A' > 0$ such that 
\[ \mu(|\sigma_x|) \leq A' \hspace{1em} \forall x \in \mathbb{R}, \mu \in G_t(\xi) \] 
as can be seen easily from this proof.

III. Compactness: exponential bound.

In the examples I.5 we shall prove more than the Dobrushin estimate: every tempered Gibbs state is in $M_{t,\exp}$. The following result is the main step in this context:

**Proposition III.1 (Exponential bound).**

Let $\xi$ be a local specification. Let us assume the existence of constants $A > 0$, $B > 0$, $C$ and of a positive matrix $r = (r(x,y))_{x,y \in R^2}$ such that
\[ a|\sigma_x| \leq \exp \left[ \frac{A}{2} a^2 + Ba + a \sum_{y \in R} r(x,y)|\sigma_y| + C \right] \]
with: \[ \|r\| < 1 \quad \text{and} \quad \|r\|_{\eta,N} < +\infty \forall N. \]

Then, $\xi$ is $\mathcal{C}$-compact, and every tempered Gibbs state $\mu$ satisfies for some $A' > 0$, $B' > 0$, $C' > 0$:
\[ \mu(e^{a|\sigma_x|}) \leq e^{\frac{A'}{2} a^2 + B'a + C'} \hspace{1em} \forall x \in \mathbb{R}, \mu \in G_t(\xi) \]

**Proof:** Clearly III.1 implies II.3, and $\xi$ is a $W$-compact local specification.

Let $q$ be an element of $S_{\mathcal{R}}^\dagger$ and let $m_A^q$ be the sequence:
\[ m_A^q(x) = \log E_A^q(e^{a|\sigma_x|}) \]
From S4, III.1 we get:
\[ m_A^q(x) = \log E_A^q \left[ \exp \left( a|\sigma_x| \right) \right] \leq \frac{A}{2} a^2 + Ba + \log E_A^q \left( e^{a \Sigma r(x,y)|\sigma_y|} \right) + C \]
Since $\sum r(x,y) < 1$, we can use the HÖLDERS estimate to find:

$$m_\Lambda^q(x) \leq A \frac{a^2}{2} + B a + C + r_\Lambda \cdot m_\Lambda^q(x) + a \sum_{z \not\in \Lambda} r(x,z) |q_z|$$

which implies as in § II (using $r(x,y) \geq 0 \quad ||r|| < 1$)

$$m_\Lambda^q(x) \leq (1-r_\Lambda)^{-1} (A \frac{a^2}{2} + B a + C) + a \sum_{y \in \Lambda} (1-r_\Lambda)^{-1}(x,y) r(y,z) |q_z|$$

$$\leq A \frac{a^2}{2} + B a + C + a \sum_{z \not\in \Lambda} \frac{r(x,z) |q_z|}{1-r}.$$ 

Since $q \in S_R^I$, the last term in the right hand side goes to zero as $\Lambda$ goes to $R$. Which means

$$\lim_{\Lambda \to R} A^\infty e^{a|\sigma_x|} \leq e^{A^\infty a^2 + B a + C}$$

Now let $\mu$ be a tempered Gibbs state. We know that $S_R^I$ has $\mu$-measure one. Therefore, giving $L > 0$, the dominated convergence theorem implies:

$$\mu(\min(e^{-\sigma_x},L)) = \mu E_{\Lambda^\infty}(\min(e^{-\sigma_x},L)) \leq$$

$$\leq \mu(\lim_{\Lambda \to R} A^\infty e^{a|\sigma_x|}) \leq e^{A^\infty a^2 + B a + C}$$

By the F支出's Lemma it follows that if $L \not\to +\infty$

$$\mu(e^{-\sigma_x}) \leq e^{A^\infty a^2 + B a + C}$$

The compactness with respect to $\mathcal{C}'$ comes from the remark A7 in the appendix.

**Theorem III.3.**

Let us consider the local specification $\mathcal{C}'$ defined in I.5 where $V$ and $(W_{x,y})_{x,y \in \mathcal{R}}$ satisfy A-B. Then, $\mathcal{C}'$ is $\mathcal{C}'$-compact and the exponential bound III.1 holds.
Proof:

In order to estimate $e^{|a|\sigma_\chi}$ it is sufficient to estimate $e^{|a|\sigma_\chi}$ with $a \in \mathbb{R}$. But the estimate is the same for $a > 0$ and $a < 0$. Thus let us assume $a > 0$.

First of all; $S'_R \ni q \rightarrow E^q \{e^{a\sigma_\chi}\} \ni \mathbb{R}$ is increasing (the ordering on $S'_R$ is the product ordering in $\mathbb{R}^R$). Indeed:

$$\frac{\partial}{\partial q} E^q \{e^{a\sigma_\chi}\} = E^q \{e^{a\sigma_\chi(x)}(\sigma_\chi(x) - q)\} - E^q \{e^{a\sigma_\chi(x)}\} E^q \{W(1)(\sigma_\chi(x) - q)\}$$

Since $q \in \mathbb{R} \rightarrow e^{aq}$ and $q \in \mathbb{R} \rightarrow W(1)(q)\sigma_\chi$ are increasing functions (by A), the right hand side is positive (FKG inequality, sec. & IV).

Thus we can choose $q_0 \in S'_R$ big enough and assume $q \geq q_0$ to get an upper bound.

Now let $p_0$ be a positive real. We get immediately:

$$E^q \{e^{a\sigma_\chi(x)}\} \leq e^{p_0} + \int_{p_0}^{\infty} -V(g) - W_x(q; q) + a$$

with

$$W_x(q; q) = \sum_{y \in \mathbb{R}} W_{x,y}(q - q_y)$$

We shall estimate the last term in III.12. We note the following result

Lemma III.3: Under the hypothesis A, we have

i) $\exists K > 0 \quad |W_{x,y}(q)| \leq KJ(x,y)(1 + |q|)^{X-1}$

ii) $q \in \mathbb{R} \rightarrow W_x(q; q)$ is $C^1$ for every $q \in S'_R$

and $\frac{\partial}{\partial q} W_x(q; q) = \sum_{y \in \mathbb{R}} W(1)(x - q_y)$. 

Proof: 

We have for $q > 1$,

$$W_{x,y}(2q) - W_{x,y}(q) = \int_q^{2q} du \, W_{x,y}^{(1)}(u)$$

Therefore, since $W^{(1)}$ is increasing

$$qW_{x,y}^{(1)}(q) \leq W_{x,y}(2q) - W_{x,y}(q) \leq qW_{x,y}^{(1)}(2q).$$

From this one gets for some $K > 0$

$$|q| \geq 1 \implies |W_{x,y}^{(1)}(q)| \leq K J(x,y)(1 + |q|)^{n-1}$$

If $|q| \leq 1$, 

$$|W_{x,y}^{(1)}(q)| \leq \max(W_{x,y}^{(1)}(1), W_{x,y}^{(1)}(-1))$$

$$\leq 2^{n-1} K J(x,y)(1 + |q|)^{n-1}$$

and it is proved.

The same estimate suffices to prove ii).

Now, to find a bound for III.12, we shall expand the integral around the minimum of the exponent. Since it is $C^1$ with respect to $q$ the absolute minimum $q_c$ is the solution of

$$W^{(1)}(q_c) + \frac{\partial}{\partial q} W(x,q_c;q) = 0.$$  

Lemma III.4:

i) There is $0 \leq q_o \in S'_R$ such that if $q \geq q_o$, the equation III.20 has a unique solution $q_c(q)$.

ii) For $q \geq q_c$, $q_c$ is an increasing unbounded function of $q$.

Proof:

Let $M$ be a positive real, and $J(M)$ be the set of $q \in S'_R$, such that III.20 has at least one solution $q_c$ greater
than $M$. We claim that $J(M)$ is not empty.

For, III.20 has always solutions, because $V^{(1)}(q)$ is asymptotically strictly increasing and unbounded, and $\frac{\partial W}{\partial q}$ is a strictly increasing function of $q$. On the other hand, if every solution of III.20 is bounded by $M$, for every $q \in \mathbb{R}^+$, $V^{(1)}(q_c)$ would remain bounded, whereas if $q_y \to \pm \infty$, $W^{(1)}(q_c - q_y)$ goes to $\pm \infty$, contradicting III.20.

Now let $M_1 > M_0$ (see § I-B.) such that:

$$\sup_{q \leq M_1} V^{(1)}(q) = V^{(1)}(M_1). \quad \text{III.21}$$

$M_1$ exists by the assumption B because $|q| \geq M_0$. $V^{(1)}(q)$ is strictly increasing. Therefore if

$$a = \sup_{q \leq M_0} V^{(1)}(q) \quad \text{III.22}$$

it is sufficient to choose $M_1 > M_0$ such that $V^{(1)}(M_1) > a$.

Now if $q \in J(M_1)$, the equation III.20 has only one solution $q_c \geq M_1$ because

$$q \in [M_0, \infty] \to V^{(1)}(q) + \frac{3}{\partial q} W(q; q) \quad \text{III.23}$$

is strictly increasing. On the other hand, if $q < M$, we have:

(due to III.21)

$$V^{(1)}(q) + \frac{3}{\partial q} W(q; q) < V^{(1)}(q_c) + \frac{3}{\partial q} W(q_c; q) = 0. \quad \text{III.24}$$

Thus, if $q \in J(M_1)$, III.20 has exactly one solution (greater than $M_1$).

Clearly $q_c$ is increasing in $q$; indeed: let $q' \geq q$, $q' \neq q$, then:

$$V^{(1)}(q_c) + \frac{3}{\partial q} W(q_c, q') < V^{(1)}(q_c) + \frac{3}{\partial q} W(q_c, q) = 0. \quad \text{III.25}$$
and if \( q \to +\infty \), \( V'(q) + \frac{3}{\delta q} W(q, q') \to +\infty \).

Therefore, there is \( q_c > q_c' \) such that

\[
V'(q_c') + \frac{3}{\delta q} W(q_c', q') = 0.
\]

Picking \( q_o \) in \( J(M_1) \), we have proved our lemma.

Lemma III.5: Let \( q_o \) be as in the previous lemma.

For \( q > q_o \), \( q \in S_R \), we have for some \( K_1 \geq 0 \).

\[
I(q) = \frac{a}{2} a^q q + q_c
\]

Proof:

Let \( F \) be a function on \( \mathbb{R} \) and define

\[
I_F = \int_{q_c}^{\infty} dq \ e^{-F(q)+aq}
\]

we claim that if \( F_1, F_a \) are two functions such that \( T_1 - F_a \) is increasing on \( [q_c, \infty] \) then

\[
I_{F_1} \leq I_{F_a}.
\]

For if \( F_a = cF_1 + (1-c)F_a \), we find (with obvious notations)

\[
\frac{\partial I_F}{\partial \alpha} = - \frac{1}{Z(\alpha)} \int_{q_c}^{\infty} dq e^{-F_a(q)} \int_{q_c}^{\infty} dp e^{-F_a[e^{aq} - e^{ap}][F_1 - F_a](q) - (F_1 - F_a)(p)}
\]

Since both \( q \to e^{aq} \) and \( F_1 - F_a \) are increasing on \( [q_c, \infty] \),

the integrand is positive, and the claim is proven.
Let us apply this remark to our case:

\[ F_1 = V(q) + W_2(q; q). \]

Indeed, by definition of \( q_c \) we have:

\[ F_0 = \frac{A}{(a+1)(a+2)} \left[ q^{a+2} - q_c^{a+2} - (q-q_c)q_c^{a+1}(a+2) \right] \]

Thus \( F_1 - F_0 \) is increasing on \([q_c, \infty)\).

Now, replacing \( F_1 \) by \( F_0 \), and putting

\[ q = q_c + \frac{x}{q_c^{a/2}} \]

we get (with \( Z(q_c) \) a normalization factor)

\[ I(q) \leq \frac{e^{x^2/2}}{Z(q_c)} \int_0^{\infty} \theta(1-\theta)(1 + \frac{x}{q_c^{a/2}})^a + a \frac{x}{q_c^{a/2}} \]

By the dominated convergence theorem, the normalization factor \( Z(q_c) \) converges to:

\[ \lim_{q_c \to \infty} Z(q_c) = \int_0^{\infty} dx \ e^{\frac{-Ax^2}{2}} = \sqrt{2\pi A} \]

whereon the numeration is dominated by:
and the lemma is proved.

Due to III.12 with $p_0 = q_c$ and III.28, the theorem III.2 will be proved once the following holds:

**Lemma III.6.**

The following estimate holds if $q \in J(M_1)$

$$q_c \leq B + \sum_{y \in \mathbb{R}} r(x,y) |q_y|$$

where $B > 0$ and $r$ is such that $\|r\| < 1$, $\|r\|_{\eta, \tilde{N}} < +\infty$ $\forall N \geq 0$.

**Proof:** Let us assume $a > n-2$. Then $q_c$ minimizes the function $q \rightarrow V(q) + \sum_{y \in \mathbb{R}} W_x(y)(q-q_y)$. Thus one get

$$V(q_c) \leq V(q_c) + W_x(q_c, q) \leq V(0) + \sum_{y} W_x(y)(-q_y).$$

Using A1 - A2 one concludes

$$V(M_1) + (q_c - M_1)V(1)(M_1) + A \int_{M_1}^{q_c} (q_c - u) u^a du \leq V(0) + \sum_{y} J(x, y)(1 + |q_y|)^n.$$  

Changing eventually $A$ into $\frac{A_1}{2}$, we then can find a constant $B_1$ such that:

$$q_c > M_1 \Rightarrow \frac{A_1}{2(a+1)\alpha+2} q_c^{\alpha+2} \leq B_1 + \sum_{y} J(x, y)(1 + |q_y|)^n.$$  

Thus, there are constants $B_2, A_2$ such that

$$q_c \leq B_2 + A_2 \sum_{y} J(x, y) \frac{1}{\alpha+2}[1 + |q_y|]^{\frac{n}{\alpha+2}}$$

Since $n < \alpha+2$ $(1 + |q_y|)^{n/\alpha+2} \leq a(\epsilon) + \epsilon(1 + |q_y|)$, $\forall \epsilon > 0$,
and thus III.39 is proved.

Let us assume \( A_2 \) to hold. Then from III.20 we get

\[
V(2)(q_c) \frac{\partial q_c}{\partial y} + \sum_{x,y} W(2)(q_c - q_y) \frac{\partial q_c}{\partial y} = W_{x,y}(q_c - q) \quad \text{III.45}
\]

From \( A_2 - B \) (taking \( \alpha = 0 \)) we get:

\[
\frac{\partial q_c}{\partial y} \leq \frac{J(x,y)}{A + \sum_{x,y} J(x,y)} = r(x,y) \quad \text{III.46}
\]

from which III.39 follows with

\[
\|r\| = \frac{\|J\|}{A + \|J\|} < 1 \quad \text{III.47}
\]

and

\[
\|r\|_{\eta, N} = \frac{\|J\| \eta, N}{A + \|J\|} < +\infty
\]

IV. The FKG order.

The configuration space \( \Omega_R \) is ordered by

\[
q \leq q' \iff q_x \leq q'_x \quad \forall x \in \mathbb{R} \quad \text{IV.1}
\]

We denote \( \mathcal{K}_+(\Omega_R) \) (resp. \( \mathcal{K}_-(\Omega_R) \)) the set of bounded increasing (resp. decreasing) measurable functions on \( \Omega_R \). \( \mathcal{K}_+(\Omega_R) \) is a convex cone; it determines the order in the following sense

\[
q \leq q' \iff F(q) \leq F(q') \quad \forall F \in \mathcal{K}_+(\Omega_R) 
\]

Moreover, if \( \mu_1, \mu_2 \) probability measure on \( \Omega_R \) coinciding on \( \mathcal{K}_+(\Omega_R) \), \( \mu_1 = \mu_2 \), for \( \mathcal{K}_+(\Omega_R) \cap \mathcal{C}(\Omega_R) \) separate the points of \( \Omega_R \), contains constant and is invariant by complex conjugacy.

Thus, for every compact set \( K \subset \Omega_R \), \( \mathcal{C}(\Omega_R) \cap \mathcal{K}_+(\Omega_R) \) generated a dense \( * \)-algebra in \( \mathcal{C}(K) \). Thus \( \mu_1 \) and \( \mu_2 \) coincide on
compact subsets and this implies \( u_1 = u_2 \).

A dual order can be defined on \( M(\Omega_R) \) by

\[
\mu_1 \preceq \mu_2 \iff \mu_1(F) \leq \mu_2(F) \quad \forall F \in \mathcal{F}(\Omega_R)
\]  

It will be called the FKG order [40].

The remarkable property of our model comes from the fact that the local specification \( \xi \) leaves \( \mathcal{F}^+(\Omega_R) \) invariant. (see Prop. IV.2 below). Following PRESTON [40] we propose:

**Definition IV.1:** A local specification \( \xi = (E_{\Lambda \in \mathcal{F}})_{\Lambda \in \mathcal{F}(R)} \) is called attractive, if for any \( \Lambda \in \mathcal{F}(R) \)

\[
E_{\Lambda} \mathcal{F}(\Omega_R) \subseteq \mathcal{F}^+(\Omega_R)
\]  

**Proposition IV.2:** The local specification \( \xi \) is attractive, provided \((W_{x,y})_{x,y} \) satisfy \( A \).

**Proof:**

Indeed, let \( F \) be in \( \mathcal{F}^+(\Omega_R) \), and \( q \leq q' \). We get

\[
E^q_{\Lambda}(F) = \int d\mu^q_{\Lambda}(p_\Lambda) F(p_\Lambda, q_\Lambda)
\]  

Replacing \( F(q_\Lambda, q_\Lambda') \) by \( F(q_\Lambda, q_\Lambda') \) inside the integral, gives an upper bound of the r.h.s. On the other hand, the probability measure \( \mu^q_{\Lambda} \) has the form:

\[
d\mu^q_{\Lambda}(p_\Lambda) = \frac{1}{V(\xi)} \Pi (dp_x e^{x \in \Lambda}) \Pi (dp_y e^{y \in \Lambda}) \end{equation}

Since

\[
\frac{\partial^2}{\partial p_x \partial p_y} (- \sum_{x' \in \Lambda} (V(p_{x'}) + \sum_{y' \notin \Lambda} W_{x', y'} (p_{x'} - q_{y'})) - \sum_{x', y' \in \Lambda} W_{x', y'} (p_{x'} - q_{y'})) = W_{x, y}(p_x - p_y) \geq 0.
\]  

\[
= W_{x, y}(p_x - p_y) \geq 0.
\]
it follows that $\mu^q_A$ satisfies the FKG inequalities [43]

$$\mu^q_A(G_1 G_2) \geq \mu^q_A(G_1) \mu^q_A(G_2) \quad G_1, G_2 \in \mathcal{K}_+(\Omega_A)$$  \hspace{1cm} \text{IV.8}

In particular if $G \in \mathcal{Y}_+(\Omega_A)$:

$$y \not\in \Lambda \Rightarrow \frac{\partial}{\partial q_y} \mu^q_A(G) = \sum_{x \in \Lambda} \left\{ \mu^q_A(Gw(x,y)(\sigma_x - q_y)) - \mu^q_A(G) \mu^q_A(w^x_{x,y}(\sigma_x - q_y)) \right\}$$

is positive. Thus:

$$\mu^q_A(G) \leq \mu^q_A'(G) \quad G \in \mathcal{Y}_+(\Omega_A).$$  \hspace{1cm} \text{IV.9}

If $G(p_A) = F(p_A, q_A)$ we get the result:

$$E^q_{\mu^c}(F) \leq \mu^q_A(G) \leq \mu^q_A'(G) = E^q_{\mu^c}(F).$$  \hspace{1cm} \text{IV.10}

The main property of local compact attractive specifications described in the following:

**Theorem IV.3:** Let $\zeta$ be a local, compact attractive specification. Then $G_t(\zeta)$ has a unique maximum $\mu_+$ and a unique minimum $\mu_-$ for the FKG order.

**Proof:**

First we prove the existence of a maximum. Let $(\mu_\alpha)_{\alpha \in A}$ be a totally ordered net in $G_t(\zeta)$. Since $\zeta$ is compact, it has a limit point $\mu_\infty$ in $G_t(\zeta)$. In particular there is an increasing subnet $\alpha(\beta)$ such that

$$\mu_\infty(F) = \lim_{\beta} \mu_\alpha(\beta)(F) \quad \forall F \in \mathcal{K}_+^1(\Omega_R).$$  \hspace{1cm} \text{IV.12}

Since $\beta ^\dagger \mu_\alpha(\beta)$ is increasing in the FKG order we get:

$$\mu_\infty(F) = \sup_{\alpha} \mu_\alpha(F) \quad F \in \mathcal{K}_+^1(\Omega_R).$$  \hspace{1cm} \text{IV.13}
Thus $\mu_\pi$ is unique since it is uniquely defined on $\mathcal{K}'(\Omega_R)$, and is precisely the supremum of $(\mu_\alpha)_{\alpha \in A}$. By the ZORN lemma, $G_t(\pi')$ has maximal elements.

Let now $\mu_1$ and $\mu_2$ be two such maximal elements in $G_t(\pi')$. In $\Omega_R$, the map

$$(q,q') \in \Omega_R \times \Omega_R \mapsto q \vee q = (\max(q_x,q_x'))_{x \in R} \in \Omega_R$$

is measurable. Let $p$ be the image of $\mu_1 \otimes \mu_2$ under this map. We claim that: $p \in M_t$. For

$$\rho(|x|) = \frac{1}{|x|} \int d\mu_1(q) d\mu_2(p) |q_x \vee p_x|$$

$$\leq \int d\mu_1(q) d\mu_2(p) (|q_x| + |p_x|) \leq \mu_1(|x|) + \mu_2(|x|). \quad \text{IV.14}$$

On the other hand, $\rho \not\ll \mu_i$, $i = 1,2$, because:

$$F \in \mathcal{K}'(\Omega_R) \Rightarrow \rho(F) = \int d\mu_1(q) d\mu_2(p) F(q \vee p)$$

$$\geq \int d\mu_1(q) F(q) \quad i = 1,2. \quad \text{IV.15}$$

Since $\pi'$ is attractive, it follows that

$$i = 1,2, \quad \mu_i = \mu_i \mathcal{F}_c \rho \mathcal{F}_c \quad \forall \Lambda \in \mathcal{F}(R). \quad \text{IV.16}$$

Since $\pi'$ is compact, $(\rho \mathcal{F}_c \Lambda \in \mathcal{F}(R)$ is compact in $M_t$, and any limit point $\rho_\infty$ is a tempered Gibbs state such that

$$\mu_1 \ll \rho_\infty, \quad \mu_2 \ll \rho_\infty. \quad \text{IV.17}$$

By definition of $\mu_1, \mu_2$ we get

$$\mu_1 = \mu_2 = \rho_\infty. \quad \text{IV.18}$$

The previous theorem is too abstract. The following result gives a rather concrete construction of $\mu_\pi$. 

Proposition IV.4:

With the hypothesis of theorem IV.3, the maximal state $\mu_+$ is given by:

$$\mu_+ = \lim_{\Lambda^R \to \Lambda^c} E^q$$

for any $q \in S_R^*$ such that

i) $q_x > 0 \; \forall x$

ii) $\exists N > 0$ depending only on $\xi$, such that

$$\sum_{x \in R} \frac{d(O_x, x)^N}{q_x} < +\infty.$$  

If moreover $\xi$ satisfies the exponential bound III.1, then, ii) can be replaced by

iia) $q_x \geq B \log |d(0,x)|^\frac{1}{2}$

for $B$ large enough.

Remark: The estimate IV.22 has already been proposed by I. LEBOWITZ and E. PRESUTTI [31].

Proof: For $q \in S_R^*$, the DIRAC measure $\delta_q$ belongs to $M_t(\Omega_R)$ and $E^{\Lambda^c} = \delta_q \cdot E^{\Lambda^c}$. $\xi$ being compact, this family of measure has a limit point say $\mu_\infty$.

Now, let $F$ be in $\mathcal{X}_+(\Omega_R)$, and $\mu$ be in $G(\xi)$:

$$\mu(F) = \int_{p \leq q} \frac{d\mu(p)}{\Lambda^c} E^{p}(F) + \int_{p > q} \frac{d\mu(p)}{\Lambda^c} E^{p}(F)$$

IV.23

Since $\xi$ is attractive, $E^{p}(F)$ is an increasing function of $p$; on the other hand $F$ is bounded by $\|F\|_\infty$. Thus:

$$\mu(F) \leq E^{q}(F) + \|F\|_\infty \mu\{p \in \Omega_R; \; \exists x \notin \Lambda, p_x \geq q_x\}$$

IV.24
The last term of the r.h.s. can be estimated by:

$$\sum_{x \notin A} \frac{u(|\sigma_x|)}{q_x} < \sum_{x \in A^c} \frac{Kd(0,x)^N}{q_x} = \varepsilon_A$$  \hspace{1cm} \text{IV.25}$$

where $K > 0$, and $N \geq 0$ depends only on $\mathcal{E}$ since $G_t(\mathcal{E})$ is a compact subset of $M_t(\Omega_R)$. By the hypothesis for any sequence $\Lambda_n$ converging to $R$, $\lim \varepsilon_{\Lambda_n} = 0$. Choosing a suitable subsequence $\Lambda_n$ we get:

$$\mu(F) \leq \mu_\infty(F) \quad F \in K(\Omega_R).$$  \hspace{1cm} \text{IV.26}$$

which proves that $\mu_\infty = \mu_+$. Now if $\mathcal{E}$ satisfies the exponential bound IV.25 can be replaced by (see eq. III.3)

$$\inf_{x \in A^c} \left[ \mu(e^{a\sigma_x} e^{-aq_x}) \right] \leq \sum_{x \in A^c} e^{-\frac{(q_x-B')^2}{2A'}} = E_A.$$  \hspace{1cm} \text{IV.27}$$

Since $R \subset 2^V$ the r.h.s. converges provided IV.22 holds

with

$$\frac{B^2}{2A'} > \nu \quad \square$$  \hspace{1cm} \text{IV.28}$$

V. The general properties of $\mu_+$.

The remarkable states $\mu_+$ may have inherited properties of the local specification. In this section we prove that $\mu_+$ are extremal in $G_t(\mathcal{E})$ and that $G_t(\mathcal{E})$ is reduced to one point if and only if $|\mu_+| = \mu_-$. We prove that $\mu_+$ are translation invariant if $\mathcal{E}$ is translation covariant. They are reflection positive under suitable properties of $\mathcal{E}$. At last, we prove that they have the global Markov property if $\mathcal{E}$ is locally Markov. In what follows $\mathcal{E}$ is a local compact, attractive specification.
V. a Extremality:

**Proposition V.1:** The states $\mu_+$ and $\mu_-$ are extremal in $G_t(\mathcal{E})$ and $G_t(\mathcal{E})$ has one point if and only if $\mu_+ = \mu_-$. 

**Proof:**

Assume $\mu_+ = \alpha \mu_1 + (1-\alpha)\mu_2$ with $0 < \alpha < 1$, $\mu_i \in G_t(\mathcal{E})$.

For $F$ belonging to $\mathcal{K}_+(\Omega_R)$ we get

$$
\mu_+(F) = \alpha \mu_1(F) + (1-\alpha)\mu_2(F)
$$

Thus

$$
\mu_+(F) \geq \mu_i(F) \quad i = 1,2.
$$

which means

$$
\mu_+ = \mu_1 = \mu_2. \quad V.3
$$

If moreover $\mu_+ = \mu_-$ we have by construction:

$$
\mu_+(F) = \mu_-(F) \leq \mu(F) \leq \mu_+(F) \quad \forall F \in \mathcal{K}_+(\Omega_R) \quad \forall \mu \in G_t(\mathcal{E}) \quad V.4
$$

That is

$$
\mu = \mu_+ = \mu_- \quad \forall \mu \in G_t(\mathcal{E}). \quad V.5
$$

V. b Covariance:

Let $\mathcal{E}$ be a Borel isomorphism of $\Omega_R$ into itself. For $F$ a measurable function, we put

$$
\mathcal{E} F(q) = F(\mathcal{E}^{-1} q) \quad V.6
$$

**Definition V.2:** $\mathcal{E}$ is said to be $\mathcal{E}$-covariant if for any $\Lambda \in \mathcal{K}(R)$ there is $\Lambda^{\mathcal{E}} \in \mathcal{K}(R)$ such that

$$
\mathcal{E} E^{\Lambda} = E^{\Lambda^{\mathcal{E}}} \quad V.7
$$
Proposition V.3: Let \( \mathcal{C} \) be \( \mathcal{C} \)-covariant. Then \( G_t(\mathcal{C}) \) is \( \mathcal{C} \)-invariant. Moreover if the action \( \mathcal{C} \) respect the order (i.e. \( \mathcal{C}^{\pm 1} \mathcal{K}_+^r(\Omega_R) \subset \mathcal{K}_+^r(\Omega_R) \)) then \( \mu_+ \) and \( \mu_- \) are \( \mathcal{C} \)-invariant. If \( \mathcal{C} \) reverse the order (i.e. \( \mathcal{C}^{\pm 1} \mathcal{K}_+^r(\Omega_R) \subset \mathcal{K}_-^r(\Omega_R) \)), \( \mathcal{C}^* \mu_+ = \mu_- \).

Proof:

Let \( \mu \) be a tempered Gibbs state. Then \( \mathcal{E}^* \mu \) satisfies for every \( F \) bounded and measurable and \( \Lambda \in \mathcal{P}(\mathbb{R}) \)

\[
\mathcal{E}^* \mu(F) = \mu(\mathcal{E} F) \leq \mu(\Lambda F) = \mathcal{E}^* \mu(\Lambda F) = \mathcal{E}^* \mu_0(F) \quad V.8
\]

Thus \( \mathcal{E}^* G_t(\mathcal{C}) \subset G_t(\mathcal{C}) \).

Since \( \mu_+ \) is maximal we get:

\[
\mu_- \ll \mathcal{E}^* \mu_+ \ll \mu_+ \ll \mathcal{E}^{-1} \mu_+ \ll \mu_+ \quad V.10
\]

If moreover \( \mathcal{E}^* \) respects the order we get from \( V.10 \):

\[
F \in \mathcal{K}_+^r(\Omega_R) \Rightarrow \mu_+(F) = \mathcal{E}^{-1} \mu_+(\mathcal{E} F) \ll \mu_+(\mathcal{E} F) = \mathcal{E}^* \mu_+(F) \leq \mu_+(F) \quad V.11
\]

which means:

\[
\mu_+ = \mathcal{E}^* \mu_+ \quad V.12
\]

If \( \mathcal{C}^* \) reverses the order, \( F \) is decreasing and

\[
F \in \mathcal{K}_+^r(\Omega_R) \Rightarrow \mu_-(F) = \mathcal{E}^{-1} \mu_-(\mathcal{E} F) \geq \mu_+(\mathcal{E} F) = \mathcal{E}^* \mu_+(F) \geq \mu_-(F) \quad V.13
\]

Thus

\[
\mu_+ = \mathcal{E}^* \mu_+ \quad V.14
\]

Examples:

(i) \( R = 2^V \) \( (\mathcal{C} \varrho)_x = \varrho_{x+a} \) \( a \in 2^V \) \( V.15 \)

The local specification in I.5 is translation invariant.
iff \[ W(x,y)(q) = W((x-y),0)(q) \ \forall x, y \]. \ \ \ \ \text{V.16} \\

(translation invariant interaction). Then \( \mathcal{C} \) respects the order.

ii) \[ \mathcal{C} q = -q \quad \text{(spin flip)} \]. \ \ \ \ \text{V.17}

The local specification is \( \mathcal{C} \)-invariant iff it is even, which means

\[ V(-q) = V(q) \ \forall x, y \in \mathbb{R}. \ \ \ \ \text{V.18} \]

In this case, \( \mathcal{C} \) reverses the order.

\textbf{V.c Reflection positivity.}

Let us consider the case \( R = \mathbb{Z}^v \). Let \( \Pi \) be the hyperplane \( \Pi = \{ x \in \mathbb{R}^v, x_1 = \frac{1}{2} \} \), and \( \theta \) be the reflection about \( \Pi \). \( \theta \) leaves \( \mathbb{Z}^v \) invariant and exchange the half spaces \( \Pi_+ \) and \( \Pi_- \) defined by \( \Pi \) in \( \mathbb{Z}^v \). Let \( \mathcal{C} \) be the corresponding action on the bounded measurable function on \( \Omega_R \):

\[ \mathcal{C} f(q) = f(\theta q) \quad \text{with} \quad (\theta q)_x = q_{\bar{x}} \quad x \in \mathbb{Z}^v. \ \ \ \ \text{V.19} \]

We denote by \( \mathcal{C}^+ \) the closed convex cone generated by \( \mathcal{C} f \) where \( f \) is bounded and \( B_{\Pi_+} \)-measurable. (We take the closure with respect to the topology induced by weak topology in \( \bigwedge L^\infty(\Omega_R, B, \mu) \) for every tempered measure \( \mu \)).

\textbf{Definition V.4:} \( \mathcal{C} \) is reflection positive, if for any finite \( \theta \)-invariant subset \( A \) of \( R = \mathbb{Z}^v \), and any \( \theta \)-invariant configuration \( q \), \( \mathcal{C}^+ \mathcal{L}^\infty(\Omega_R, B, \mu) \) for every tempered measure \( \mu \).

\textbf{Proposition V.5:} if \( \mathcal{C} \) is reflection positive, \( \mu_+ \) and \( \mu_- \) are reflection positive i.e.:

\[ \mu_+(G) \geq 0 \quad \forall G \in \mathcal{C}^+ \]
Proof: Let q be in $S_+^r$ such that $\theta q = q$. Then: $G(q) \geq 0$

$\forall G \in J_+^0$, by definition of $J_+^0$.

In particular if $q_x \geq 0$ satisfies IV.21, and $\theta q = q$, then for $G$ being in $J_+^0$, we have:

$$\mu_+(G) = \lim_{\Lambda} \sum_{q} G(G) \geq 0 \quad \text{V.21}$$

Example: Let us consider the model I.5 with the following restrictions:

RP1) $W_{x,y} = 0$ unless $d(x,y) = 1$

RP2) $W_{x,y} - W_{x,y} \quad x,y \in R^*$

RP3) $\exp -W_{x,y}(q)$ is a function of positive type.

Proposition V.6: if the W's obey RP1-3), then the local specification in I.5 is reflection positive.

Proof: Let $\Lambda$ be a finite subset of $2^y$ $\theta$-invariant and $\Lambda_+ = \Lambda \cap \pi_+$. We claim that if $x \in \Lambda_+$, $y \in 2^y$ are such that $d(x,y) = 1$, then either $y \in \pi_+$, or $y = \theta x$. For if $y \notin \pi_+$, we have

$$d(x,y) = |x_1 - y_1| + \sum_{a=2}^y |x_a - y_a| = 1 \quad \text{V.22}$$

and

$$x_1 \geq 1 \quad y_1 \leq 0 \quad \text{V.23}$$

Thus

$$|x_1 - y_1| = 1 \quad x_1 = y_a \quad \Rightarrow \quad y = \theta x \quad \text{V.24}$$
Let $\Lambda_+$ (resp. $\Lambda_-$) be the set of $x \in \Lambda_+$ (resp. $\Lambda_-$) such that $d(x, \theta x) = 1$; we put

$$\Lambda_+^c = \Pi_+ \setminus \Lambda_+$$  

(resp $\Lambda_- = \Pi_- \setminus \Lambda_-$)

$$\Lambda_+ \cap = \Lambda_+ \setminus \partial \Lambda_+$$ (resp $\Lambda_- \cap = \Lambda_- \setminus \partial \Lambda_-$)

Then if $F$ is $\mathcal{B}_{\Pi_+}$-measurable and bounded

$$E_{\Lambda_+^c}(\Theta F \cdot F) =$$

$$\frac{1}{Z(q)} \int \mu_{\Lambda_+^c, 1}(p_{\Lambda_+^c, 1}) d\mu_{\Lambda_+^c, 1}((\theta p)_{\Lambda_+^c, 1}) \Pi d\pi_{\Lambda_+^c} e^{-V(p_x) - V(p_{\theta x}) - W_x, \theta(x)p_x - p_{\theta x}}$$

$$\Theta F \cdot F_{\Lambda_+^c}(p_{\Lambda_+^c, 1})$$

V.25

where $d\mu_{\Lambda_+^c}$ is some measure on $\Omega_{\Lambda_+^c, 1}$, $Z(q)$ a normalization factor, and:

$$F_N(p_{\Lambda_+^c, 1}) = F(p_{\Lambda_+^c, 1}) \frac{e^{-V(p_x) - V(p_{\theta x}) - W_x, \theta(x)p_x - p_{\theta x}}}{Z(q)}$$

V.26

The numerator in V.25 can be written as:

$$\int \Pi d\pi_{\Lambda_+^c} e^{-W_x, \theta x(p_x - p_{\theta x})} F(p_x, \theta x) \hat{F}(p_{\theta x}, \theta x)$$

V.27

for some $\hat{F}$. Since $e^{-W_x, \theta x(q)}$ is of positive type, we get a function in $\mathcal{G}_+$, because

$$\sum_{0 \leq i, j \leq N} M_{ij} \Theta F_i F_j \in \mathcal{G}_+ \text{ if } (M_{ij})_{ij} \geq 0$$

V.28

The same is true for $Z(q)$. Since $q = \theta q$ and $F \in \mathcal{G}_+ \Rightarrow F(q) \geq 0$, we get the result.
Remark: RP3 is verified by any function $W$ given by the Levy-Khintchine formula [51]

$$W(q) = aq^2 + bq + c - \int_{|s| \leq 1} e^{iqs} - 1 - iqs dv(s) - \int_{|s| \geq 1} e^{iqs} dv(q)$$

where $v$ is a positive measure with:

$$\int_{|s| \geq 1} dv(s) + \int_{|s| \leq 1} s^2 dv(s) < +\infty.$$  \hspace{2cm} V.29

If we want $W$ to satisfy the assumption $A$, it is enough to assume $\int_{-\infty}^{+\infty} s^2 dv(s) < +\infty$, $a \geq 0$ and $s^2 dv(s)$ is a measure of positive type. For example

$$W(q) = a |q|^\sigma \quad 1 < \sigma \leq 2$$ \hspace{2cm} V.31

satisfies RP3.

V.d: The Markov property:

A measure $\mu$ has the Markov property if for every $F_i$ $B_\Lambda$-measurable, $E_{\mu}(F_i | B_\Lambda \cap)$ depends only on the "boundary" of $\Lambda$; we will distinguish between the global MARKOV property for which no constraint is imposed on $\Lambda$, and the local one for which $\Lambda \in F(R)$ is needed. To be more precise we adopt the following definition [-1,2,3] .

**Definition V.7:** 1°) A local specification $\xi_i$ is locally Markov, if one can find an integer $r \geq 1$, such that for any finite subsets $\Lambda_1, \Lambda_2$ of $R$, with $\text{dist}(\Lambda_1, \Lambda_2) > r$, and any function $F_i \ (i = 1, 2)$ $B_\Lambda$-measurable one has:

$$E_{\Lambda_1 \cup \Lambda_2} c(F_i | F_j) = E_{(\Lambda_1 \cup \Lambda_2) c(F_i)} E_{(\Lambda_1 \cup \Lambda_2) c(F_j)}$$ \hspace{2cm} V.32
A tempered measure is **locally MARKOV** if the specification \( \mathcal{E}_\mu = (\mathbb{E}_\mu(\cdot | B \mathcal{A}_\mathcal{F}(\Lambda)))_{\Lambda \in \mathcal{F}(\mathbb{R})} \) is locally MARKOV. It is **globally MARKOV** if \( V.32 \) holds for \( \mathcal{E}_\mu \), for any subset \( \Lambda_1, \Lambda_2 \) of \( \mathbb{R} \) with \( \text{dist}(\Lambda_1, \Lambda_2) > r \).

The main result of this section is described below.

**Theorem V.8**: Let \( \mathcal{E} \) be a locally Markov, local, compact attractive specification. Then, if \( \mathcal{E} \) satisfies the DOBRUSHIN estimate II.3, \( \mu_+ \) and \( \mu_- \) have the global MARKOV property.

**Proof:**

The main property of \( \mathcal{E} \) is given by the lemma V.9 below. Once it is proved, the theorem follows trivially:

**Lemma V.9**: Let \( \mathcal{E} \) as before, and \( \theta \subset \mathbb{R} \). Then

\[
E^q \left( F | B_{\theta^c} \right) = \lim_{\Lambda^\mathbb{R}} E_{\mu_+}^q (F) \quad \text{V.33}
\]

for measurable function \( F \), and every \( q \in \mathcal{E}^t \) such that

\[
q_x > 0 \quad x \in \theta, \quad \Sigma_{x \in \theta} q_x x^N < +\infty \quad \text{for some } N.
\]

**Proof:**

Let \( p \) be a slowly increasing sequence on \( \theta^c \), \( p \in S^t \), and let \( \mathcal{E}_{p, \theta} \) be the local specification on \( \Omega_{\theta} \) defined by:

\[
\mathcal{E}_{p, \theta} = (\mathbb{E}_\mu^P \mathcal{A}_\mathcal{F}(\theta))_{\Lambda \in \mathcal{F}(\theta)} \quad \text{V.34}
\]

with

\[
\mathbb{E}_\mu^P (F)(q) = \mathbb{E}_\mu (F) |_{q_x = p_x; x \not\in \theta} \quad \text{V.35}
\]

In other words, the configurations coincides with \( p \) outside \( \theta \). Since the DOBRUSHIN estimate holds for \( \mathcal{E} \) we get
\[ x \in \Theta \quad E^p \left[ |x| \right] \leq A_x + \sum_{y \notin \Theta} r(x,y) |p_y| + \sum_{y \in \Theta} r(x,y) |\sigma_y| \quad V.36 \]

\[ p = (p_y)_{y \in \Theta} \] being slowly increasing, \[ \|r\| < 1, \|r\|_{\eta,N} < \infty \] implies that \[ \hat{E}_{p,\Theta} \] obeys a DOBRUSHIN estimate with

\[ A_x(p) = A_x + \sum_{y \notin \Theta} r(x,y) |p_y| \quad V.37 \]

In virtue of theorem II.3, \( \hat{E}_{p,\Theta} \) is a compact specification. It is also attractive if \( \hat{E} \) is, as can be trivially verified from \( V.35 \). From Theorem IV.3, there is a maximal probability measure say \( M^+_p,\Theta \) on \( G_t(\hat{E}_{p,\Theta}) \). From the proposition IV.4

\[ M^+_p,\Theta(F) = \lim_{\Lambda,\Theta} E^p_q(F) \quad p \in S' \quad \text{for} \quad q \in S' \quad V.38 \]

where \( q \in S', \) \( q_x \geq 0 \) and \( \sum_{x \in \Theta} d(O,x)^N < +\infty \) for some \( N \) depending only on \( \Theta \) and \( p \). Thus \( p \mapsto M^+_p,\Theta(F) \) is \( B_c^c \)-measurable.

Now let \( G \) be a \( B_c^c \)-measurable function and \( q \) be in \( S'_R \) as in prop. IV.6

\[ \mu_+(G) = \lim_{\Lambda,\Theta} E^q(GF) = \lim_{\Lambda,\Theta} E^q(E^{\Lambda \Theta} \hat{E}^{\Lambda \Theta} (\Lambda \Theta)) \quad V.39 \]

\[ = \lim_{\Lambda,\Theta} E^q(G \hat{E}^{\Lambda \Theta} \Theta_c(F)) \]

where \( \sigma_c(x) = \sigma_x \) if \( x \in \Theta_c \). Due to \( V.38 \) we get

\[ \mu_+(GF) = \mu_+(GM^+_{\sigma_c,\Theta}(F)) \quad V.40 \]

Since \( M^+_{\sigma_c,\Theta}(F) \) is \( B_c^c \) measurable, the definition of the conditional expectation gives:

\[ E_{\mu_+(F|B_c^c)} = M^+_{\sigma_c,\Theta}(F) \quad V.41 \]
Examples: if the $W$'s satisfy $A$ with

$$W_{xy} = 0 \text{ for } d(x,y) > r$$

then the model has the local Markov property.

VI. The pressure and uniqueness criteria.

VI.a The pressure.

Coming back to the model I.5, we define the pressure with "free boundary condition" as follows:

$$Z^f_{\Lambda} = \int_{x \in \Lambda} \left( dq_x e^{-V(q_x)} \right) e^{-\sum_{y \in \Lambda} W_{x,y}(q_x-q_y)}$$

VI.1

and

$$p^f = \lim_{\Lambda \to \mathbb{R}} -\frac{1}{|\Lambda|} \log Z^f_{\Lambda} .$$

VI.2

Here $|\Lambda|$ denotes the number of points in $\Lambda$, and the limit $\Lambda \to \mathbb{R}$ is taken in the VAN-HOVE sense [44].

Proposition VI.1: if $V$ and the $W$'s satisfy $A,B$ the $p^f$ exists.

Proof: Without loss of generality we can normalize $V(q)$ such that

$$\int dq e^{-V(q)} = 1.$$  

VI.3

Then, since $W_{x,y} > 0$ we get

$$Z^f_{\Lambda} \leq 1.$$  

VI.4

From the Jensen inequality we get

$$Z^f_{\Lambda} \geq \exp -\sum_{x,y \in \Lambda} \int dq dp e^{-V(p)-V(q)} X_{x,y}(p-q).$$  

VI.5
Let us put
\[ a = \int dq dp \ e^{-V(p)-V(q)}[1+|p-q|] \] \hspace{1cm} \text{VI.6}

It follows from B that \( 0 < a < +\infty \). Thus:
\[ Z^f_A \geq \exp -a \int_{x,y \in \Lambda} J(x,y) \geq \exp -|\Lambda|a||J||. \] \hspace{1cm} \text{VI.7}

On the other hand if \( \Lambda_1, \Lambda_2 \) are disjoint, \( W_{x,y} \geq 0 \) implies
\[ Z^f_{\Lambda_1 \cup \Lambda_2} \leq Z^f_{\Lambda_1} Z^f_{\Lambda_2}. \] \hspace{1cm} \text{VI.8}

This estimate together with VI.4, VI.7, implies the result \([46,47]\).

Now, let \( q \) be in \( \mathcal{B}'_R \) and we define
\[ Z_{\Lambda}(q) = \int \prod_{x \in \Lambda} dp_x e^{-V(p_x)} - \sum_{x \in \Lambda} \sum_{y \in \Lambda} W_{x,y}(p_x-p_y) - \sum_{x \in \Lambda} \sum_{y \in \Lambda} W_{x,y}(p_x-q_y). \] \hspace{1cm} \text{VI.9}

\[ p_{\Lambda}(q) = -\frac{1}{|\Lambda|} \log Z_{\Lambda}(q) \] \hspace{1cm} \text{VI.10}

and
\[ p^\mu = \lim_{\Lambda \to R} \int d\mu(q)p_{\Lambda}(q), \mu \in M_t(\Omega_R). \] \hspace{1cm} \text{VI.11}

**Proposition VI.2:** Let us assume \( A,B \). If \( \mu \in G_t(\mathcal{F}) \) then \( p^\mu \) exists and coincides with \( p^f \), provided there is \( \epsilon > 0 \) such that \( \frac{|A\Lambda|}{|\Lambda|^{1-\epsilon}} \to 0 \) as \( \Lambda \to R \).

**Proof:**

From \( W_{x,y} \geq 0 \) we get
\[ Z_{\Lambda}(q) \leq Z^f_{\Lambda}. \] \hspace{1cm} \text{VI.12}

By the Jensen inequality we get:
\[ Z_{\Lambda}(q) \geq Z^f_{\Lambda} \exp -\sum_{x \in \Lambda} \sum_{y \not\in \Lambda} W_{x,y}(\sigma_x-q_y)|q_x-q_y| \] \hspace{1cm} \text{VI.13}
with an obvious definition for $\langle \cdot \rangle_\Lambda$.

From $A$, we can estimate the r.h.s. as follows

$$\langle W_{x,y}(\sigma_{x-y}) \rangle_\Lambda \leq J(x,y)(1 + |\sigma_x|)^n \langle (1 + |\sigma_y|)^n \rangle_\Lambda$$ \hfill VI.14

Now we claim that there is a constant $K_3$ such that (see Lemma VI.3 below).

$$\langle (1 + |\sigma_x|)^n \rangle_\Lambda \leq K_3 \quad \forall x \in \Lambda \quad \forall \Lambda \in \mathcal{F}(R) \hfill VI.15$$

Assuming this estimate we get

$$\int \mu \left( \sum_{x \in \Lambda} \sum_{y \notin \Lambda} \langle N_{x,y}(\sigma_{x-y}) \rangle_\Lambda \leq K_4 \sum_{x \in \Lambda} \sum_{y \notin \Lambda} J(x,y) \right.$$ because, for $\mu \in G_t(\mathcal{E})$, $\mu$ satisfies the "exponential" bound III.3, thus $\mu((1+|\sigma_y|^n)$ is uniformly bounded in $y \in R$.

Now let

$$\Lambda_1 = \{ y \notin \Lambda; \text{dist}(\Lambda, y) \leq |\Lambda|^{\varepsilon} \} \hfill VI.16$$

(Here $\Lambda_1 = \{ y \notin \Lambda; d(\Lambda, y) \leq 1 \}$). Then

$$\sum_{x \in \Lambda} \sum_{y \in \Lambda_1} J(x,y) \leq \|J^t\| \ |\partial \Lambda| \ |\Lambda|^{\varepsilon} \hfill VI.17$$

if $J^t(x,y) = J(y,x)$ \hfill VI.18

On the other hand,

$$\sum_{x \in \Lambda} \sum_{y \notin \Lambda \cup \Lambda_1} J(x,y) \leq |\Lambda|^{-\varepsilon N} \sum_{x \in \Lambda} \sum_{y \notin \Lambda \cup \Lambda_1} d(x,y)^N J(x,y) \leq \frac{\|J\| N}{|\Lambda|^{\varepsilon N - 1}} \hfill VI.19$$

Thus

$$- \frac{1}{|\Lambda|} \log Z_{\Lambda}^f \leq \int \mu(q) p_\Lambda(q) \leq - \frac{1}{|\Lambda|} \log Z_{\Lambda}^f + O\left( \frac{3\Lambda}{|\Lambda|^{1-\varepsilon}} + O\left( \frac{1}{|\Lambda|^{\varepsilon N}} \right) \right) \hfill VI.20$$

and the result follows.

It remains to prove:
Lemma VI.3: The estimate VI.15 holds

To prove VI.15 it is sufficient to prove

$$\sum_{x \in A} a x^2 \leq A + B + C \quad \forall x \in F(A) a > 0. \quad \text{VI.21}$$

This estimate follows from III.1, where we have put $W_{x,y} = 0$ unless $x \in \Lambda$, $y \in \Lambda$. Then, the matrix $r(x,y)$ does not depend on $\Lambda$.

VI.b) Uniqueness criteria:

Proposition VI.4: Let $\mathcal{E}$ be a compact, attractive local specification. Then $G_t(\mathcal{E})$ has one point only, if and only if

$$\mu_+(\sigma_x) = \mu_-(\sigma_x) \quad \forall x \in \mathbb{R}. \quad \text{VI.22}$$

Remark: Using the Lebowitz inequalities such a result can be proved in example [32]. However we follow here a rather general argument.

Proof: By the proposition V.1 it is enough to prove that VI.22 implies $\mu_+ = \mu_-$. Let $f = (f_x)_{x \in \mathbb{R}}$ be a positive rapidly decreasing sequence on $\mathbb{R}$ and

$$\sigma(f) = \sum_{x \in \mathbb{R}} f_x \quad \text{VI.23}$$

Let $d_f$ be the corresponding Wasershtein distance (see Appendix ). We get:

$$d_f(\mu_+, \mu_-) = \int_{-\infty}^{\infty} d \lambda \left[ \mu_+(\lambda_{[s, \infty]}(\sigma(f))) - \mu_-(\lambda_{[s, \infty]}(\sigma(f))) \right] \quad \text{VI.24}$$

Since $\mu_+ = \mu_-$ and $\lambda_{[s, \infty]}(\sigma(f)) \in K_+/\mathbb{R}$ we can forget the absolute value to get
Now let \( h \) be a real number, and let \( p(h) \) be the pressure corresponding to the model I.5 with \( V \) replaced by

\[ V_h(q) = V(q) - h q. \]

Clearly \( p(h) \) is a concave function of \( h \). We assume moreover that \( W(x,y) \) depends only on \( x-y \), on \( R = \mathbb{Z}^V \) translation invariance). Then we get:

**Proposition VI.5:** Let us consider the model I.5, on \( \mathbb{Z}^V \), with \( W(x,y) \) depending only on \( (x-y) \in \mathbb{Z}^V \). Then if \( p(h) \) is differentiable at \( h = h_0 \), the set of tempered Gibbs states corresponding to \( V_{h_0} \) is reduced to one point.

**Proof:**

\[ p(h) = \lim_{\lambda \to R} p_{\lambda}^\mu(h) \]

\[ p_{\lambda}^\mu(h) = \frac{1}{|\lambda|} \log Z_{\lambda}^h(q) \]d\( \mu(q) \)

Thus, \( p_{\lambda}^\mu(h) \) is concave and of class \( C^1 \) in \( h \). A well-known result on concave function [17,24] allows us to give:

\[ \frac{\partial p(h_0)}{\partial h} = \lim_{\lambda} \frac{\partial p_{\lambda}^\mu(h_0)}{\partial h} \]

But

\[ \frac{\partial p_{\lambda}^\mu(h_0)}{\partial h} = - \frac{1}{|\lambda|} \int \mu(q) E_{\lambda}^c \left( \sum_{x \in \lambda} \sigma(x) \right) = \frac{1}{|\lambda|} \sum_{x \in \lambda} \mu(\sigma(x)) \]

In particular for \( \mu = \mu_+ \), \( \mu_+(\sigma(x)) = m_+ \forall x \), for \( \mu_+ \) are translation invariant (prop V.3, Example 1). Thus

\[ \frac{\partial p(h_0)}{\partial h} = m_+ = m_- \]
since $\mu$ can be chosen arbitrarily in $G_\xi(\xi)$.  

Using the proposition VI.4 the results is proved. \(\square\)

**Example.** Let us consider the $\varphi^4$ theory on a lattice:

\[
W_{xy}(q) = \begin{cases} \frac{1}{2}q^2 & d(x,y) = 1 \\ 0 & \text{otherwise} \end{cases} \quad \text{VI.32}
\]

\[
V(q) = \frac{1}{2}(m^2 - q^2)q^2 + \lambda q^4 
\lambda > 0
\]

The Lee-Yang theorem allows us to prove that $p(h)$ is analytic in $h$ for $\text{Re}(h) \neq 0$. \([26,27,49]\). In this region we have the uniqueness of the Gibbs state:

**Corollary VI.6:** For the $(\lambda \varphi^4 + b \varphi^2 + h \varphi)$ theory on the lattice, the set of tempered Gibbs states is reduced to one point provided $h \neq 0$.

**Remark:** In this example, let $\mu^h$ be the unique Gibbs state corresponding to the case $h > 0$. Then if $\mu$ is a Gibbs state for $h = 0$, the FKG inequalities give:

\[
\mu \prec \mu^h. \quad \text{VI.33}
\]

Thus, due to the compactness of $\xi$

\[
\lim_{h \to 0} \lim_{\lambda \to \infty} \mu^hE_{\lambda}^c = \mu_+ \quad \text{VI.34}
\]

if $\xi^c$ is the local specification corresponding to $h = 0$.

This construction was precisely done by FROLICH and SIMON \([21]\) in the context of field theories to get the "+$\pi$" state for the $P(\varphi)^2$ theory.
Appendix: Tempered measures.

As before $\Omega_R$ is the space $\mathbb{R}^R$ with the product topology; $S'_R$ is the subset of slowly increasing sequences in $\Omega_R$. $S'_R$ is equipped with the topology $\sigma(S'_R, SR)$ where $S_R$ is the set of fastly decreasing sequences, by the canonical duality:

$$q \in S'_R, f \in S_R \triangleq (q|f) = \sum_{x \in R} q_x f_x$$ \hspace{1cm} A.1

Since $S_R$ is separable, if $\Sigma$ is a dense denumerable sub-space of $S'_R$, the map

$$q \in S'_R \rightarrow (q|f)_{f \in \Sigma} \in \mathbb{R}^\Sigma = \Omega_\Sigma$$ \hspace{1cm} A.2

gives an homeomorphism between $S'_R$ and its image $\Sigma_f$ in the topological space $\Omega_\Sigma$. It is well-known [48] that the weak topology and the strong topology on $S'_R$ coincide, that $S'_R$ is a polish space, and that a subset $B$ of $S'_R$ is compact if and only if there are $C_B > 0$ and $N_B \in \mathbb{N}$ such that

$$q \in B \implies |q_x| \leq C_B (1 + d(0, x))^{N_B}$$ \hspace{1cm} A.3

Now let $M_t(\Omega_R)$ be the set of tempered measures on $\Omega_R$. For $f$ belonging to $S'_R$ we put

$$\rho_f(q) = \sum_{x \in R} f_x |q_x|$$ \hspace{1cm} A.4

Then $\mu \in M_t(\Omega_R)$ if and only if $\mu \in M(\Omega_R)$ and

$$\mu(\rho_f) < +\infty \hspace{0.5cm} \forall f \in \Sigma$$ \hspace{1cm} A.5

Let $W$ be the weak topology on $M$, and we equip $M_t$ with the induced topology.
Proposition A.1: [39] For every $\mu \in M_t$, the subset $S'_R$ of $\Omega_R$ has $\mu$-measure one.

**Proof:** We get easily, using the Tchebichef inequality

$$\mu(\Omega_R S'_R) \leq \mu \{ q \in \Omega_R : \exists x \in R \quad |q_x| \geq \frac{1}{\varepsilon} (1 + d(0, x))^N \}$$

$$\leq \varepsilon \sum_{x \in R} \frac{\mu(\sigma_x)}{(1 + d(0, x))^N}$$

Choosing $N$ big enough and $\varepsilon$ as small as we want, we get the result. \[ \square \]

Proposition A.2: [39] Let $C$ be a positive real number and $N$ be an integer. The set

$$\xi(C, N) = \{ \mu \in M_t(\Omega_R) : \mu(\sigma_x) \leq C(1 + d(0, x))^N \}$$

is compact in $(M, W)$ and

$$M_t = \bigcup_{C \in N, N \in N} \xi(C, N)$$

**Proof:** Giving $\varepsilon > 0$, $C > 0$ and $N \in N$, we define

$$\mathcal{Y}_\varepsilon = \{ q \in \Omega_R : |q_x| \leq \frac{C}{\varepsilon} (1 + d(0, x)^N + 1) \}$$

By the Tychonov theorem $\mathcal{Y}_\varepsilon$ is compact in $\Omega_R$, and

$$\mu(\Omega_R \mid \mathcal{Y}_\varepsilon) \leq \varepsilon \sum_{x \in R} \frac{\mu(\sigma_x)}{C(1 + d(0, x))^N + 1} \leq \varepsilon \sum_{x \in R} \frac{1}{(1 + d(0, x))^N + 1}$$

if $\mu \in \xi(C, N)$.

By the PROKHOROV theorem [42], $\xi(C, N)$ has a compact closure. But $\mu(\sigma_x) \mid_{x \in R}$ is lower semi-continuous, and therefore $\xi(C, N)$ is closed as inverse image of a closed set by $\hat{\phi}$. 

Corollary A.2: \((M_t, W)\) is a Suslin space \([8]\).

Proof: \(M_t\) is the denumerable union of compact metrizable space. [see \([8]\), § 6 n.2, prop 8]

Let \(M_t(\mathbb{R})\) be the set of probability measures on the real line such that
\[
\int_{-\infty}^{+\infty} d\mu(s) |s| < +\infty
\]

On \(M_t(\mathbb{R})\) the Wasserstein distance can be defined as follows \([6, 14, 16, 50]\)
\[
R(\mu, \nu) = \int_{-\infty}^{+\infty} d\nu(s) |u(x_s, \infty) - (x_s, \infty)|
\]
where \(x_s, \infty\) is the characteristic function of \([s, \infty]\).
It is known that \((M_t(\mathbb{R}), R)\) is a complete metric space the topology of which being stronger than the weak topology.

Giving \(f \in S_R\) we define
\[
\sigma_f = \sum_{x \in \mathbb{R}} \sigma_x f x
\]
and for \(\mu \in M_t(\Omega_{\mathbb{R}})\) let \(\mu_f\) be the measure on \(\mathbb{R}\) image of \(\mu\) by \(\sigma_f\). Since \(\mu \in M_t, \mu_f \in M_t(\mathbb{R})\). Then we define
\[
R_f(\mu, \nu) = R(\mu_f, \nu_f) \quad f \in S_R
\]

Proposition A.4: \([39]\) The family \((R_f)_{f \in S_R}\) define a topology \(\tau_t\) on \(M_t\), for which \((M_t, \tau_t)\) is a polish space. \(\tau_t\) is stronger than \(W\).

Proof: We first note that \(f \in S_R \rightarrow R_f\) is continuous because
\[
|R_f(\mu, \nu) - R_g(\mu, \nu)| \leq R_{f*\nu}(\mu, \nu)
\]
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For $R_f$ can be defined as:

$$R_f(\mu, \nu) = \inf \left\{ \int \text{d}m(p, q) \left| \sigma_f(p) - \sigma_f(q) \right| ; m \in W(\mu, \nu) \right\} \quad \text{A.16}$$

where $W(\mu, \nu)$ is the set of probability measures on $\Omega_R \times \Omega_R$, the projections of which are $\mu$ and $\nu$ respectively.

On the other hand

$$R_f(\mu, \nu) \leq \mu(|\sigma_f|) + \nu(|\sigma_f|) \leq \sum_{x \in \mathcal{R}} |f(x)| (\mu(|\sigma_x|) + \nu(|\sigma_x|)) \quad \text{A.17}$$

It follows that if $\Sigma$ is denumerable and dense in $\mathcal{S}_R$, the family $(R_f)_{f \in \Sigma}$ defines the same topology $\mathcal{C}$. Thus $\mathcal{C}$ is metrizable and complete because (see A.16)

$$|\mu(|\sigma_f|) - \nu(|\sigma_f|)| \leq R_f(\mu, \nu) \quad \text{A.18}$$

Moreover if $\mu \in M(\Omega_R)$ and $p_\mu(f) = \mu(|\sigma_f|) < +\infty \; \forall f \in \mathcal{S}_R$, then $p_\mu$ is a continuous semi norm and therefore $\mu \in \mathcal{M}_t$.

At last $\mathcal{C}$ is Hausdorff because $R_f(\mu, \nu) = 0 \; \forall f$ implies $\mu_f = \nu_f \; \forall f \in \mathcal{S}_R$, which, by the Kolmogorov theorem is equivalent to $\mu = \nu$.

The fact that $\mathcal{C}$ is stronger than $W$ is a consequence of the definition of $R_f$ [14, theorem 2]. \[\square\]

**Definition A.5**: A subset $H$ of $\mathcal{M}_t$ is called uniform if for any $f \in \mathcal{S}_R$

$$\lim_{A \to -\infty} \int |\sigma_f| \geq A \text{d}\mu(\sigma_f) = 0 \quad \text{A.19}$$

uniformly for $\mu \in H$.

The great interest of this definition comes from the following characterization of compact subset of $(\mathcal{M}_t, \mathcal{C})$. 

Proposition A.6: A subset $H$ of $(M_t, \mathcal{C})$, has a compact closure if and only if the following conditions hold.

(i) $H$ is uniform

(ii) $\exists \epsilon > 0$, $N \in \mathbb{N}$, $H \subseteq \mathcal{C}(C,N)$

Proof: Let us assume $H$ to be $\mathcal{C}$-compact.

Since $\forall f \in S_R$ $\mu \rightarrow \mu(|\sigma_f|)$ is continuous, for the $\mathcal{C}$ topology the semi-norm

$$p_H(f) = \sup_{\mu \in H} \mu(|\sigma_f|)$$

is everywhere defined and lower semi-continuous on $S_R^\prime$. Since $S_R^\prime$ is a Baire space, $p_H$ is continuous, ([8] § 5) and we can find $C > 0$, $N \in \mathbb{N}$ such that

$$p_H(f) \leq C \sum_{x \in R} |1 + d(x,0)|^N |f_x|$$

Thus $H \subseteq \mathcal{C}(C,N)$.

Moreover let $\epsilon$ be positive, and $f \in S_R$; then there are $\mu_1, \ldots, \mu_n$, $\mu \in H$, such that $\forall \mu \in H$

$$\inf_j R_f(\mu, \mu_j) \leq \epsilon / 4$$

Let $F_A$ be the function on $\mathbb{R}$,

$$F_A = 0 \quad |p| \leq A / 2 \ ; \ F_A(p) = 2|p| - A \quad \frac{A}{2} \leq |p| \leq A$$

$$F_A(p) = |p| \quad |p| \geq A$$

Then:

$$|F_A(p) - F_A(q)| \leq 2|p-q|$$

and

$$\int |\sigma_f| \geq A \, d\mu |\sigma_f| \leq \int d\mu F_A(\sigma_f) \leq 2R_f(\mu, \mu_j) + \int d\mu_j F_A(\sigma_f)$$

Choosing $A(\epsilon ; f)$ such that $A \geq A(\epsilon, f)$ implies
\[ \int \! \mu \, F_A(\sigma_f) \leq \varepsilon/2 \quad j = 1, \ldots, n \]  
and
\[ \int \! \mu \, |\sigma_f| > A \leq \varepsilon \quad u \in H \]

and \( H \) is a uniform set.

Conversely, if \( H \) satisfies (i) and (ii), \( H \) is weakly relatively compact. But since \( H \) is uniform, \( \mathcal{G} \) and \( W \) coincide on \( H \) by the result of Dobrushin \([14, \text{Theorem 2}]\). Then, \( H \) is \( \mathcal{G} \) relatively compact. \( \square \)

**Remark A.7:** We note now that in Section III, the exponential bound is sufficient to insure that \( \mathcal{E} \) is compact in the sense of the \( \mathcal{G} \)-topology. For if \( \chi_{A_0}(p) = 1 \) if \( p \geq A_0 = 0 \) otherwise

\[ \exists C(a) > 0, \ |\sigma_f| \chi_{A_0}(\sigma_A) \leq A_0 e^{a(\sigma_f - A_0)} C(a) \]  
and
\[ \mu(|\sigma_f| \chi_{A_0}(\sigma_A)) \leq A_0 e^{-A_0 a} C(a) \mu(e^{\sigma_f}) \mu \in M \]

This estimate proves that if \( \rho \in M \)

\[ \lim_{A \to \infty} \rho E_c(\chi_A(\sigma_f)|\sigma_f) = 0 \]

uniformly in \( \Lambda \), and

\[ \lim_{A \to \infty} \mu(\chi_A(\sigma_f)|\sigma_f) = 0 \]

uniformly in \( \mu \in G_t(\mathcal{E}) \), because \( \mathcal{E} \) satisfies the exponential bound. \( \square \)
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