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vle construct boson models in two space-time dimensions 
which satisfy all the Wightman axioms with mass gap. The 
interactions are exponential and no restriction on the size 
of the coupling constant is made. The Schwinger functions 
for the space cut-off interaction are shown to be non-negative 
and to decrease monotonically to their unique, non zero, 
infinite volume limit, as the space cut-off is removed. The 
correspondent Wightman functions satisfy all the Wightman 
axioms. The mass gap of the space cut-off Hamiltonian is 
non decreasing as the space cut-off is removed and the 
Hamiltonian for the infinite volume limit has mass gap at 
least as large as the bare mass. The infinite volume Schwinger 
functions and the mass gap depend monotonically on the 
coupling constant and the bare mass. The coupling of the 
first power of the field to the first excited state is 
proven. 
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1 • Introduction 

Nelson's introduction [ 1 J of l!Jarl-coff fields and euclidean methods 
in const~1ctive quantum field theory has had a strong influence 
on recent studies of some models ([2], [3], [4]) and these methods 
played also a certain role in Glimm-Spencer's proof (5] of the 
mass gap and the uniqueness of the infinite volume limit for 
weakly coupled P(~) 2 models, completing the verification og 
Wightman's axioms for these models [6]. 1) One of the advantages 
of the fJiarkoff fields approach is to mal-ce available for quantum 
fields methods used successfully in the study of the thermo
dynamic limit in statistical mechanics. A first direct use of 
this connection was made in [3] , where Kirkwood-Salzburg 
equations for dilute gases where applied to the study of the 
infinite volume limit of \•reakly coupled ultraviolet cut-off 
non-polynomial interactions. For strongly coupled models other 
methods of statistical mechanics have been used quite recently. 
These are the so called correlation inequalities, in particular 
the Griffiths inequalities for Ising ferromagnetic systems 
[7] (see also e.g [8]). Guerra, Rosen and Simon [9] and 
Nelson [10] introduced a framework which makes possible to 
apply the correlation inequalities: to the case of quantum fields, 

(the so called lattice approximation for the P(~) 2 models). 
The consequences of these correlation inequalities include a 
result of Nelson [10] · on the existence of the infinite volume 
limit for a class of P(~)2 interactions with Dirichlet 
boundary conditions, without restrictions to weak coupling, and 
a result of Simon [11] on the coupling to the first excited 
state. Uniqueness of the vacuum in these models was not obtained 
by this method, but for certain polynomials of at most fourth 
degree and Dirichlet boundary conditions yet another method 
inspired by statistical mechanics (Lee-Yang Theorems) has been 
successful [12]. The question of the mass gap remains however 
open in these strong coupling models. 
In this paper we shall use euclidean TIIarkoff fields and correlation 
inequalities for the study of the infinite volume limit of 
scalar bosons with even exponential self-coupling in two space
time dimensions, without cut-offs and restrictions on the size 
of the coupling constant, and we prove all Wightman axioms 
including uniqueness of the vacuum and the mass gap. 
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A class of the models including the present ones have been 
studied previously by one of us [13]. Their space cut-off 
Hamiltonians ~ = H0 + Vr have been shown to exist as essentially 
self-adjoint operators. Moreover the uniqueness of the ground 
state of Hr,with eigen value Er, was proved as well as the 
finiteness of the spectrum in the interval _[ Er , Er + m- e ], 

where e > 0 is arbitrary and m is the bare mass. Infinite 
volume limit points were then given using a compactness argument 
(along the lines of [14]), but the question of the uniqueness 
of the limit was not tackled yet. 
In this paper we establish the existence and uniqueness of the 
infinite volume limit, ty proving that the Schwinger functions 
of the space cut-off interactions are non-negative and monotonically 
decreasing as the space cut-off function is increasing. We then 
verfy that the infinite volume Schwinger functions satisfy all 
the axioms [15] for euclidean fields and using a result of 
Osterwalder and Schrader [15], ,.,e then have that all the '\'!ightman 
axioms are satisfied in these models. Furthermore we have that 
the spectrum of the space cut-off Hamil toni an is void in the 
open interval (Er, Er + m) and the mass gap is monotonically 
non decreasing as the space cut-off is removed. Moreover the mass 
gap of the physical Hamiltonian H is of size larger or equal 
m and is a monotone non decreasing function of the coupling 
constant and the bare mass m. 'Ttle also prove that the first 
excited states of the physical Hamiltonian are in the odd subspace 
of the physical Hilbert space and are coupled to the vacuum by the 
first power of the field. 



- 1 -

2. Exnonential interactions in two s~ac~:time dimensions. 

In ( 13 J a claS3 of models of a boson field with exponential 

self-coupling in two space-time dimensions was considered. The 

space cut-off Hamiltonian for the space cut-off interactions of 

these models is given by 

H = H + r o J V(cp(x)); dx , ( 2 0 1 ) 

}xj,:::r 

where Ho is the free energy for a scalar bosonfield with positive 

mass m > 0 , in two space-time dimensions, and V(s) is a non 

negative real function of the form 

V(s) = J eas d\J(a) , (2.2) 

where \J is a bounded positive measure with compact support in the 

open interval (- l/2rr', v2TT) • 

for which the method of [ 13 ) 

The precise set of functions (2.2) 

hold is actually 

given by all positive measures \J with support in the closed 

interval [- {2--:rr.-;· /2 n1] and such that 

JJ (2n- st)-1 d\J(s) d\J(t) <co (2.3) 

The Wick ordered function of the field :V(cp(x)): is defined as 

the positive bilinear form on the free Fock space c~ given by 

S a.cp+(x) ctcp_(x) 
: V(cp(x)): = e. .e ... d\J(a.) (2.4) 

where cp (x) 
+ 

and cp_(x) are the creation and annihilation parts 

of the free field cp(x) • In [ 13] it was proved that 

Vr = J :V(cp(x)) : dx 
\Xl~r 

is a positive self-adjoint operator, and moreover that 

+ v r 

(2.5) 

(2.6) 
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is essentially self-adjoint on a domain contained in the inter-

section of the domains of definition for H0 and Vr It was 

also proved that Hr has a lowest simple isolated eigenvalue Er' 

which is separated from the essential spectrum of Hr by the 

distance m • Since v 
r is a strictly local perturbation the 

* time translations exist as a one parameter group of C -isomor-

* phisms of the C -algebra of local operators. 

Let 

eigenvalue 

be the normalized eigenvector belonging to the 

The estimate • 

(2.7) 

was proved and it was indicated how this estimate could be used 

* to construct an infinite volume vacuum as a state on the C -

algebra of local operators, invariant under space and time trans

lations. An infinite volume vacuum was obtained as a weak limit 

point in the state space of convex combinations of the states given 

by or and its translates. Summarizing briefly the results of 

the present paper for the vacuum, we prove, for the case V( s) = V(- a)J 

that Er is separated from the rest of the spectrum of Hr by 

the distance m , and that the state wr given by Or has a unique 

limit point w as r .... co and this is invariant under space and 

time translations as well as under homogeneous Lorentz transforma

tions. N[oreover in the renormalized Hilbert space given by the 

infinite volume vacuum w the infinitesimal generator of the time 

translations i.e. the Hamiltonian H has zero as a simple lowest 

eigenvalue with eigenvector given by w , and the rest of the 

spactrum of H is contained in the interval [m, co ) • 
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3. The Markoff field and the S_c~hwinger functions. 

Following Nelson [ 1 ] we introduce the free Markoff field in 
2 two dimensions ~(x) , x E R , which is the generalized Gaussian 

stochastic field with mean zero and covariance given by 

E( s(x) r;(y)) 

where 

= G(x-y) =(2n)-2 J ei(x-y)p dp 2 ' 
1R2 ~(p) 

2 
+ m 

2 
p Since G(x) 

(3. 1) 

is not a 

bounded function, s(x) itself is not a stochastic variable, but 

only a generalized stochastic variable, so that s(h)= J~x)h(x)dx 

is a Gaussian stochastic variable with mean zero and IR variance , 

(hG h)= J h(x) G (x-y) h (y )dx dy J for all real distributions h such 

that this integral is finite. 

Let (X, d~) be the probability space on which all the 

stochastic variables r; (h) are measurable functions. Let Lp be 

the space of LP (X, d\..1. )-integrable functions. The distributions h 

such that (h G h) < oo are the elements of the real Sobolev space 

H_1 0R2 ) and one verifies easily that distributions of the form 

B(x0 -t)® f(x1) = h(x1 ,x0 ) , where f E H_tOR) , are in H_1 (R2) 

Let E be the conditional expectation with respect to the 
0 

cr-algebra generated by the stochastic variables of the form 

r; 0 (f) = s s(x,o)f(x)dx for f E H_t(R). Since E0 is a condi
.JR 

tional expectation it is an orthogonal projection in L2 • There 

is then a natural identification of the free Fock space ,Y: with 

EoL2 such that the free vacuum 00 is identified with the func-

tion 1 and such that the self adjoint operator cp(f) = ~ cp (X) f (X) dx 

is identified with the multiplication operator given by the func-

tion r; 0 (f) • 

Since the covariance function (3.1) is euclidean invariant in 
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R2 so is the mea~ure d~ and hence we have a strongly continuous 

unitary repre~?ntation on L2 of the euclidean group in E 2 o 

Let Ut be the unitary representation in L · of the translations 2 

Of tl1e fOrm ( ) ( t ) 1.. n IR2 • x1,xo .... x1,xo+ One verifies ( 1 ] 

now that in the representation of the free Fock space as 
-tH0 

one 

has the following representation of the semigroup e • F 

be functions in E0 L2 , then 

. -tH0 
e F = E0 UtF (3. 2) 

Theorem 3~~· (Feyrunan-Kac-Nelson formula). 

Let V be a real function in E0 L2 such that V is bounded 

below by a constant function, and consider V as a self adjoint 

multiplication operator on E L2 • 
0 

If H = H0 + V is essentially self adjoint, then for any 

F E E0 L2 , 

where the integral in the exponent is the strong L2 (X,d~) integr~ 

Proof: Since H = H0 + V is essentially self-adjoint on 

D(H ) n D(V) 
0 

and bounded below, and -H 
0 

as well as -V • are 
-tH e o infinitesimal generators of strongly continuous semigroups 

-tV and e , we have by the Kate-Trotter theorem on perturbations 

of infinitesimal generators that the closure of -H is the infinite

simal generator of a strongly continuous semigroup e-tH and 

-tH -t/n Ho -t/n V n 
e = strong lim (e e ] 

n .... a::; 

By (3.2) we have that, for any F E E0 L2 , 
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1 n 

[ -t/n H I n [ - ii ~ uktv o t nV k=1 --e e- .J F = E0 e .u (3.4) 

Since Ut is strongly continuous on 1 2 and V is in E0 L2 c 1 2 

we have that UtV is strongly continuous and uniformly bounded 

in 1 2 • Hence ~ ~ Ukt V converges to j U,. V dT in 1 2 Hence 
k=1 -n o 

there is a subsequence nj which converges pointwise almost 

everywhere in X with respect to the measure d~ • Since V 

is bounded below and Ut comes from a transformation on X we 

1 n 
have that - - ~ Ukt V are bounded below uniformly 

nk=1-
n 

in n • There-

1 n. 
fore exp(- n· ~J uktv) is uniformly bounded and convergespoint-

J k=1 n. 
J 

wise. Hence by dominated convergence the right hand side of (3.4) 

converges to the right hand side of the formula in the theorem. 

By (3.3) the corresponding left hand side converges. This proves 

the theorem. 

Corollary to theorem 3. 1 • 

Let v E E0 L2 and real but not necessarily bounded below. 

Let Vk(x) = V(x) if V(x) ~ -k and Vk(x) = -k if not, and 

assume that Hk = Ho + vk ~ -c where c does not depend on k 

Then Hk tends strongly in the generalized sense to a self-ad

joint operator H which is bounded below and the formula of the 

theorem still holds. 

Proof: Since - C :S Hk, ~ Hk for k < k' we have that 

(Hk+c+1)-1 ~ (Hk,+c+1)-1 ~ 1 • Hence (Hk+c+1)-1 is a monotone 

sequence of positive operators uniformly bounded by 1, so that 

(Hk+c+1)-1 converges strongly and since the limit is bounded 

below by (Hk+c+1)-1 for a fixed k we have that the limit is 

the resolvent (H+c+1)-1 of a self adjoint operator H. By the 
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Trotter theorem on approximation of semigroups we have that 

converges strongly to -tH e Hence the left hand side of the 

formula in the theorem converges. Since Ut comes from a trans

formation on X we have that (U'TVk, )"(x) ~ (U'TVk)(x) for k < k' 

and all x E X • Hence exp(- Jtu'TVkd'f) increases monotonically 
0 

for all x E X with k • Hence for F > 0 the right hand side 

of the formula converges by the monotone convergence theorem. 

ThiS proves the corollary. ~ 

We shall now apply the Feyman-Kac-Nelson formula to the 

exponential interactions, but first we need to introduce the Wick 

powers of the free Markoff field. 

Let Pn be the closed linear subspace of L2 (X,d~) genera-

ted by functions of the form 

have that ~ Pn is dense in 

duce the Hermite polynomials 

complement of p 
n-1 

dense in L2 we get that 

s(f1 ) ••• ;(fk) 

L2 and Pn-1 

~n of degree 

' 
k < n . We then 

cp 
- n • We then intro-

n as the orthogonal 

Since is 

(3.5) 

Following Segal [ 16] we define the Wick ordered monomial 

:F;(h1) ••• ;(hn): as the orthogonal projection of s(h1) ••• s(hn) 

on JEn • A direct computation gives that 

(3.6) 

Hence L/2 o(.v n is isometric to the n-th symmetric tensor product 

of the Sobolev-space H -1 • Let g be a smooth funct\on. We 

define the n-th Wick power s(x)n . of the field s'~ .. x) by . 

(3 .. 7) 
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where : sn : (g) is the element in d&n given by 

n 
(: sn: (g),: s(h1 ) ••• s(hn):) = n! J g(x) l1 G(x-y.)hJ.(yJ.)d.yJ.dx. (3.8) 

j=1 J 

(3.8) defines a linear functional on J.@n , but computing the 

norm of this linear functional we get 

(3.9) 

which shows that for g smooth this linear functional is bounded 

and hence an element in J,gn • We have actually proved that 

: t;n: (g) is in Jfn c L2 (X,d~) for all distributions g such 

that 

(gGng) = Jg(x) G (x-ffg(y)dxdy (3.10) 

is finite. 

We now define the Wick exponential : ea. s: (g) by the series 

- oo a.n 
ea. s : (g ) = z: nr 

n=O • 
(g) , (3.,11) 

whenever the series converges in L2 • Since the n-th term of 

(3.11) is in Jen we have by (3.5) that the L2 convergence 

corresponds to the convergence of the series 

oo 2n 
= L: g__ ( g Gn g) • 

n=O n! 
(3.12) 

Since G(x-y) is a positive function the series in (3.12) 

converges if and only if the integral 

2 2 
(g eo. G g) = J g(x) eo. G(x-y) g(y)dxdy (3.13) 

is finite, and in this case we get 
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(3.14) 

Since 1 G(x) = ~ K0 (mlxl) , where is 

a modified Bessel function, we have that G(x) goes exponentially 

to zero as lxl ~ oo, that G(x) is bounded for jxj z e > 0 

and that G( x) + -dn ln jx I is bounded for ( x[ ~ 1 • Hence 
2 

ea G(x)_1 is an integrable function in JR2 for lal < 2VTT, and 
2 

since G(x) is positive so is ea G(x)_1 • Let 

2 
then we get from ( 3.13) that (g ea G g) is botmded by 

2 2 \\gl\ 1 + Ca\\g!l 2 , Hence we have the estimate for the L2 -norm of 

the Wick ordered exponential 

(3.15) 

for Ia 1 < 2v'il'. 

Let d~(a) be a positive measure of compact support in the 

open interval (- 2 R, 2 Vn) and let 

V ( s ) = J ea s d ~ ( a) • 

We then define the corresponding Wick ordered function of the 

free Markoff field by 

: V : (g) = J : eCL s : (g) d v (a) , (3.16) 

That : V: (g) defines a function in L2 (X,d1J.) follows from the 

fact that the series in (3.11) converges uniformly in L2 for CL 

in a compact subinterval of (- 2 v'fi', 2 \'TT') • By going through the 

arguments above we actually find that, if 2 2 
g E L1 (R ) n L2 (JR ) and 
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Cv = JJJcen~G(x)_1)dv(~)dv(~)dx 

is finite, then :V :(g) is in L2 (X,d~) and 

(3.17) 

Consider now the operator Vr given on the Fock space 

by ( 2. 5). In [ 13 ) it was proved that in the E L 
0 2 representa-

tion of the Fock space Vr is a multiplication operator by a 

non negative function in E L 
0 2 and we shall denote this function 

also by Vr. Since H0 + Vr is essentially self adjoint [ 13 ) 

we may apply theorem 3.1. 

Since in the E0 L2 representation the self adjoint operator 

~(f)= J~(x1 )f(x1 )dx 1 goes over into the multiplication by the 
lR I" 

function ; 0 (f) = js(x1 ,0)f(x1 )dx1 , we have that 
lR 

J: e~cp(x) :f(x)dx .... : e~ g: ( f 0 &) (3.18) 

and this is in E0L2 (X,d~o4) for i ~r < yi;; which follows from 

(3.14) and the calculations given in [ 13 ) . Choosing f = X ' r 
where ~(x1) = 1 for Jx1l < r and zero if not, and integrating 

(3.18) with respect to a measure that satisfies the condition 

(2.3), we get that 

(3.19) 

Now since UtS(g) = S(gt) where gt(x1 ,x0 ) = g(x1 ,x0-t) , we 

get immediately that Ut: e~S:(g) =:ens: (gt) and therefore 

also that 

where 5t is the unite point measure at t. Therefore 
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t 

J u Tvr d -r = : v: ( x;t) , 
0 

(3.20) 

where 1. f lx11 _< r d 0 t an ..=:: x 0 _s and zero if not. 

Hence in our case the formula in theorem 3.1 takes the form 

(3.21) 

for F in E 0 L2 • 

Let now F1 , ••• ,Fn be in E0L00(X,d~) , then by repeated 

applications of (3.21) we get that, for s ~ t 1 ~ ••• ~ tn ~ t 

and oo(x) = 1 

-(t1-s)H 
( Oo, e r F1 

where 

and 

t 
= E[F1 1 • • • 

t. 
F. 1 = Ut F. 

1 i 1 

s < :X: < t , 
- 0-

-(tn-tn-1)Hr -(t-tn)Hr 
e Fn e 0 0 ) 

(3.22) 

i = 1 , ••• ,n and 

and zero if not. 

Now let f 1 , ••• ,fn be real functions in the Sobolev space 

H_~(~) , and let Fi = p(~(f)) = p(S 0 (f)) where p is a bounded 

function. Since ~(f) = s0 (f) is in Lp(~d~) for all p < oo 

[ ], and :V:(x;) ~ 0 so that exp(-:V:(x;)) is in L00 , 

we get1 by letting p(ct) be an approximation to the function ct 1 

that 

(3.23) 
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where st(f) = s(f ® t>t) and the integral over JR.n is understood 

in the weak sense. 

For g > 0 and g E L1(R2) n L2 CR2) we define the measure 

(3.24) 

Since : V : (g) ~ 0 , dl-Lg is a new probability measure on X , 

which is absolutely continuous with respect to d~ • For any 

measurable function F on X , we shall denote 

(3.25) 

The Schwinger functions for the interaction cut-off in space and 

time by g , are the distributions defined by the formula 

By formula (3.23) we see that 

(3.27 
-(t-s)H -1 -(t1-s)Hr -(t2-t1 )H 

= (o0 ,e ro0 ) • (o0 ,e cp(f1 )e r cp(f2 ) ••• 

-(t -t 1 )H -(t-t )H . . . e n n- r rn(fn)e n r ) ,.. 00' • 

From [ 13 ] we know that Hr has a simple lowest eigenvalue 

Er ~which is separated from the rest of the spectrum of Hr • 

Let Or be the corresponding normalized eigenvector. We shall 

see that we can use this fact to prove that S s t converges to 
X ' 

a limit Sx 
r 

as s .... -oo 

need the following lemma 

r 
and t - 00. To prove this we shall 



- 12 -

Lemma 3.1: For any p > 1 and Q > 1 there is a T depending 

only on p and q such that e-tHr is a contraction from E0 Lp 

to E 0 Lq .. 

Proof: The corresponding lemma with H0 instead of Hr was 

proved by Glimm [ 17 , lemma 5.1]. By the Kate-Trotter product 

formula we have 

-tH -t/n H0 
e rF = lim e 

-t/n vr 
e . " . -t/n H0 -t/n Vr 

e e F • ( 3.28) 
n...co 

-tH 
By (3.21) e r maps non-negative functions into non-negative 

-tH -tH , J 
functions, hence e rF < e rjF for any function F in 

-t/n H0 E0 L2 • Since Vr ~ 0 and e maps non-negative functions 

into non-negative functions, we get from (3.28) that 
-tH -tH -tHr -tH0 

e r [Fl~ e 0 IF!. Hence e P~ e jF), and therefore also 
-tHr - tHr -tH r -tH I -tH 

-e F = e (-F) ~ e 0 IF!; so that e rF _::: e 0 JF]. Thus 

lle-tHrFjl ~ lie-tHo !::'J. 'llq , ~ ~· which by the result of Glimm is smaller 

or equal to IIFl\p • This proves the lemma. ~ 

-tH -tE r r 
e 0:r = e or Since we get that is in for 

all p < co .. 

we have that 

Furthermore, since Er is an isolated eigenvalue, 

e -t(Hr-Er) t t ( ) 0 0 converges s rongly o or nr,oo in 

12 • Since 
-s(Hr-Er) 

e is a contraction from 1 2 to LP for 

any p, where s depends on p, by the lemma 3.1, we have that 
-s(H -E ) 

e r r maps strong convergence in 1 2 into strong convergence 

in Lp • Therefore since 

-t(H -E ) -s(H -E ) -(t-s)(H -E ) r r f"'' r r.e r r e ~,0 = e 

-( t-s )(H -E ) 
and e r r Oo converges strongly to Or(OT,00 ) 

-t(Hr-Er) 
we also get that e 0 0 converges strongly to 
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in Lp for all p < co • 

Since cp(f) is in Lp for all p < co and 
-tH 

e r is a 

contraction on Lp [ , lemma 3.3], we may use the above result 

on formula (3.27) and we get that SX s,t converges as s ~ -co 
r 

and t ..... co and the limit Sx is given by 
r 

J ... Js~(x1 t 1 , ••• ,xntn)f1 (x1 ) ••• fn(xn)dx1 ••• dxn 

R R (3.29) 
-(t2-t1 )(H -E) -(t -t 1 )(H -E) 

= (or,cp(f1)e r r cp(f2) ••• e n n- r r cp(fn)nJ. 

-tH 
From the ergodicity of e r [ , section 4] we have that 

or(x) > 0 for almost all x E X , hence polynomials of the time 

zero field, i.e. polynomials in cp(f1 ) ••• cp(fn) for arbitrary n 

and f 1 , ••• fn applied to Or are dense in the Fock space 

E0 L2 • It follows therefore from (3.29) that S~ uniquely 

determines Or and Hr • In the following section we shall show 

that ~ and Hr have unique limits as r tends to infinity 

by showing that s~ has unique limit as r tends to infinity. 
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4. The lattice approximation and the correlation inequalities. 

In order to prove correlation inequalities for the Schwinger. 

functions we shall extend to our case a method developed by 

Guerra, Rosen and Simon [9J and Nelson [10] for the P(~) 2 

interactions. The method uses the following lattice approxima-

tion for the Markoff fields. 

Let o > 0 be a fixed real number and denote by 

lattice of points n. 6 ,·· where n runs over the set 

the 

of 

ordered pairs of integers. The correspondence of the Laplacian 

~ in m2 is the finite difference operator A0 acting on func-

tions f over as 

~0f(no) = o-2[4f(no) - 2:: f(no)J • 
fn'-n1=1 

Define the Fourier transforms from 
. 2 

1 2 ( [- ~, ~] X [- ~ 9 ~ J ) = 1 2 ( T 0 ) by 

( 4.1 ) 

to 

A 

Since T2 
6 is the dual group of 12 

6 one verifies that h .... h is 

a unitary mapping from 2 
12(16) onto 

mapping is given by 

h ( en) = in J h. ( k) eikn 6 dk ( 4 • 2 ) 
. 2 T . 

6 

and the Plancherel's formula 

) o2Jh(on){ 2 = J j:h(k)j 2 dk (4.3) 
nEZ2 T2 

0 

By Fourier transformation - A0+m2 acts as a multiplication 

by the function ~0 (k) 2 in L2(Ti) where 
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Set for x E m2 

f (x) = (2rr)-2 J eik(x-no) ~(~)~ dk 
5,n 2 ~ 

To 

2 + m • 

( 4.5) 

and define the lattice approximation of the random field by 

(4.6) 

Then s0 (6n) are Gaussian stochastic variables with mean 

zero and covariance given by 

S i(6n-on')k dk 
e 2 • 

T2 1-Lo(k) 
0 (4.7) 

From (4.7) we see that 
2 

G6 as a convolution operator on 

12 (L0) is the inverse of -l:l 
0 

is the nearest 

neighbour difference operator given by (4.1) we see that so(on) 

is a discrete Markovian field in the sense of Spitzer (18a] (see 

also Dobrushin (18b]). 

For any g in C~(B2 ), we define 

( 4 ·8) 

and we shall similarily define the lattice approximation to the 

Wick powers of the field by 

:s~:Cg) = L 2 o2 : s6Con)r:g(no) , (4.9) 
nEZ 

and the approximation to the Wick exponential for Ja/< ~ is 

given by the L2 (X,d~) convergent series 
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oo m 
: e ex. s 5: (g) = .> ~ : s~ : (g) • 

0 m. v m= 
(4.10) 

That this series actually converges in L2 (X,d~) and approximates 

the Wick exponential for J ex. J < ~ and smooth g is proven below. 

Guerra, Rosen and Simon [9b), theorem IV, 1] have the follow

ing result: 

Lemma 4.1. 

For g in converge to in 

LP(X,dtJ.) for 1 ,:: p < oo as 6 -+ 0. 

We shall need a corresponding result for the Wick ordered 

exponentials, and we have 

Theorem 4.1. 

. For g 

:ecx.~o: (g) 

Proof. By 

in 

in 

lemma 

(4.10) converge 

4 I 1 

in 

uniformly in ex. for 

it is enough to prove that 

L2 (X,dtJ.) uniformly in 6 

converge to 

I ex.\ < ..L_ e: as o- 0. -yrr. 

the series in 

and a. for 

Ia./ < ~ - e:. - vrr The L2 norm of ·sr· • 0 • (g) is given by 

(4.11) 

Let G~ be the convolution operator on 12 (L~) with the 

kernel (G 6(no-n'o))r. We remark that tJ. 6(k)-2 is a positive 

definite function because from (4.4) we have that 

2 0) 2 
IJ. 0 (k)-2 = ~C7+ 26-2 )-1 r~(6 2 (-T+26-2 ))-r(cos(6k1 }+ cos(ok2 ))r , 

2 
where the series converges absolutely since (o 2 (-T+ 26-2 ))-1 < ~' 

and cos(6k1 ) + cos(6k2 ) is a positive definite function. 
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Hence G0(n6-n 1 6) is a non-negative function, and therefore the 

kernel of 

operator on 

G~ is non-negative, and the norm of 
2 1 2 (L0 ) is simply given by 

as an 

l\H~II = L o2(G6 (no) )r • (4.12) 
n 

Using now that the integral of a function is the value at zero 

of its Fourier transform, we get from (4.17) that 

Similarly we have that 

-2 m • 

~Grll -2( 2 )-2(r-1) J J ( )-2 ( )-2 ( ) m-1 n 6 =m n ••• }J.o k1 J.L6 k2-k1 ···~o km-km-1 .rr dkj 
l ki{ ~ n/6 J=1 
. (4.13) 

where I kJ = max[ I k 11 , j k2 J}. Lemma IV. 2 of [ 9b] gives the 

following estimate 

( 4.14) 

for }kj ~ n/o. Since ~(k)-2 is a positive function, we get 

from (4.13) and (4.14) the following estimate for the norm of 

( ) ~ r-1 
IIG~II .::: ;m-2 ( 2n r-2 r-1 J.··JJ.L( k1 ) -2~ (k2-k1 ) -2 ••• ~ (kr-1-kr-2) -2 j~ dkj 

where the integrations now run over all of ~2 • 

Let 

and let 

G(x-y) 

2 be the convolution operator on L2 0R ) 

(4 .. 15) 

(4.16) 

with the 

kernel (G(x-y))r. In the same way as we derived the formula 

(4.13) we get the analogous formula for the norm of Gr. Hence 
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we have proved the estimate 

(4.17) 

The next step in the proof is to give an estimate for the 

norm of Gr. Let K be the convolution operator on 

with the kernel K(x-y) = ea 2G(x-y)_1. Since ~(k)-2 = 2 2 m +k 
is a positive definite operator G(x-y) is non-negative, and 

this gives that K(x-y) is non-negative. Hence the norm of K 

is given by J K(x)dx, and K is a bounded operator if K(x) 
JR2 

is an integrable function. Since G(x) tends to zero exponenti-

ally as fxJ .... co and G(x) is bounded for I xJ > 1, we have that 
f 

G(x) = ~ K0 (mJx/), JK(x)dx <CO. Actually where 

lxJ >1 

I 2 2 2 fx = x1 +xo 

and Ko is the modified Bessel furJ.ction, so that 

is bounded for ( xl ~ 1. Thus 

-a2 ~nlnfxJ 

G(x) + i.rr1n!xl 

K(x) is integrable if and only if 

a2 

J e ~rr dx = J - 2n 
I xl dx 

J x!~1 

is finite. This gives the condition j a.f< 2yril •. We have there-

fore proved, that for JaJ< 2Vfi', K is a bounded operator on 

L2 OR2) and that K(x) is an integrable function. 

We shall now compute the integral of K(x) in a different 

manner. By the definition of K(x) we have that 

co 2n 
K ( x) = l~ anL ( G ( x) ) n • 

Since G(x) is non-negative and K(x) is integrable for 

!a.l < 2Vn; we have by monotone convergence that 
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.- ro 2n J 
jK(x)dx = ) ~ (G( x) )ndx ;;; n. 

and the series converge. Hence 

(4.18) 

for I a.\< 2\.9 • Since the series is convergent the terms must 

be bounded which gives the ineq_uali ty a. 2n\1Gn\\ .:S n! for all 

l a I < 2 VTI' • So that 

t\Gnl\ _:: (4TT)-n • nt , (4.19) 

which together with (4.17) gives the uniform estimate 

(4.20) 

We are now in the position to prove that the series (4.10) 

converges in L2 (X,~) uniformly in o. Since the sum in (4.10) 

·is a direct sum in L2 (X,d~) it is enough to prove that 

ro 2m - 2 
L ~2 E[ C: s~: (g)) J 
m=O (m!) 

·converges uniformly in 5. By ( 4.11 ) we have that 

for r > 1 and it is bounded by for r = 0, 

(4.21) 

(4.22) 

where 

From (4.20), (4.21) and (4.20) we see that for Ia./ < ~~, g and 

1 ; 2 ( ) 
1 g( Riemann integrable, the series 4.21 converges uniformly 
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in o. Moreover 4.21 converges also uniformly in ~ for 

l ~ I~ ~ - e . for any e > 0. 

As a consequence of Theorem 4Q1 we have that, for g in 

C00 OR2 ) and e > 0, and dv(~) a finite positive measure with 
0 

support in [- :.rr+ e, ~- e] :V0 : (g) = J: e~~o :(g)dv(~) converges 

in L2 (X,d~) to 

:V:(g) = J:ea~: (g)dv(a), as 5 ..... 0. 

This implies that there exists a subsequence on.'on ...... 0 for 
J J 

n ..... :::c 
J 

such that :V6 :(g) converges to :V:(g) almost every-

where with respect to the measure diJ. Hence e-:V6:(g)converges 

almost everywhere to e-:V:(g) and since e-:V~:(g) is uniformly 
-:V :(g) 

hounded by the constant 1 we get that e 6 converges to 

e-:V: ( 6 ) in I1p (X; df.l) for all p ~ oo, 

products ~ 0 (g 1 ) ••• s 6 (gr) are in LP 

converge by Lemma 4.1 to s(g1 ) ••• s(gr) 

0 .... 0 

as 6 ..... o. Since the 

for all 1~p<co and 

in LP' we have that, as 

so,Jg1 .•• gr) = Jso(g1) ••• s6(gr)d1Jo,g converges to 

(4.23. 

Sg(g1 ••• gr) = s~(g 1 ) ••• g(gr)d1Jg, where 

-:V :(g) -:V :(g) -1 
diJ~ is the normalized measure diJ~ = e 6 cle 6 d!-!). v,g u,g oJ 

We have thus proven the following 

Theorem 4.2. 

For any g > o, g E C~(IR2 ) and h1 , ••• ,hr E C~ OR2 ) the 

lattice approximation sg, 0(h1 ••• hr) of the space-time cut

off Schwinger functions converge as 6 ..... 0 to the space-time 

cut-off Schwinger function Sg(h1 ••• hr). 
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We shall now prove correlation inequalities for the sg,o· 

Applying Theorem 4.2 we then will get the same inequalities also 

The correlation inequalities for the s g, 6 
are a 

consequence of some general inequalities which we are going to 

state. 

First we need a definition. A ferromagnetic measure on JRn 

is any finite measure of the form dA.(2S) = F1 (x1 ) .... Fn(xJe-~2S~.! d2f, 

where x stands for the n-tuple x1 , ••• ,xn, Fi(xi) are con

tinuous, bounded, positive function on E and A is a positive 

definite matrix with non positive off-diagonal elements. A ferro-

magnetic measure is called even if F . ( x) = F . ( -x) 
]_ ]_ 

for all 

i = 1,2, ••• ,n ([9b]). One has: 

Lemma 4.2 [9b]. If dA. is an even ferromagnetic finite measure 

on Rn then the following two inequalities of Griffiths type 

hold: 

• • • 

• • • . . . . . ,. 
where ( )A. means expectation with respect to the normalized 

measure CJdA.)-1dA.. 

Moreover for any two continuous, polynomially bounded func

tions F,G such that F(x1 , ••• ,xn) ~ F(y1 , ••• ,yn), G(x1 , ••• ,xn)~ 

whenever x. < Y; 
]_ - ..... 

for all i = 1, ••• ,n, one has 

the inequality of FKG-type 

' Remark: For a proof and discussion of above inequalities we refer 

to [9b]. The proof uses conditions isolated in connection 
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with statistical mechanical problems by Ginibre [Sa] and 

Fortuyn-Kasteleyn-Ginibre [19]. ~ 

Lemma 4.2 can be applied, as remarked in (9] for the case of the 

P(~) 2 interactions, to prove correlation inequalities for the 

Schwinger functions. Consider Sg, 0 (h1 , ••• ,hr), with fixed 

g,o,h1 , ••• ,hr. Sg10 (h1 , ••• ,hr) is expressed in terms of ex

pectations involving only finitely many stochastic gaussian vari-

ables TJ1 , ··.,TN , where 'f1. = IS 0 (njo) for some n. such that 
J J 

nj 6 belongs to the lattice L2 
0 a~d to the union of the supports 

of g and h1 '• • •, hr • Thus the expectations can be expressed 

through expectations with respect to the finite dimensional 

measure space (RN,d~(N)), where d~(N) is the restriction of 

d~ to RN. In [9b, Sect. 4,5] it is proven that d~(N) is 

ferromagnetic. Since moreover 

2 ' 
-o :V('f1J.):g(nJ. 5) 

= n e ' 
j 

where the product is over finitely many 

is ferromagnetic as a measure in RN. 

j, we have that d~~ 
u ,g 

Furthermore if V(a.) = V(-a. ), 

then d~~ is even. 
u ,g 

From Lemma 4.2 we have then, for h > 0, i = 1, ••• ,r 

(4.24) 

and 

( F ( s 6 ( h1 ) • • • s 6 ( hr ) ) G ( s 6 ( g 1 ) • • • s 6 ( g s ) ) ) 6 ' g ~ 
(4.26). 

( F ( ~ 0 ( h1 ) • • • S 6 ( hr) ) o , g ( G (so ( g 1 ) • • • ~ 5 ( g s) ) ) 6 , g ' 

for any gi,hj _E c;: (R2 ) and any F,G like in Lemma 4.2. 
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( ) 6tg stands for expectation with respect to the measure di.J. 6 ,g. 

By Theorem 4.2 the s g, 6 
converges as 6 - 0 to the correspond-

ing functions sg, and thus (4.24h (4.25) hold also for sg. 

Moreover if F and G are taken to be bounded we get by Lemma 4.1 

and Theorem 4.1 that F(s 6(h1 ) ••• r; 6(hr))- F(s(h1 ) ••• s(hr)) in 

L2 (X,d~) and similarly for G, which then completes the proof 

of the following. 

Theorem 4.3. The Schwinger functions of the space-time cut-off 

exponential interactions (2.1), with V(a) = V(-a) g,h1 , ••• ,hr E 

C0
00 (E2 ), g,h1 , ••• ,hr ~ 0 satisfy the following correlation 

inequalities: 

Moreover one has: 

(F (r;(h1 ) ••• s(hr))G (s(g1 ) ••• r;(gr)) >g ~ 

(F (s(h1) ••• r;(hr)) >g (G (t;(g1) ••• r;(gr)) >g' 

where ( F ) g = J F di-1 g , with 

di.J.g = E(d-:V:(g))-1 e-:V:(g)di.J., 

for any continuous, bounded functions F,G such that 

F(x1, ••• ,xn) < F(y1, ••• ,yn) ' G(x1, ••• ,xn) ~ G(y1, ••• ,yn) 

whenever xi< yi for all i = 1, ••• ,n. ~ 



- 24 -

5. The monotonicity of the Schwinger functions. 

The Schwinger functions Sg(h1 , ••• ,hr) are functionals of 

the space-time cut-off function g for g ~ 0 and g E c~OR2 ).· 

For any functional y(g) depending on a function g ~ 0, 

we define, for any function y > O, y E C~, the directional 

derivative at the point g as 

= lim e-1 [~(g+ ~y) - ~(g)) , 
e:\JO 

whenever this limit exists. 

Lemma 5.1. 

For any g ~ 0 and g E C~(E2 ) and. any y ~ 0 and 

( 5. 1 ) 

y E O~(E2 ), the directional derivative of Sg(h1 1 ••• ,hr) exis~ 

and is given by 

D Y S g ( h1 , .... , hr) = ( : V : ( y ) ) g ( s (h1 ) ••• s ( hr) ) g 

+ ( s ( h 1 ) ••• s ( hr) : V: ( y ) ) g , 

where ( >g stands for the expectation with respect to the 

measure 

Proof: Let F be any function in 

t . f t . . Ooo.o rJR2 ) • non-nega 1ve uno 1ons 1n \ 

L2 (X,d!J.) and 

We set ~(g) = 

g and y be 

E(F e-:V:(g)), 

and we shall see that the directional derivative (DY~)(g) existso 

·consider the expression 

(5.3) 

which makes sense since F and : V :(y) are in L2 (X,d!J.) and 
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: V :(g)~ 0. If we prove that (5.3) tends to zero as e:~o 

through positive values we have proved that the directional deri

vative (Dy~(g) exists and that 

(Dy~)(g) = -E [F:V: (y) e-:V:(g)J. (5.4) 

Now (5.3) is equal to 

E[F e-:V:(g){:V:(y)- !(1- e-e::V:(Y))}J , (5.5) 

and since 0 < a. - 1. (1- e-ea.) 
- s 

< a. for € > 0 and a. ..:: o, we 

have that the absolute value of the integrand in (5.5) is domina

ted by IFI :V: (y) which is in L1 since both F and :V: (y) 

are in L2 • Hence by dominated convergence we get that (5.5) 

tends to zero as e:~O through positive values, since 1( -e:a.) a.-- 1-e 
E: 

tends to zero as e:\j.O. To justif;:,r the inequality 

0 ..:;: a.- ! ( 1- e-sa:) for e: > 0 and a. > 0, we consider the func

tion ~(e:,a.) =a.- e-1 (1- e-e:a.) for e: ~ 0 and ~(O,a:) = o. 
n(e:,a.) is continuously differentiable with ~- 1- e-e:a. > 0 aa. -
for e > 0 and a > 0 and since ~(e,O) = 0 we see that 

n(e:,a:) > 0 for all e: _:: 0 , a> 0. But 

and we get, using also the fact that the quotient of two on-sided 

differentiable functions is again a one-sided differentiable 

function, that DySg(h1 , ••• ,hr) exists. Then the formula (5.4) 

gives the one in the lemma. ~ 

We shall now see that, for g,Y, and h1 , ••• ,hr all non

negative, DySg(h1 , ••• ,hr) is non-positive. 
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We recall that 

: V : ( y ) = J : ea. s : ( y ) d v ( a ) • 

Let, for e > 0, X (x) = 
€ 

X(x) is in Cco(R2 ) and 
0 

e-2 X ( e-1x), where X(x) ~ 0 and 

J X(x)dx = 1. Then we define 
R2 

and 
a; ( x) · 

: V e : ( Y ) = J J : e 8 : d v ( a.) y ( x) dx. 

(5.6) 

(5.7) 

(5.8) 

We shall see that :V8 :(Y) converges to :V:(Y) in L2 (X,d~) 

as e: - 0 • 

In Sobolec space H_1 (R2 ) we define the operator 

(5.9) 

It is well known that, for h E C 00(R2 ) 
0 ,-;Je:h converges strongly 

to h in the topology of C~(E2 ), hence also strongly in 
2 H_1 (R ) • Since -;;/e: is a convolution operator it is given. by a 

multiplication operator in the Fourier transformed realization 

2 .-( ( 2) of H_1 (R ). Hence the norm of c:J 8 as an operator on H_1 R 

is given by the supremum of the Fourier transform Xe:(p) of 

X8 (x). Since X (x) > e: 0 
' xe:(p) is a positive definite function 

and therefore xe:<o) = SUpJXe:(p)j = Jxe:(x)dx = 1. As was pointed 

out in section 2 

(5.10) 

i£1 
where 01-n could be identified with the n-th symmetric tensor-

product of H_1 (R2 ) with itself. Relative to the decomposition 

(5.10) we define 
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if = ~ d: (D.) c 5.11) 
e: n=O e: • 

.-{ (n) -1 
where ole: = ~® ••• 0 D'e:· Since llde:ll = 1 we get from (5.11) 

that 11~11 = 1. Moreover since de: converges to 1 we get that 

~(n) must converge strongly to 1. From which it follows by 
,. 

uniform boundedness that o1 converges strongly to 1. e: 
By expanding the Wick ordered exponential in (5.8) one gets 

imediately that 

Hence,for any FE L2 (X,d~), we get that 

since 

(F:V :(y)) = [E(e-:V:(g)))-1 E[F e-:V:(g)•:V •(y)] • 
~ g e: 

Now we have on the other hand from (5.8) that 

• v . . e: • (y) 

2 
+<x GX) as (x) 

= JJe e: e: e e: dv(a)Y(x)dx 

2 
ex 1 -~ (x GX ) 

= ~=On! Jan e e: e: d\J(a) J t;e: (x)ny(x)dx 

(5.12) 

(5.13) 

(5.14) 

where the series converges in L2 (X,d~) since it is a sum of 

positive functions, if we assume that 

V ( s) = V ( -s) , (5 .. 15) 

i.e. \J(a) = \J(-a:). We recall that 
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Assuming from now on V(n) = V(-a), let us consider the expecta-

tion 

( g ( h1 ) ••• ~ ( hr ) : V e: : ( y ) ) g = 

2 (5.16) 
oo 1 -~ (X GX ) 

= :C "T"'l~-=- Jet 2k e- e: e: d\J(et)(~(h1 ) ••• ~(hr)s~(x) 2k)gy(x)dx, 
k=O t 2k) l .,. 

f 0 0 d 1. n cooo(JR2)' or h1 .2: 0, ••• , hr .2: , g .2: 1 y .2: 0 an g, y 

where we have interchanged summation and integration using the 

fact that the series in (5.14) converges in L2 (X,d~) and 

~(h1 ) ••• s(hr) is in L2 (X,d!-L). Now since ~e:(x)= Jx8 (x-y)t;(y)dy, 

where X8 (x-y) ~ 0, we get by Theorem 4.3 that (5.16) is larger 

or equal to 
2 

cr. -~(X GX ) L 1 J 2k a· e: e: d\J(et) <s (x)2k> ( )dx k=O ( 2k) ! a e; g y x • 

Hence 

Now by the fact that. : Ve::(y) converges to :V: (y) in L2 (X,d~-L) 

we have that 

Theorem 5.1. 

Let g .2: 0 and g in C~(1R2 ). Then for a space and time 

cut-off Wick ordered exponential interaction, where the inter-
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action density is given by an even function V(s) = Jes~dv(a), 
where v is a finite positive measure with compact support in the 

open interval (- 4/ln' ,.4/Vn') , the Schwinger functions Sg(x1 , ••• ,xn) 

are non-negative, locally integrable functions, which depend 

monotonically on g i.e. 

0 < S g ( x1 , ••• , xn) < S o ( x 1 ' • • • ' xn ) - -
and 

S g ( x1 , ••• , xn) < S .(x1, ••• ,x) - g. n ' 
for ' where So ( x1 , • • • 'xn) the Schwinger functions g ..:s g, are 

for the free field: 

Proof: From (5.17) and Lemma 5.1 we see that, 

for g ~ 0 and y ~ 0 and h1 , ••• ,hn ~ 0, the directional 

derivative DySg(h1 , ••• ,hr) is non-positive. Hence Sg(h1 , ••• ,hr) 

will decrease as g increases. This gives that Sg(h1 , ••• ,hr) < 

S0 (h1 , ••• ,hr), which proves that Sg(x1 , ••• ,xr) are locally 

integrable functions. That these functions are non-negative 

follows from theorem 4. 3. This proves the theorem. r~ 

Theorem 5.2. 

If we consider space-time cut-off interactions of the form 

A.: V: 
2 (g)+ !J.:s: (g1 ), where the function V(s) satisfies the 

same restriction as in Theorem 5.1, then the same conclusion as 

in Theorem 5.1 hold. Moreover 

(x1 ' • • • 'xn) ' 

for >..' < >.. and I I 
lJ. <IJ,,g <g and 
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Proof: The proof of this theorem goes in the same way as the 

proof of theorem 5.1, with the help of the observation that 

: se2 : (g1) = s s€ (x) 2g1 (x)dx + constant. 

Corollary to theorem 5.1 and theorem 5.2. 

The conclusions in theorem 5.1 and theorem 5.2 also hold if 

we assume only that g,g' and g1 ,g1' are in L1(lli2 n L2 (R2 ). 

Moreover the Schwinger functions depend strongly continuously on 

Proof: :V: (g) depends linearly on g for g ~ 0 and g E C~(R2~ 

moreover 

II :V: (g) II~ = J JJ J ea.sG(x-y) g(x)g(y)dv(a.)dv(s )dx qy • (5.18) 

(5.19) 

By the assumptions of the theorems K(x) is an integrable 

function. So that the norm 1\K II 
operator in L2 (R2 ) is bounded by 

by 5.18, that 

of K(x-y) 

JjK(x)/ dx 

as a convolution 

<co. This gives, 

(5.20) 

Hence :V:(g) is a bounded linear operator :V: from 

L2 (R2 ) n L1 (R2 ) into L2 (X,d\-l). 

Let now g ~ 0 be in L2 QR2 ) n L1 QR2 ) 

such that !lgn-g11 2 -+ 0 and !lgn-gJ1 1 .... 0. 

and choose ~ EC:OR2) 

Then :V:(gn) .... :V:(g) 

in L2 (X,d!-l). Hence there is a subsequence gn' such that 

:V:(g , ) .... :V:(g) almost everywhere. Therefore 
n 
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will converge to S g ( h1 , ••• ? hr ) • This also proves that 

S g ( h1 , ••• , hr) is a strongly continuous function of g for 

g E L2 n L1 • Let and I be in L2 n L1 and of compact now g g 

support and 0 ~ g 1 ~ g almost everywhere. We define 

Jxe(x-y)g(y)dy and ge 1 (x) = Jxe(x-y)g'(y)dy. Since 

almost everywhere we have that g€ and ge 1 are in 

and 0 < ge' (x) < ge (x)' and moreover and converge 

strongly to g and gl in L2 n L1 • From theorem 5.1 we then 

have that, for h1 > o, .•. ,hr ~ o, 

By the strong continuity in g of Sg we therefore get that 

for 0 ~ gl and and I of compact support. Let now ~g g g 

and g' be arbitrary in L2 n L1 such that 0 < g I g ~ g. 

Let and I be equal to and I for lxj~ N and gN gN g g zero 

of not. Then 

by the stronly continuity we therefore get 

This proves that ·the conclusions of theorem 5.1 also hold for 

0 < g ~ g' almost everywhere and g and g 1 in L2 n L1 • In 

the same way one also gets the res~lt in theorem 5.2 for g,g' 

and g1 , g1 1 in ·L2 (JR2 ) n L1 (JR2 ). This then proves the corollary. 
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We shall now prove the equation of motion for the Schwinger 

functions or the partial integration formula for the integral 

( F ) g. We shall say that F E 1 1 (X, di-L) has a finite dimensional 

base if there is a measurable function f(y1 , ••• ,yn) of n real 

variables, and h1 , ••• ,hn in H_1 (R2 ) such that 

F = f(s(h1 ),.4.;(hn)). We shall say that F is differentiable 

if f(y1 , ••• ,yn) is differentiable, and in this case we define 

oF n af 
g ( ) = I:: h. ( x) ( s ( h1 ) , ••• , ; ( hn) ) , o x i=1 1 oYi 

(5.21) 

in the sense that 

for '±' E H1 (R2 ). 

We shall say that F is of exponential type if f is of 

exponential type. 

Lemma 5.2. (The partial integration lemma) 

If F has a finite dimensional base and is differentiable 

and of exponential type then 

E[s(x)FJ = J dyG (x-y)E[ 0 ~fy)] 

in the sense that for h in H (JR2) 
-1 

E[s(h)F] = E[ J J dx dy G(x-y)h(x) oF J &s(y) . 

Remark: This lemma may also be stated in the form of the equa

tion of motion for the free Markoff field, namely that 

(5.23) 
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where the equality is in the sense of a.istributions. 

(5.24) 

We know that G . . = ( h 1. G h . ) 
1J J 

is a strictly positive definite 

matrix and let A .. 
1J 

be the inverse matrix, 

Let f 2n Aj be the determinant of the matrix 

(5.24) 

E[s(h1)F] 

n 
so that 2::1 G .. A .k= 

j= 1J J 
2TT A. . • Then by 

l.J 

-~:Ey.A .. y. 
. . 1. l.J J 

e l.J dy , 

Since f(y1 , ••• ,yn) is differentiable and of exponential 

type we get by partial integration that this is equal to 

-t :E y.A .. yj· 
J • ~ J n of . . 1. 1 J . 
2TTAJ-"2 ) G1 oY (y1 , ••• ,yk) e l.J dy 

JRn k=T k k 

which by (5.22) is equal to 

E[ JJdxdy G(x-y)h(x) 6 ~fy) J . 
This proves the lemma. ~ 

Let g (z) = Jx (z-y)g(y)dy • Since e e: 

(5.25) 

as ( z) 
we see that :e e: : has a finite dimensional base and is of 
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exponential type. By (5.25) and (5.22) we get that 

6 s(x) 

as (z) ae: (z) 
e e: : = a. : e e: : X ( z-x) • 

E: 
(5.26) 

Let V'(s) be the derivative of the function V(s) = Jea.sdv(a.). 

Integrating both sides of (5.26) with respect to dv(a.) we find 

that :V(~ (z)): has a finite dimensional base and is of exponen-
·e: 

tial type and 

0 s(x) V ( s ( z) ) : = : V ' ( s ( z) ) : X ( z-x) e e: e: (5.27) 

Let g ~ 0 and g E C~(E2 ). By the previous section we then 

know that J:v(ge:(z)):g(z)dz converges strongly in L2 (X,d~) to 

:V:(g) as e ~ 0. By the result of section 3 we know that 

:V(se:(z)): is strongly L2 (X,d~) continuous in z. Hence the 

integral J:v(g 8 (z)):g(z)dz is approximated strongly in L2 (X,d~) 
by its Riemann approximation 

R = L:: o 2 : V ( s ( 6 n) ) : g (no ) • 
e:,o nEz2 e: 

(5.28) 

The Riemann approximation R has again a finite dimensional e:,o 
base and is of exponential type, and is differentiable. 

Let F be a function with a finite dimensional base that is 

differentiable and of exponential type and consider 

By the fact that R B,o approximate :V: (g) strongly in 

(5.29) 

and the fact that R8 0 ~ 0 and strong L2-convergence implies 
' of sub~equences 

convergence almost everywher~, we get that (5.29) is approximated 

R 
by E[s(h)Fe- 8 ' 0]. By lemma 6.1 we now get that 
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(5.30) 

By (5.22), (5.2~ and (5.27) we have that 

(5.31) 

As o - 0 this converges strongly in L2 (X,~) to 

(5.32) 

and as e: ..... 0 

J J J dx dy d z G ( x-y) h ( x) : V' ( ~ e: ( z) ) : g ( z) xe: ( z-y) (5.33) 

converges strongly in L2 (X,d~) to 

JJdx dyG(x-y)h(x)g(y) :V' (~ (y)): • 

-R 
R > 0 Fe· e:,o 

e:,o - ' 
By dominated convergence and the fact that 

converges through subsequences strongly to F e-:V:(g). Hence 

we have proved that the last term on the right hand side of (5.30) 

converges through subsequences to 

- E[JJdxdyG(x-y)h(x)g(y) :V'(g(y)):F e-:V:(g)J. 

Similarily we get the convergence of the first term on the 

right hand side of (5.30). We have thus proved the following 

formula 

E[ s(h) F e-:V: (g)] = E[J J dx dy G(x-y)h(x) 5 ~fy) e-:V: (g)] 

(5.34) 
+ E[JJdxdyG(x-y)h(x)g(y) :V'(s(y)) :F e-:V:(g)J. 
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We formulate this in the following theorem 

Theorem 5.3. (The partial integration theorem) 
. 2 2 

Let g Z: 0 ~nd g E C~ (R ) , let hE H_,_(JR ) .and let F have a 

finite dimensional base, be differentiable and at most of ex

ponential growth. Then 

(s(h)F)g = <JJax dyG(x-y)h(x) ~~fy}>g 

- <JJax dyG(x-y)h(x)g(y) :V' (~;(y)): F)g. 

This formula may be written shortly in the form 

<s(x)F)g =Jay G(x-y) ( 0 ~fy) >g 

-Jay G(x-y)g(y). < :v'(s(y)): F)g, 

where the meaning of the last formula is the formula above. 

Remark. The formula in theorem 5.3 may also be written in the 

form of the equation of motion for the interacting Markoff field 

(5.35) 

where the equality is in the sense of distributions. 
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6. The infinite volume limit of the Schwinger functions. 

For any bounded measureable set A c~2 we define 

SA(x1 ••• ,xr) = SXA (x1 , ••• ,xr) and by the corollary of theorem 

5.1 we then have that for B c A 

( 6.1 ) 

Theorem 6.1. For interactions densities satisfying the conditions 

of theorem 5.2, there is a positive locally integrable function 

S(x1 , ••• ,xr) such that 

and such that 

as locally L1-integrable functions and also pointwise for all 

x1 , ••• ,xr such that xi I xj for all i I j, if An has the 

property that for any bounded region B c R2 there is a NB 

such that B c A 
- n for all Moreover 

where the infimum is taken over all bounded measurable sets. 

S(x1 , ••• ,xr) is a Euclidian invariant function, and symmetric 

under permutation of its arguments. 

Proof: Let S(x1 , ••• ,xr) = inf SB(x1 , ••• ,xr)• Then 

lim inf SA (x1 , ••• ,xn) ~ S(x1 , ••• ,xn), on the other hand since 
n 

for any bounded B An~ B for n ~ NB we get from (6.1) that 

lim sup SA (x1 , •• ~,xn) ~ S(x1 , ••• xn). Hence the limit exists 
n 

pointwise, and by (6.1) we have dominated convergence, and since 
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S0 (x1 , ••• ,xr) is locally integrable we get that the limit exists 

in the local L 1-sense. Let T be a Euclidian transformation. 

Then SB(Tx1 , ••• ,Txn) = STB(x1 , ••• ,xn) and the Euclidian in

variance of S(x1 , ••• xn) follows from the fact that it is given 

by the infimum. The fact that S(x1 , ••• ,xn) is symmetric under 

permutation of its arguments follows from the fact that 

SB Cx1 , ••• ,xn) is so. This proves the theorem. ~ 

Remark: S(x1 , ••• xr) are the infinite volume Schwinger functions 

and we have from theorem 6.1 that they are the limits of the 

space-time cut-off Schwinger functions SB(x1 , ••• ,xr) when B 
2 converges to JR in the van Hove sense .• For this type of con-

vergence (see e.g. [20]). 

Theorem 6.2. 

The infinite volume Schwinger functions Sf.,IJ.(x1 , ••• ,xn) for 
2 the interactions of the form A: V: + IJ.:; : satisfy the in-

equalities 

for I.' ~ l and \l' ~ 1.1. 

Proof: This follows immediately from theorem 6.1 and theorem 5.2. 

w 
Theorem 6.3. 

The infinte volume Schwinger functions are unique limits of 

the corresponding space cut-off quantities i.e. for t 1 ~ ••• < tn 

and in H ~ (R) 
-2 
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x s,t be the characteristic function of the interr 

val [-r,r] x [s,t). In section 3, (3.29), we proved that the 

Schwinger functions Sxs,t for the space-time cut-off interaction 

with space-time cut-off function Xrs,t, converge as s ~ - oo 

and t ~ + oo to the limit 

(6.2) 

-(t2-t1)(H -E) -(t -t 1)(H -E) 
( ( ) r r ( ) n n- r r ( ) ) = Or , cp f 1 e cp f 2 ••• e cp tn nr .• 

Since 0 ,:s SX s,t (x1 , ••• ,xr) ~ S0 (x1 , ••• ,xr) we get by dominated 
r 

convergence, using theorem 6.1, that (6.2) tendscto the left hand 

side of the formula in theorem 6. 3 as r ~ oo , s ..:. - oo , and 

t ~ ~, since (-r,r] x [s,t] converges to E 2 in the van Hove 

sense. This proves the theorem • 

. Remark: 

Although we have now proved that the infinite volume Schwinger 

functions exist, and are equal to the limit of the corresponding 

space cut-off quantities in theorem 6.3, we cannot yet be sure 

that the limits are different from zero. But we shall now see 

that they are, by giving estimates from below utilizing theorem 

5.2 where we shall make full use of the monotonicity of 

Sg;g1 (x1 , ••• ,xn) in g1 • What we are doing now is at least in 

spirit closely related to the ideas of Nelson's proof for the 

existence of the infinite volume limit in the :P(cp) 2 : inter

actions with Tiirichlet boundary conditions ([10], as quoted e.g. 

in [ 9b]). 

1 Let now C be any simple closed piecewise C -curve of 

finite length in E 2 , and let o0 be the measure concentrated 
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on C 
. 2 

induced from the Lebesgue measure on R , i.e. the arc-

length measure on C. Let 6c 8 = \: * oc. By the method of 

section 5 we get, because of C5c G2 6c) = JJ G(x-y)2 ~c~x) oc(i) <a:, 

converges in L2 (X,d~) hence in all Lp(X,~) 
2 

that :s :(oc 8 ) 

to the function 2 
: r: : C o0 ) • We shall also introduce the notation 

J0 :t;2 : for this LP(X,df..l) function. 

By the now standard methods of polynomial interactions [21], 
-:t;2~(oc) 

we get that e · is in Lp(X,d~) for all finite p and 

that 

(6.3) 

in Lp(X,dp) for all finite p. Hence for F E Lp(X,d~) we 

get that 

[ 
- a : r;2 : ( 6 C e ) 

E F e 

Thus for h1 , ••• ,.hn in H _1 (E.2 ) and g ~ 0 and in L2(m2) n L1 (R2) 

we have 

(6.5) 

where 

( 6. 6) 

S;nce ~ e E C 00 (JR2 ) · t f 11 b th · d ~ vc 0 , 1 o ows y J.S convergence an 

from theorem 5.2 that if h1 ~ o, .•. ,hn ~ 0 then 

for g' ~ g, a' < a and C' c C . 
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By (6.7) we have that 

(6.8 ) 

exists and we have the inequality 

where g' ~ g and C' c C. 

For any F E Lp(X,d~), for some p 

-a· s2 • ( 6 ) 

1 < p < co , we define 
2 -cr:s :(o0 ) 

E°C (F) = [ E ( e . • C ) ] - 1 E ( F e ) • (6.10) 

An explicite calculation gives that for h in H_1 (E2 ) 

(6.11) 

where (hG 00h) = JJh(x)G 0 C(x-y)h(y)dxdy and G00 (x-y) is the 
2 kernel of the inverse operator of -~00 + m where -~crC is the 

self adjoint operator corresponding to the closable positive form 

Hence E0 c is the expectation with respect to the Gaussian 

measure with covariance function· G00 .(x-y). Since -b0 c+ m2 

converges monotonically to -bc+m2 where be is the Laplace 

operator with zero boundary condition on C, i.e. the closure 

of the restriction of t::. to the functions which vanish 

on C, we get that ( h G crC h) converges to ( h G 0h), where 
c c 2 G (x-y) is the kernel of the inverse operator of -t::. +m. 

Hence by (6.11) E00 converges weakly to E0 , which is the 
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expectation with respect to the Gaussian measure d~C with 

covariance function G0(x-y). Since C is a simple closed 

c 1-curve of finite length, it divides :m.2 into a finite number 

of disjoint open sets D1 , .•• ,Dk, so that R 2 = C u D1u .•. uDk. 

It follows from the fact that 6C is the closure of the restric-

tion of 6 to the C00 functions that vanish on C, that 
0 

relative to the direct decomposition 

(6.12) 

where 6D. is the Laplacian with Dirichlet boundary conditions 
J. 

in D.' J. 
i = 1, ••• k. Hence we get that 

where GD. is the inverse of 
J. 

' 
2 -An.+m and therefore 

J. 

(6.13) 

(6.14) 

where d~. is the Gaussian measure with covariance given by GD .• 
J. J. 

Now we use the technique of section 4 and construct the 

lattice approximation for s g,crc· By the method of Guerra, Rosen 

and Simon ([9b] sectiuns 4 and 5) we then get by letting 0-+00 

a lattice approximation for Ec [ s ( h1 ) •.• s ( hn) e-: v: (g)] • By re-

moving the lattice approximation we prove in this way that 

sgc(h1, ••• ,hn) = (Ec[e-:V:(g)J)-1 Ec[s(h1) ••• s(hn) e-:V:(g)J 

(6.15) 

Now let C be a connected curve and suppose h1 , ••• ,hn all 

have support in the interior of c. By (6.14) and (6.15) and 
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the fact that :V: ( g1 +g2) = : v: ( g1 ) + : v: ( g2) we have that 

c S g ( h1 , ••• , hn) is independent of g if g is constant on the 

interior of c. Let c = c, u c2 where c, and c2 are con-

nected curves and let c1 be contained in the interior of c2 • 

Moreover let us assume that h1 , ••• ,hn have support in the 

interior of c1 • 

By (6.14) and (6.15) we then get that 

c 
S g ( h 1 , ••• , hn ) ( 6. 1 6) 

Let now h1 > 0 • • • 'hn .2: o, then by ( 6. 9 ) -
c c2 

sg (h1 , ••• ,hn) < S g ( h1 , ••• , hn) ' 
hence·we have 

c1 c2 
sg (h1 , ••• ,hn) < S g ( h1 , ••• , hn) (6.17) 

Therefore if C is a connected closed curve, c S g ( h1 , ••• , hn) 

converges monotonically to a limit as C expands so that finally 

all points are interior to c. Moreover one proves easily that 

E0 converges weakly to E as C expands, by the fact that G0 

converges to G. This then gives that sg0 (h1 , ••• ,hn) converges 

to Sg(h1 , ••• ,hn) as C expands and by (6.17) and (6.9) we 

then get that 

( 6. 1 8) 

Since c S g ( h1 , ••• , hn ) is independent of g as soon as g is 

constant on the interior of C we get the uniform lower bound 

( 6. 19) 

where if g(x) = A for x in 
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the interior of C. 

By letting g converge monotonically to A we therefore get 

(6.20) 

which then proves that S(x1 , ••• ,xn) are non-trivial. 

Theorem 6.4. 

Let B be a bounded measurable subset of R2 and set 

where xB is the characteristic function for the set B. Then 

there is a measure d~* on the space of tempered distributions 

such that d~B converges weakly to d~* as B tends to lli2 in 

a way such that finally it covers all bounded sets. 

Moreover, for hE ~(~2 ), E*(eis(h)) = Jeis(h)d~* is given 

by the convergent series 

Proof: To prove this theorem it is obviously enough to prove 

that, for any hE :f(JR2 ), EB(eis(h))= Jeis(h)dl-lB converges to 

a positive definite continuous function on ~lli2 ). This because 

by the Bochner-Minlos theorem there is then a measure .dl-l* on 

the set of tempered distributions ·if' (JR2 ) such that the limit 

function is given by E*(eis(h)) = Jeis(h)dl-l*' and the pointwise 

convergence of the characteristic functions implies weak conver-

gence of di-!B to dl-l*· Now by the fact that the interaction 

density is even, V(s) = V(-s), we get that· d~B is an even 

measure, so that EB(eis(h)) = EB(cos(r;(h))). Now 
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dos(~(h)) = f!:.. ~1 ~ (s(h)) 2n , (6.21) 
0 n • n= 

and we shall see that this series converges strongly in L 1 (X,d~B), 

uniformly in B. By theorem 5.1 and its corollary we have 

2 c 2n) c ) c 2 ) 1 1 · EB ( s (h) n) = SB h, ••• , h .$ SB n (} h , ••• , jh ) < 

S (2n)(/hl, ••• ,}h\) • 
0 

An explicite computation gives 

So that 

Since 

converges, we have proved that (6.21) converges absolutely_and 

hence strongly in L 1 (X,d~B) uniformly in B. 

Therefore it is enough to prove that 

converges and this follows from theorem 6.1. This proves the 

convergence of the function EB ( eis (h)), moreover w.e have also 

proved by the uniform L1(X,dllB) convergence of (6.21) that the 

limit function has the form 

co lfnf:n (2 ) 2:: -n ' S n (h, ••• ,h) ' 
n=O • 

( 6. 22) 

where S is the infinite volume Schwinger function. The conti-
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nuity of the function (6.22) for h E ~(E2 ) follows from the 

estimate in theorem 6.1. That it is positive definite follows 

from the fact that pointwise limits of positive definite functions 

are positive definite. This proves the theorem. ~ 
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7. The mass gap and the verification of the Wightman axioms. 

The first part of this section is an adaption for the ex

ponential interactions of Simon's investigations for :P(~) 2 : 

[11] on the implications which the correlation inequalities have 

for the mass gap, namely that it is given by the decrease at 

infinity of the two point Schwinger functions. So let p(y) = 0 

for .1.±1l y .5 - 1 , to --z-
we have 

for jy/~ 1 and to 1 for y ~ 1. Then 

Lemma 7.1. For the exponential interactions given by a density 

S SCl · V(s) = V(-s) = e dv(Cl) where v is a positive finite measure 

with compact support in the interval (- ~ ~~) and with space

time cut-off g z o, g E c~OR2 ), the following inequalities hold 

for any non negative functions h1 ••• hj+k in C~ijR2 ), where 

p ( h) = p ( ~ ( h) ) , and 

(FG)T = (FG) -(F) (G) g g g g 

where F = p(h1 ) ••• p(hj) and G = p(hj+1 ) ••• p(hj+k). 
Corollary: The same inequalities also hold with g .2: 0 and 

g E L2 (JR2 ) n L1 (R2 ). 

Proof: This lemma is proven in the same way as the corresponding 

result in Simon [11, theorem 3]. In fact Simon's proof ~epends 

only on the monotonicity properties of products and sums of p(hi) 

as well as the correlation inequalities of FGK-type, which we 

established for the even exponential interactions in theorem 4.3. 

I 
I 
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The corollary follows using the fact that the function p is 

bounded, and the fact that ( )g and 

tinuously on g in L2 (R2 ) n L1 0R2 ). 

S depend strongly con
g 

This last fact is to be 

found in the corollary to theorems 5.1 and 5.2 and in the proof 

of this corollary. 

Consider now the expectation (p(h1 ) ••• p(hj+k))g' taking g 

to be the characteristic function XB of a bounded measurable 

set B 2 of JR. • 

theorem 6.4 that 

Since h1 , ••• ,hj+k 

(p(h1) ••• p(hj+k>g 

are in ;/(JR2 ) we get by 

converge as B increases 

to cover all bounded sets. By theorem 6.1 Sg(hn,hm) also 

converges. Hence we have 

Lemma 7.2. For the exponential interaction with density given 

by an even V(s) = V(-s) we have the following inequality 

where (F)* = E*(F) 

where 

T and (FG)* = (FG)* - (F)*(G)* 

F = p(h1 ) ••• p(hj) and G = p(hj+1 ) ••• p(hj+k~ 
Lemma 7.3. 

Under the same assumptions on the interaction density as in 

the previous lemma, we have that, for the space cut-off inter-

action, 

l ~ s (2)(h h t) 
4 L-.. r n' m ' 1 <n<j 
j+1 <ID<k 

where hi(y,s) = fi(y)5(s) and 

·s (2 )(h,h') = sx( 2 )(h,h') = 
r r 
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where x s,t is the characteristic function for the interval 
r 

[-r,r] X [s,t] and 

(For,GOr)T = (For,GOr) - (For,or) (or,GOr) • 

the proof of 
Proof: This lemma follows from/theorem 6.3 and lemma 7~1, in the 

same way as the previous lemma was proved. ~ 

Theorem 7.1. 

The lowest eigenvalue Er of the Hamiltonian Hr for the 

space cut-off intera~on is separated from the rest of the spect

rum of Hr by the mass gap mr, where mr 2 m, the mass of the 

free field, and 

Proof: The theorem follows immediately from the estimate in 

lemma 7.3, because Or is a function in E0L2 (X,d~) which is 

positive almost everywhere and linear combinations of 

p(h1 ) ••• p(hj) are dense in E0L2 (X,d~) (see Simon [11, lemma 4] 

and furthermore sr( 2 )(x1,x~~ so( 2 )(x1,x2) which is finite for 
-mtx1-x21 I 

x 1 I x 2 and falls off like e as jx1-x2 tends to 

infinity. 

Remark: We have also that all the propositions of theorems 4 and 
the 

5 of [11] extend to the case o~above even exponential inter-

actions. In particular mr is equal to the infimum of the 

spectrum of the restriction of Hr to the odd subspace of the 

Foch space, i.e. the subspace ::fodd = ffi "'1( 2n+1 ), where '-::f( 2n+ 1 ) 
n=O 

is the 2n+1-fold tensor product of H .1..CJR) with itself. The 
. -2 

set of all vectors of the form ~(f)O for f > 0, f E H 1(R) 
r - -2 
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is coupled to the first excited state in the sense of Simon [11]. 

Let now F(s) be a Borel-measurable function (i.e. measurable 

with respect to the a-algebra generated by the open sets) on the 

space of tempered distributions, i.e. s E ';;/' (JR2 ). We then 

write, for any x EJR2 , Fx(s) = F(sx), where <sx,h) = <s,hx) 

and hx(y) = h(y-x) for any h E ;T0R2 ). 

Theorem 7.2. The measure ~* on ·~OR2 ) is strongly clustering 

i.e. for any two Borel-measurable sets A and B in Jt (JR2 ) 

as jxf - oo, where Ax is the set with characteristic function 

(XA)x. Moreover 

for any m' < m, where m is the mass of the free field. In 

particular the infinite volume Schwinger functions have the clust~ 

property that 

S ( x1 ••• xn, xn+ 1 + x, ••• , xn+m + x) - S ( x1 ••• xn) S ( xn+ 1 ••• xn+m) , 

as [ xf ... rx in JR 2• Moreover 

f ( ) ( ( J
. -m' )x) 

S x1 ••• xn, xn+ 1 + x, ••• , xn+m + x - S x1 ••• xn) S xn+ 1 ••• xn+m) ::; Ce 

for any m' < m. 

Proof: Since 

S(h1 , ••• ,hn) = J<s,h1) ••• (;,hn)d;.l*(e:), 

the cluster properties of the Schwinger functions would follow 

from those of the measure u*. By lemma 7.2 we know that for 
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F = p(h1 ) ••• p(hj) and G = p(hj+1 ) ••• p(hj+k)' where 

i = 1, ••• ,j+k and p(h) = p((~,h)) 
1 

~4 L: 
. 1_9l~j 
J + 1_:9Il.::;k 

h. > o, 
]. 

( 7.1 ) 

Now since s( 2 )(x1 ,x2 ) ~ S0 ( 2 )(x1 ,x2 ) = G(x1-x2), we get that 

(7.2) 

by the known decrease of G(x) at infinity. 

Since F(s) and G(s) take values in the compact interval 

[0,1], we get that any functions F and G of the form 

where f and g are bounded continuous functions in JRP and 

JRq 
' 

and Gi(s) and FjCs) are of the same form as F(c;) and 

G(c;), may be approximated uniformly by polynomials in 

F1(c;), ••• ,Fp(s) and G1(c;), ••• ,Gq(s) respectively. By the 

uniform approximation and (7.2) we get again that 

(7.3) 

where m is any number such that m < m', By approximating in 

L1 (d~*)-norm the characteristic functions XA and XB by func

tions of the form F and G, we prove the theorem. 

Theorem 7.3 .. 

The infinite volume limit Schwinger functions satisfy the 

Osterwalder-Schrader conditions [15] for Euclidian Green's func

tions in the sense that they are 
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1. Tempered distributions. 

2. Euclidian invariant. 

3. They satisfy the positivity conditions. 

4. They are symmetric with respect to permutations of their 

arguments. 

5. They have the cluster properties. 

Proof: The only condition which we have not yet verified is the 

condition 3. However this follows immediately from the fact that 

they are the pointwise limits of the corresponding space cut-off 

functions Sr(x1 , ••• ,xn) as r 

in theorem 6.3, and the fact that 

tends to infinity as was proved 

where H-E r r is a positive self-adjoint operator. So this proves 

the theorem. 

From Osterwalder and Schrader's paper [15] it follows then 

that the Schwinger functions S(y1t 1 , ••• yntn) are analytic func

tions of the n-1 variables t 2-t1 , ••• ,tn-tn_1 for :. 

i = 2, ••• ,n. Moreover their boundary values 

on the product of the imaginary axis W(x1 , ••• ,xn) satisfy the 

Wightman axioms. 

Theorem 7.4. For the even exponential interactions with inter

action density given by V(s) = V(-s) where V(s) = Sesadv(a) 

where v is a positive bounded measure with compact support in 

(-iff,~), the Wightman functions W(x1 , ••• ,xn) defined by 

analytic continuation of the infinite volume Schwinger functions 

S(x1 , ••• ,xn) satisfy all the Wightman axioms, i.e. 
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1. They are tempered distributions. 

2. Relativistic invariant. 

3. Satisfy the positive definiteness condition. 

4. Local commutativity. 

5. Cluster properties. 

6. The spectral condition. 

Moreover they are the limit of the corresponding space cut

off quantities, in the sense of analytic functions. 

Let H be the infinitesimal generator of the unitary group 

of time translations in the representation space constructed from 

the Wightman functions. Then zero is an isolated eigenvalue of 

Hand it is separated from the rest of the spectrum by an interval 

of length .m* where m* ~ m, and m is the free mass. Moreover 

m* is a monotone increasing function of the coupling constant A' 

the mass perturbation ~ and the free mass m. Furthermore 

m* = sup[a; eatjs( 2 )(y,t)dy is uniformly bounded in t] , 
E 

where S( 2 )(x1-x2 ) is the two point Schwinger function. 

Proof: That the Wightman axioms follow from theorem 7.3 is proved 

by Osterwalder and Schrader in [15]. That the Wightman functions 

are limits of the corresponding space cut-off quantities follows 

from the fact that the space cut-off Schwinger functions are 

analytic for Re(t.-t. 1 ) > 0 
l l-

i = 2, ••• ,n and converge for 

all real and the boundary values on the imaginary axis are the 

corresponding Wightman functions. The mass gap follows from 

lemma 7.2 in the same way as the cluster properties, and the ex

pression for m* follows from the relativistic invariance, (which 

gives that the mass gap is smallest for zero momentum) and the 
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fact that 0 < s( 2 )(x) ~ G(x) so that s( 2 )(y,t) is integrable 

with respect to y. Moreover the monotonicity of m* follows 

from the corresponding monotonicity of the two point Schwinger 

function S( 2 )(x) proven in theorem 6.2. This proves the 

theorem. 
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and includes the construction of the scattering matrix. 
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