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Abstract 

Let A be a Jordan algebra over the reals which is 

a Banach space with respect to a norm satisfying the require-

ments : c i ) II a o b II ~ II a II II b ll , c i i ) II a 
2

11 = II a 11
2 

, 

(iii) !la2
11 _::: lla2 +b2

11 for a,b E A • 

It is shown that A possesses a unique norm closed Jorcian 

ideal J such that A/J has a faithful representation as 

a Jordan algebra of self-adjoint operators on a complex 

Hilbert space, while every "irreducible" representation 

of A not annihilating J is onto the exceptional Jordan 

algebra ~ o 
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A Gelfand-Neumark theorem for Jordan algebras 

by 

E.M. Alfsen, F .. Shultz, and E. St0rmer 

To the memory of David Topping 

§1. Introduction 

One of the main results in Banach algebra theory is the Gelfand­

Neumark theorem which asserts that an abstractly defined B*-algebra 

has a faithful isometric representation as a concrete C*- algebra. 

The proof, which is obtained by taking the direct sum of the GNS­

representations due to all states of the algebra, fails for Jordan 

algebras because multiplication is non-associative. Indeed, the 

analogous result must be false for Jordan algebras, because it ap-

pears to be impossible in any reasonalbe way to exclude the excep­

tional .Jordan algebra ~ - the hermitian 3 x 3 matrices over the 

Cayley numbers, cf. Lemma 9.4 below. 

The classical representation theorem, which tru{es care of the 

exceptional case ~, was proved by Jordan, vonNeumann, and Wigner 
? 

in 1934 [15]. They classified the finite dimensional simple Jordan 

algebras over the reals, which were formally real, i.e. 
2 2 2 _ _p, 

a + b + .... + c = 0 implies a = b = ••• = c = 0 • Except for !VJ.3 

-Ghese algebras were all represented as Jordan algebras of self­

adjoint operators acting on a complex Hilbert space. 

The purpose of the present p.aper is to prove a Jordan BGllach 

algebra version of the theorem of Jordan, von Neumann, and Wigner. 
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Our assumptions will be quite close to those of Segal [25], see also 

[5]. We shall assume the Jordan algebra A has identity,always de­

noted by 1 , and is a Banach space with respect to a norm II \1 hav­

ing the following three algebraic properties: if a , b E A then 

i) llaobll ~ llall llbll ' 

ii) l\a2
1l = lla\1

2 
, 

iii) lla2 1! < lla
2

+b2 ll , 

where o denotes the Jordan product. An equivalent definition is 

order-theoretic and states that 

space such that a2 > 0 for all 

(A,1) is a complete order-unit 
2 a E A , and - 1 ~ a~ 1 -> a ~ 1 • 

In analogy with the name B* -algebra we shall call a Jordan algebra 

as above R JB-algebra. The analogues of concrete C*-algebras have 

been called JC-algebras by Topping [30], and are by definition 

norm closed Jordan algebras of self-adjoint opera.tors on a complex 

Hilbert space. The structure of JC-algebras is quite well under­

stood, and is close to that of C*-algebras, see [ 11, 27, 28, 29, 30, 

31 J. 

Our main result, Theorem 9a 5 , asserts that the study of JB­

algebras can be reduced to that of JC-algebras and the exceptional 
8 one r13 • More formally it states that there is a Jordan ideal J 

in a JB-algebra A such that A/J has a faithful isometric repre-

sentation as a JC-algebra, and every "irreducible'' Jordan represen­

tation of A not annihilating J is onto ~ • 

Our proof of this result follows well known paths, but is some­

what lengthy because vfe have to develop the necessary techniques on 

the way. The proof, and thus the paper,is divided into eight parts 

as follows. 

In § 2 vfe give the formal definition of a JB-algebra A and 
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prove the basic results. In § 3 we construct the enveloping JB­

algebra A of A , which is the analogue of the second dual so sue-

"" cessfully used in C*-algebra theory. A turns out to be a monotone 

complete JB-algebra 1-1i th "sufficiently many" nor-mal states. In the 

following sections we lat M be a JB-algebra with the same proper-
"' ties as A .. In § 4 '\-Te study commutativity in M and the projec-

tion lattice, and in § 5 the center of M. Of main interest is the 

case of JB-factors, i.e. the case when the center is the scalars. 

If p is a state of A, i .. e. a positive linear functional such 

that p(1) = 1 then its central support c(p) can be defined in 

"' "' "' A. If we cut down A by c(p) we obtain a map cpp :A -+ Ac(p), 

which is a Jordru1 homomorphism of A onto a dense JB-algebra. 

cpp plays part of the role of the GNS-representation in C*-algebras~ 

If p is pure, then the strong closure of cpp(A) is a JB-factor .. 

In § 6 we develop the necessary comparison theory for idempo­

tents in a JB-factor with the aim of proving the important halving 

lemma, which states that except in the simplest cases the identity 

can be split into two equivalent idempotents. 

From the theory of JC-algebras vJ"e know that the so-called 

spin factors, which are the JW-factors of type I 2 , see [28] or 

[31], have to be treated separately. This vJ"e do in § 7 • Then in 

§ 8 the other possible kinds of JB-factors are studied, and we use 

the halving lemma to conclude they are all Jordan matrix algebras. 

Thus, except for the exceptional algebra ~ and the spin factors, 

we can construct an "honest" GNS-representation for each pure state .. 

As a consequence we show that if p is a pure state, then the strong 

closure of cpp(A) is isomorphic to a JC-algebra, unless it is the 

exceptional algebra. 
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In order to complete the proof of the main theorem, we begin 

§9 by showing that the quotient of a JB-algebra by a norm closed 

Jordan ideal is itself a JB-algebra. Then the desired ideal is 

found by letting it essentially consist of those elements in the 

algebra which do not satisfy the so-called s-identities of Glennie 

[12]. In particular, it follows that A itself is (isometrically 

isomorphic to) a JC-algebra if and only if all elements of A sa­

tisfy the s-identities. 

The authors are indebted to professor Richard Shafer for in­

valuable help with the proof of the halving lemma. 



- 5 -

~. Definition and basic properties of JB-algebras. 

Definition. A JB-algebra is a Jordan algebra A over the 

reals with identity element 1 equipped with a complete norm 

satisfying the following requirements for a,b E A : 

( 2.1) 

(2.2) 

(2.3) 

llaobll < JlallJibiJ 
lla2

11 = llall 2 

II a 
2

11 < II a 
2 
+ b 

2
11 

We recall (cf.e.g.[3]) that an order-unit space is a partially 

ordered normed vector space with a distinguished order unit 1 

which is Archimedean in that na < 1 for n = 1,2, ••• implies 

a< 0 , and with norm given by 

(2.4) II a II = inf {A > 0 1-X 1 ~ a ~ A 1} • 

Theorem 2.1. If A is a JB-algebra, then the set A2 of 

all squares in A is a proper convex cone organizing A to a 

(norm) complete order-unit space whose distinguished order unit 

is the multiplicative identity element and whose norm is the 

given one, and such that for aEA 

(2.5) -1 < a < 1 implies 0 ~ a 2 ~ 1 • 

Conversely, if A is a complete order-unit space equipped with 

a Jordan product for which the distinguished order-unit acts as 

identity element and such that the requirement (2.5) is satisfied, 

then A is a JB-algebra in the order-unit norm (2.4). 

Proof. 1. Suppose first that A is a JB-algebra. 

For given a E A the polynomials in a will form an associative 

subalgebra (see e.g. [13;p.36]), and by (2.1) the closure of this 
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algebra is a commutative Banach algebra: the Banach algebra C(a) 

generated by a and 1. 

By elementary theory of Banach algebras (binomial series for 

square roots), the following implication is valid for b EA : 

(2.6) lib II ~ 1 => 1 + b = d2 for some dE C(b) • 

We claim that for a E A the following four statements are 

equivalent: 

(2.7) !Ia 1-all ~ a for all a > II all 

(2.8) lla1-all ~a for some a~ II all 

(2 .. 9) a = c2 for some c E C(a) 

(2.10) 2 a E A • 

The implication (2.7) => (2.8) is trivial. 

To prove ( 2. 8) => (2.9) we suppose 

given a z. llall Writing b -1 a- 1 • = a 

d2 dEC(b) C(a) 

that 

and 

lla.1-all < a for 

applying (2.6), we get 
J.. 

c = a. 2 d E C(a) , we 1 + b = with = • Defining 

obtain = a.(1+b) 2 2 a =ad = c • 

The implication (2.9) => (2.10) is again trivial. 
2 To prove (2.10 => (2.7) we suppose a= c 

and define now b = -a - 1 a • By ( 2. 6) 1 + b = d 2 

J.. 
Defining f = a 2 d, we obtain 

a.1-a = a.(1+b) 2 2 
= a.d = f • 

• Let 

with 

o. 2! Hall 

dEC(a). 

Hence a.1 = c2+ f 2 • Using the equation above together with (2.3) 

and (2.2), we now find 

To prove that A2 is a convex cone, we only have to verify 

that A2 + A2 
c A2 • To this end we consider two elements a, b 
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2 
in A , and we write a= !la!l, s = 1/b// • By (2.7) 

l/(a+s)1- (a+b)l/ ~ lla1-all+ I/S1-bll ~ a+s, 

and since a+ 13 ~ lla+b// we can apply (2 .8) to conclude that 

a+bEA2 • 

It is easy to see that the cone A2 is proper, i.e. 

A2n (-A2) = [0} In fact, if 2 2 then a2 = 0 by virtue • a = -b 

of (2.3), and then a = 0 by ( 2. 2). 

A partial ordering is now defined on A by writing a < b 

when b- a E A 2 • By ( 2. 6) the inequalities 1 +a~ 0 and 1- a> 0 

are valid when !Ia!/ .::; 1 • Hence we have the implication 

(2.11) )Jail~ 1 =>-1 ~a~ 1 , 

from which it follows that 1 is an order unit. 

To prove Archimedicity we first note that A
2 is closed, 

since by the mutual equivalence of (2.7) - (2.10) it can be ex-

pressed as follows: 

Now, if na .::; 1 for n = 1,2, ••• , then -1 2 dn = n 1-a E A , and so 

dist(A 2 ,-a) ~ !ldn+a/1 = n-11/1/l = n -1 

for n = 1,2, ••• , ( 2)- 2 Hence - a E A = A , and so a < 0 • 

To verify (2.5) we assume -1 ~a~ 1 • By definition of 
2 2 the ordering a ~ 0 ; so we only have to prove a ~ 1 • Now 

1 - a 2 = ( 1-a) o( 1+a) with the factors at the right side both 

positive. By the equivalence of (2.9) and (2.10) there exist 

elements c, d in C(a) 

By the associativity of 

such that 2 
1- a = c and 2 

1 +a = d 

C(a) 2 2 2 2 
' 1- a = c od = (cod) • Hence 

• 
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(2.12) 

Thus a 2 < 1 , and (2.5) is proven. 

Continuing from (2.12) and making use of (2.2) and (2.3), 

we also find 

Hence we have proved the implication 

( 2. 13) - 1 ~ a ~ 1 => II a·ll ,::s 1 • 

By (2.11) and (2.13) the order-unit norm of A coincides 

with the given norm, and the first part of the proof is complete. 

2. Suppose next that A is a complete order-unit space 

and a Jordan algebra for which the distinguished order-unit is 

identity element, and suppose also that (2.5) is satisfied. 

Consider two elements a, b in A such that llall ~ 1 and 

[lbll ~ 1 • Now ll~(a+b)ll < 1 and ll~(a-b)ll ~ 1 • Hence 

-1 ~ t( a+ b) ,:: 1 and - 1 ~ ~(a-b) ~ 1 • By ( 2. 5) 

and 0 < [~(a-b)] 2 ~ 1 • Hence 

2 
0 .::; [ ~ ( a+ b ) ] s: 1 

and so 

Now we have proved that llall ~ 1 and llbll <· 1 imply 

lla•bll~1. Fromthis (2.1) follows. 

Assume next l!a2 !1 < 1 • Now a2 < 1 , and since all squares 

are positive by (2.5), we obtain 
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and 

which gives -1 ~ a .s: 1 , i.e. llall .$. 1 • 

Now we have proved that lla2 11 .$. 1 implies /lall 2 < 1 • 

From this (2.2) follows. 

Finally it follows from (2.4) and (2.5) that for arbitrary 

aEA 

II a 
2

11 = inf ( A. > 0 I 0 .$. a 
2 .s: A. 1 J 

< inf(A. > 010 ~ a
2

+ b
2 

..$ A. 1} = lla
2

+b
2 ll • 

This establishes the inequality (2.3), and the proof is complete~ 

0 

Corollary 2.2. If A is a JB-algebra, then A is formally 
n 2 

real, i.e. i~ 1 ai = 0 implies ai = 0 for i = 1, ••• ,n 

Proof. Suppose that 
n 2 

0 and let 1 .s: k Since i~1ai = .S: n .. 
A2 is a convex cone, there exists bE A such that 2 = b2 ~ a. • 

(2.2) (2.3) 
ifk l 

By and 

and the corollary is proved. (J 

Note that our axiom (2.2) is analogous to the "B*-condition" 

in the theory of involutive Banach algebras, and that the above 

verification that A2 is a convex cone, is similar to the ori-

ginal proof by Kelley and Vaught for the corresponding statement 

for abstract B*-algebras [18]. 

Note also that our axiom (2.3) has been used before, e.g. 

by Arens [5] and by Segal [25] (in a slightly different version 

involving sums with more than two terms). By this axiom one can 

never decrease the norm of a square by adding another square; 
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a fact which was used in an e~sential way in the above proof that 

every JB-algebra is formally real. However, there exist normed 

Jordan algebras which are formally real and satisfy all require­

ments for a JB-algebra except (2.3). One such example is the 

real subalgebra of the disk algebra consisting of functions with 

real values on the real axis. 

It is possible to replace our axioms (2.1)-(2.3) by equivalent 

systems of axioms in various ways. One possibility is to keep 

(2.2) and to replace (2.1) and (2.3) by the following axiom (also 

used by Segal in (25]): 

(2.14) 2 2 2 2 
!Ia - b II ~ max (II a II' lib II) • 

Another possibility is to keep (2.1) and (2.2) and to replace (2.3) 

by the requirement that 1+ a 2 be an invertible element in the 

Banach algebra C (a) for all a E A • The equivalence of the 

various approaches is proved by arguments similar to those in the 

proof of Theorem 2.1, and we omit the details. 

Examples of JB-algebras are the so-called JC-algebras, i.e. 

the norm closed Jordan algebras of self-adjoint operators on a 

complex Hilbert space, and the exceptional algebra M~ consisting 

of all hermitian 3 x 3-matirces over the Cayley numbers, see [26]. 

We will now establish some of the basic properties of 

JB-algebras. 

Proposition 2.3. If A is a JB-algebra and M is a closed 

associative subalgebra containing 1 , in particular if M = C(a) 

for a E A , then M is isometrically (order- and algebra-) iso­

morphic to C(X) for some compact Hausdorff space X • 
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Proof. Note first that if a, b are positive elements of M, 

then it follows from the equivalence of (2.9) and (2.10) that 

there exist 

• 

c E 0 (a) c M and d E 0 (b) c M such that 

By the associativity of M aob = (cod) 2 • 

have the implication: 

(2.15) a~ 0, b.:;: 0 and a,bE M => aob 2: 0 • 

2 a = c and 

Hence we 

Now the proposition will follow by application of Stone's 

Theorem on functional representation of partially ordered algebras 

(see [16; §3]) • 0 

Recall that an element a of a Jordan algebra A with identity 

is called invertible with b as an inverse if aob = 1 and 

2 
a ob =a (of. [13;p.51J). This notion reduces to the customary 

one for special algebras, i.e. for Jordan algebras which can be 

embedded in an associative algebra with product ab in such a way 

that aob = ~(ab+ba) by virtue of the following equivalence , 
(proved in [13;p.51]): 

(2.16) 2 a 0 b = 1, a ob =a<=> ab = ba = 1 • 

Proposition 2.4. Let a, b be elements of a JB-algebra A. 

Thenthe following are equivalent: 

(2.17) a is invertible with inverse b in the 

Jordan algebra A, 

(2.18) a is invertible with inverse b in the 

Banach algebra O(a). 

Proof. 1. Assume first (2.17). By the Shirshov-Oohn 

Theorem [13;p.48] the Jordan subalgebra M
0 

generated by a, b 
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and 1 is special. By (2.16) ab = ba = 1 ; in particular a, b 

are commuting elements with respect to the associative product of 

the special algebra M
0 

• By definition any two elements c, d 

of M
0 

are ("Jordan~" and hence also "associative-") polynomials 

in a, b and 1 ; since a and b commute, the two polynomials 

c and d will also commute, i.e. cd = de , and therefore 

cod = cd • Hence the two products defined in M
0 

will coincide, 

and M
0 

must be an associative subalgebra of the given Jordan 

algebra A • 

By continuity of the Jordan product (axiom (2.1)) the closure 

M of M0 is also an associative subalgebra of A , and by Propo­

sition 2.3 M ~ C(X) for some compact Hausdorff space X • Now 

b is the inverse of a in the Banach algebra M ~ C(X) , and it 

follows by elementary theory of commutative Banach algebras that 

b is a norm limit of polynomials in a and 1 , i.,e. bE C(a) • 

2. Assume next (2.18). Then aob = 1 
' 

and by associativity 

of C(a) also a 2 ob = ao(aob) =a • This completes the proof. 
0 

For a given element a of a JB-algebra A we define the 

s12ectrum of a to be the set cr(a) of all AEJR such that a->.. 1 

is not invertible. By Proposition 2.4 cr(a) is the same as the 

spectrum of ·.a with respect to the Banach algebra C(a) • Hence 

the spectrum of an element a of a JB-algebra A will enjoy all 

properties of spectra in real Banach algebras isomorphic to C(X). 

In particular cr(a) is a non-empty compact subset of JR. such that: 

(2.19) 

(2.20) 

(2.21) 

l!all = su~ IAI , 
>..Ecr(a) 

a .2: 0 iff cr(a) clR+ , 

for a .2: 0 , a is invertible iff there 

exists A> 0 such that a .2: A1 • 
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Moreover, we can identify the compact set X in the isomor­

phism C(X) ; C(a) with the spectrum of the generator a • Then 

the isomorphic image of the identity function (s~s) on cr(a) 

will be a itself, and more generally the image of any polynomial 

TT will be TT (a) • For an arbitrary cp E C (a (a)) the isomorphic 

image of cp is denoted by cp(a) • Thus, we have a well behaved 

(continuous) functional calculus in A • 

An importantcomposition in a Jordan algebra is given by the 

Jordan triple product [13;p.36]: 

(2.22) (abc}= (aob)oc- (coa)ob+ (boc)oa, 

which reduces to the following if the algebra is special with 

aob = t(ab+ ba) : 

(2.23) (abc} = ~(abc+ cba) • 

In particular, (abaJ = aba in a special Jordan algebra. In any 

Jordan algebra we shall denote the linear mapping x ~> (axa} 

by Ua • Thus 

(2.24) 2 = 2ao(aox) -a ox • 

The following two identities are valid in any Jordan algebra: 

(2.25) ([aba}x(aba}} = (a(b(axa)b}a} 

(2.26) (bab} 2 = (b(ab2a}b} • 

We shall indicate the proofs, since they provide an opporunity 

to present a general method which will be used repeatedly in the 

sequel. First one applies (2.13) to verify that the identities 

hold in any special algebra. Then one makes use of Macdonald's 

Theorem [13;p.41] by which every polynomial Jordanidentity in 
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three variables and 1 which is of degree at most one in one of 

these and which holds for all special Jordan algebras, is valid 

for all Jordan algebras. 

For later references we state the following result whose 

proof involves (2.25) in an essential way (see [13;p.52] for detaDs): 

ProEosition 2.5. An element a of a Jordan algebra is 

invertible iff the inverse operator u-1 
a exists; in this case 

a has the unique inverse b = u-1a a and ub = u-1 
a • 

By (2.25) the operator identity U(aba} = UaUbUa holds for 

every pair a, b of elements in a Jordan algebra, and therefore 

Uf~ba} exists iff u;1 and ub1 exist. Hence we have the 

following: 

Corollary 2.6. Let a, b be elements of a Jordan algebra. 

Then faba} is invertible iff a and b are both invertible. 

Our next result will be an important tool in the sequel. 

But first some notation: The set of invertible elements of a 

JB-algebra A will be denoted by Ao , the set of positive ele-

ments of A by A+ (in fact A+ = A 2) , and the set of positive 

elements of A by A+ • Note that A+ is a convex subset of 
0 0 0 

by (2.21). 

Proposition 2.7. For every element a of a JB-algebra A 

the operator Ua is positive, i.e. Ua(A+) c A+. 

Proof. 1. We shall first prove that if a E A
0 

, then 

Ua(A~) c A+ • 

Suppose not, then for some a E A0 there exists bE U a (A~) 

such that b i A+ • By ( 2. 20) there exists Ao E cr (b) such that 

A 
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A
0 

< 0 • Now we can write 0 as .a proper convex combination of 

A
0 

and 1 , say 0 = tA
0

+ (1-t) where 0 < t< 1 • Applying the 

linear function ~(A)= tA+ (1-t) to the scalar Ao at the left 

side of the inclusion A
0

E cr(b) and also to the element bE A 

at the right side of the same inclusion, we find 

0 = cp(>.
0

) E cr(~(b)) = cr(tb+ (1-t)1) • 

Hence tb+ (1-t)1 is not invertible. 

At this point we note that 1 E Ua(A~) • In fact, if c is 

the inverse of a , then c E C(a) by Proposition 2.4, and since 

C(a) is associative we have 

Since A~ is convex and Ua is a linear map, the set 

Ua(A~) is also convex. Hence 

But it follows from Corollary 2.6 that for invertible a , 

Ua(A
0

) c A
0 

• By the relation above tb+ (1-t)1 must be invert­

ible, a contradiction. 

2. We shall next prove that if a EA
0 

, then Ua(A+) c A+ • 

By the definition (2.24) and axiom (2.1), ua is a continuous 

operator on A • By (2.21) A+ 
0 

is dense in A+ • From this and 

from the first part of the proof the conclusion follows. 

3. Now we consider an arbitrary a E A , and again we shall 

first prove Ua(A~) c A+ • 

We consider an arbitrary element c Since c is 

positive and invertible, it has an invertible square root 

bE C(c) ~ C(X) (Propositions 2.3 and 2.4). Thus c= b4, .with b EA
0

• 
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By (2.26): 

(2.27) 

Let dE A
0 

be inverse of b , By Proposition 2. 5, Ub1 

exists and is equal to Ud • By the preceding part of the proof, 
-1 Ud is a positive operator. Applying Ub = Ud to the inequality 

2 (2.27), we find Ua(b ) ~ 0 • Hence we have proved Ua(c) ~ 0 , 

as desired. 

4. Finally the general inclusion 

a E A , follows by continuity of Ua and density of 

as in the second part of the proof. 

for arbitrary 

in A+ 

0 

For the proof of our next proposition we shall need a general 

inequality which will also be useful later. Observe that from 

the relation a2 _s lla2!11 and from the positivity of Ua we obtain 

the following relation valid for an arbitrary element a of a 

JB-algebra A 

Hence for every positive element b of A we have the inequality 

Proposition 2.8. If a, b are positive elements of a 

JB-algebra A , then (2.29) and (2.30) are equivalent and 

imply (2.31): 

(2.29) (aba} = 0 

(2.30) (bab) = 0 , 

(2.31) aob = 0 • 
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Proof. 1. Assume first (2.29). By positivity of Ua and 

by (2.28), we find 

(2.32) 

By the general identity (2.26), this implies (bab} 2 = 0 , which 

gives (2.30). 

By symmetry, (2.30) also implies (2.29). 

2. In any associative algebra one has the identity 

By Macdonald's Theorem the corresponding identity 

(2 .. 33) 
2 1 2 2 (aob) = 

4
[2ao(bab}+ (ab a}+ (ba b}] 

will hold in any Jordan algebra. 

Assume now that (aba1 = (bab} 0 Then also 
2 = • (ab a} = 

(ba
2

b} = 0 by virtue of (2.32). Now it follows from (2.33) that 

(aob) 2 = 0 , which gives (2.31). 0 

If p is an idempotent element of a JB-algebra A , i.e. 

if p2 = p , then 

(2.34) (pap} = 2po(poa.)- poa 

for all a E A • Hence we have the following: 

Corollary 2.9. Let a be a positive element and p an 

idempotent in a JB-algebra A • Then (pap} = 0 iff poa = 0 • 

For a given idempotent p of a Jordan algebra we denote the 

complementary idempotent by the symbol p' ; thus p' = 1-p • 

Now the following relations are easily proved by Macdonald's 

Theorem: 
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Corollary 2,10. Let a be a positive element and p an 

idempotent in a JB-algebra A • Then iff 

Proof. If Up a = a , then u ,a= U ,u a = 0 • Conversely p p p 
if UP 1 a = o , then p 1 oa = 0 by Corollary 2.9. Now 

a = ( p+p I) oa = paa so by (2.34) 

0 

Note that the equivalence stated in Corollary 2.10 will not 

subsist if the hypothesis a z 0 is omitted. One can give easy 

counterexamples where A is the self-adjoint part of a C*-algebra 

()'& • (It suffices to consider the case where ()L is the 2 X 2 -

matrix algebra). 

From the definition of the Jordan triple product one can 

obtain the following identity valid for an arbitrary element a 

and an idempotent p in a Jordan algebra: 

p o a = t (a + [ pap} - ( p 1 a p 1 } ) • 

Denoting the multiplication operator determined by p by the 

symbol LP , we can rewrite this as an operator identity: 

We recall that two elements a, b of a Jordan algebra are 

said to operator commute if La and Lb commute as operators, 

i.e. if [La,Lb] = 0 (13;p.320]. 

The following lemma gives useful criteria for operator 

commutativity. (Note that this lemma is valid for general Jordan 

algebras, and it is of course not new. In fact, it can be ex-
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tracted from the proof of Lemma 1 in [13;p.320], but it is just 

as easy to give a direct proof). 

Lemma 2.11. Let a be an arbitrary element and p an 

idempotent in a Jordan algebra. Then the following are equivalent: 

(i) a and p operator commute, 

(ii) 

(iii) 

La=Ua, p p 

a = (UP+ up, )a • 

from which we get Lp (a o p) - a o p = 0 • 

Using (2.34) we find 

Hence L a = L L a • p p p 

(ii) => (iii) Substituting the expression (2.36) for Lp 

into (ii), we get (iii) 

(iii) => (i) In the general Jordan identity 

(see (01 ) in (13;p.34]) we write b =a and c = d = p, 

obtaining 

Assuming (iii) and writing r = Upa, s = UP 1 a 1 we have by 

(2.35) Upr = r, Up,r = O, Ups= O, Up,s = s • Hence by (2.36) 

por = r, so (2.37) gives [Lr,LpJ = 0 By (2.36) also pos = 0, 

so (2.37) gives [Lp,Ls] = 0 • Hence 

and (i) is established. 

(La,LpJ = [Lr+ Ls,LpJ = O, 

0 

Note ghat if A is the self-adjoint part of a C*-algebra, 

then an element a of A will "operator commute" with an idem-
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potent p in A (a projection) exactly when ap = pa , i.e. 

when a and p commute in the customary sense. 

The following result will be useful later. 

Proposition 2,12. Let a be an arbitrary element and p 

an idempotent in a JB-algebra A • If p operator commutes 

with a , then p will operator commute with all elements of C(a). 

Proof. By (ii) of Lemma 2.11 we can assume [pap} = poa • 

Let M
0 

be the Jordan subalgebra of A generated by a, p and 1. 

By the Shirshov-Cohn Theorem, M
0 

is a special Jordan algebra, 

say that cod= t(cd+dc) for o,dE M
0 

• 

The hypothesis [pap} = poa can now be written 

(2.38) pap= ~(pa+ap) • 

Multiplying (2.38) from the left and from the right by p , we 

obtain in turn pap = pa and pap = ap. Hence the two generators 

a, p of M
0 

will commute. As in the proof of Proposition 2-4, 

we conclude from this that every pair c, d of elements of M
0 

will commute, i.e. cd = de , and hence cod = cd • Thus M
0 

is 

an associative subalgebra of A , and by the continuity of the 

Jordan product the closure M of M
0 

will also be an associative 

subalgebra of A • 

Now if bE C(a) c M , then by (2.34) 

[pbp} = 2po(pob)- pob = pob • 

By Lemma 2.11, p operator commutes with b. [] 
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§ 3. The enveloping algebra of a JB -algebra 

Throughout this section we suppose that A is a fixed JB-algebra 

and we denote the state s_I?ace of A by K ; thus p E A* belongs 

to K iff II p II = ( 1, p) = 1 • Also we equip A** with the ordering 

determined by K, i.e. a E (A**)+ iff (a,p) ~ 0 for all p E K. 

Then one can identify A** with the ordered Banach space Ab(K) of 

all bounded affine functions on K' and A ,.,i th the space A(K) 

all w*-continuous affine functions on K (cf. Theorems IIa1.8, 

Recall that the Arens product on A** is the unique bilinear 

extension of the (Jordan) product from A to A** satisfying 

for (a,b) E A** xA**, 

(3.2) a-+ aob is w*-continuous for (a,b) E A** xA**, 

(3.3) b -+ aob is w*-continuous for (a,b) E A x A** • 

(Note that the construction of the Arens product is not symmetric 

in the two variables [6,Thm.3.2].) 

It is not clear a priori that A** with the Arens product be­

comes a JB -algebra. In particular, we do not a priori lmow that 

the (Arens) squares are positive, nor even that the pl~duct on 

A':<:~ xA** is commutative. 

Lemma2.1. Let M be a linear subspace of A** such that 

of 

2 a is a positive element of A** 
2 i 

the function a-+ (a ,p) 2 

for all a E M. Then for every 

p E K is a seminorm on M • 

Proof. By the assumption on M we can apply the standard 

proof of the Schwarz inequality to obtain 
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for a,b E M and P E K. From this we get the triangle inequality. 

The other properties of a seminorm are trivial. [) 

For brevity we shall say that a~ ~ a weakly in A** when 

r } t · th * t 1 ( · a (A** ,A*)) , and ~a~ converges o a ~n e w - opo ogy ~.e. 

we shall refer to (3.2) and (3.3) as respectively weak left conti­

nuity, and weak right q_,ontinui ty on Ax A** • If M c A** satisfies 

the hypothesis of Lemma 3.1 , then the seminorms a ~ (a2 ,p)+ (with 

p E K ) define a locally convex Hausdorff topology, which we call 

the strong to_pology_ on M • Note that by the inequality ( a 2 , p) i _::: 

llal\ (for p E K) , norm convergence will imply strong convergence. 

Note also that by (3.4) (a, p ) 2 _:: (a2 , p) (for p E K) , and hence 

strong convergence will imply weak convergence. Note in particular 

that A itself satisfies the requirement on M in Lemma 3.1 , so 

the notion of strong topology is defined on A. 

('J 

Definition. A is the set of all weru~ limits in A** of norm 

bounded strong Cauchy nets in A • 

Prqeosi}ion 2.2. If [a~) 

in A which converges weakly to 

1 t 2 . t• 1 2 weak y o a ; ~n par ~cu ar a 

is a norm bounded strong Cauchy net 

a E A , then [a~} converges 
('J 

> 0 for all a E A • 

Proof. For arbitrary p E K we decompose 

By weak left continuity of the Arens product ((a-a~)oa,p) ~ 0. 

It remains to prove (a~o (a-aa.), p) ~ 0. Let N = sup~l\acx.l\ 
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and let E: > 0 be arbitrary. We choose a. such that 
0 

((aCL-al3)2,p) < e:N-2 for a.,l3 > CL • 
- 0 

Then by weak right continuity 

on 

for 

Ax A** and by Schwarz inequality (for states on 

a. > CL • - o· 
2 2 l<aa.o(a-aa.),p)l = lim 1<a~o(a 13 -aa.),p) l 13>a. -o 

~ limsup (a~,p)((a~-aa.) 2 ,p) < e, 
13?::CL0 

A), we have 

which completes the proof. 0 

By Proposition 3.2 the notion of strong topology can be de-
"' fined on A , so that it now makes sense to state: 

CorollaEY 3.3. If {aa.} is a norm bounded strong Cauchy net 

"" in A such that aa. ~ a E A weakly, then a ~a 
a. strongly; in 

"' particular every a E A is strong limit of a norm bounded net from 

A • 

Proof. Observe first that 

(3.5) when a E A , b E A* * • 

In fact, if is a net in A and b ~ b weakly, then by (3.3) 
a. 

aob .... aob 'tveakly, and by (3.2) also aob = b oa .... boa wealdy .. a. a. a. 

Now by left continuity and by Proposition 3.2 

"" "' CorolJ-acy 3.4. The Arens product on A xA with values in A** 

is commutative and werucly continuous in each variable separately. 

Proof. By (3.2) it suffices to prove commutativity. Let 
I'V 

a,b E A and choose (aa.} in A such that aa. ~ a strongly. By 
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(3.2), aaob ~ aob weakly • By using (3.4) with a-aa in place 

of a, we conclude that a 0 b+boa -+ 8. 0 b+boa weakly. a. ex. 
Combining 

this with the preceeding statement, we see that boaa. ~ boa weakly. 

By virtue of (3G5) Hence aob = boa. n 
,....., 

Note that by the positivity of a2 for all a E A (Proposi-
,....., "' 

tion 3.2) and by the commutativity of the Arens product on Ax A 

(Corollary 3.4), the Schwarz inequality 

(3.6) < 2 2 > 2 > aob,p) <(a ,p (b ,p 

"' holds for all a,b E A and p E K. 

We now state two auxiliary results valid for norm bounded nets 

{aa.}, {ba} in A. The first of these follows directly from (3.6), 

the second follovm by applying the first and separate continuity to 

the terms at the right side of the equation a 0 b = a D (b -b) +a Db 0 

a.a a. a. a.. 

(3.8) weakly and 

a Db -+ 0 weakly. cx. a. 

The next lemma is crucial. 

"' b ~ b E A 
C(, 

strongly implies 

"" LemmB:._~G If {acx.} is a bounded net in A and aet. ~ a E .A,. 

strongly, then a2 E A and a~~ a2 strongly. 

?roof. The proof proceeds in four steps. 

1. First vle assume that the net {aCt) is norm bounded, say 

with SUPa.llaa.ll = N' and that it converges to zero strongly. We 

claim that in this case also 2 ..... 0 strongly. ao. 

In fact, for every p E K the inequality (2.28) gives 
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2. We keep the assumptions imposed on {a~} in part 1 of the 

proof, and we claim that if {ba} is any norm bounded net in A 
,...,. 

such that b ~ _, b E A strongly, then {b ~ a~b ~} _, 0 strongly. 

To prove this, we write M = sup~llb~ll and use the identity 

(2.26) together with positivity of the maps U , Tl to obtain 
a~ -b~ 

}2 2 } } (3. 9) {ba.a~b~ = {b~ {a~bo:.ao:. b~ 

~ M2 
{ba. {aa. 1aa }bcx.} = M2

(2bcx. o (a& oba)-b~ o a~) • 

By part 1 of the proof 2 _, 0 a a. strongly; then by (3.7) b oa2 .... 
a. a 0 

wealcly, and then by (3.8) b o(b oa2 ) _, 0 weakly. Since 2 _, 0 
~ ~ 0:. a~ 

strongly and llb~l\ <M for all ~' then by (3.7) 2ob2 -+ 0 
a~ a 

weakly. 'l'hus, the right side of (3.9) tends to zero wealcly, and it 

follows that {b~a~b~} _, 0 strongly. 

3. We keep the assumptions imposed on {a~} and {bo:.} in 

part 2 of the proof, but we now claim that a 0 b .... 0 strongly. 
0:. ~ 

In fact, this follows from part 2 of the proof by means of the 

following general identity: 

(3.10) aob = f[{(1+b)a(1+b)}- {bab}- a]. 

4. We now assume that {ao:.} is a norm bounded net in A and 
~ 2 

that a~ _, a E A strongly, and we will show that {aa.} is strongly 

Cauchy. This will complete the proof by Proposition 3.2 and 

Corollary 3.3. 

For given ~,13 we write and 

Then {co:.,l3} and {d~,l3} are nets with the product ordering on 

the indices. Note that 

By part 3 of the proof 

c~,l3 _, 0 strongly and 
2 2 

aa. - a 13 = c ~, 13 o d~, 13 .... 0 

d~,l3 _, 2a strongly. 

strongly; hence 
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2 {aa} is strongly Cauchy. 0 

"' Our next lemma, concerning the norm closure of A in 

"' A** , is of a provisional nature; we shall eventually prove that A 

itself is norm closed. 

Lemma 3.6. (A)- is a JB-algebra. 

"' Proof. We will first show that A enjoys all properties of 

a JB-algebra stated in Theorem 2.1 , except possibly norm complete-

"' "" ness. By Corollary 3.1+ the product on AxA with values in A** 

"' is commutative. By Lemma 3.5 

the identity 

A is closed under squaring, and by 

(3.11) 

,.... 
A is closed under products. Furthermore, if {a a.} and {ba.} are 

"' "' bounded nets in A such that a ex. 
-1 a E A strongly and b -+ bE A a 

strongly, then by (3.11) and Lemma 3.5 a ob -+ aob a a. strongly. 

By Corollary 3.3 every element in A is strong limit of a bounded 

net from A; hence the defining Jordan identity 

"" will hold in A • 

Now observe that since A** ~ Ab(K) is an order-unit space, 

then A is also. 

We next verify the implication (2.5). By Proposition 3.2 

a2 > 0 for all a E A. If - 1 .::;, a .::;, 1 , then II all ,=: 1 ,. so by 

(3.1) lla2
11 :5. llall 2 

< 1; thus 0.::;, a2 _:: 1. 

"' Having proved that A possesses all attributes of a JB-algebra 

except possibly norm completeness, we now turn to (A)-. By (3.1) 
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the Arens product on A** X A** is jointly norm continuous. From 

this it follows easily that (A)- is a JB-algebra. 0 

We shall need a result on joint strong continuity of multipli­

cation on bounded sets. This could be proved by minor modifications 

of the proofs of Proposition 3. 2 , Corollary 3. 3 and Lemma 3. 5 , 

but we prefer to give a direct proof. 

Pro~osition 3.7. Let A c M c A** with M a JB-algebra for 

the norm and product inherited from A**. Then multiplication is 

jointly strongly continuous on bounded sutsets of M. 

P.,roof. Below {acx.} and {ba.} are norm bounded nets in M , 

and arrows indicate strong convergence. We will successively prove: 

(i) a ... 0 implies 2 ... 0 
ex. aa. ' 

(ii) a ex. ... 0 and b ... 0 imply aa. oba. ... 0 ' a. 

(iii) a a. ... 0 and b EM imply a 0 b ..... 0 ' a. 

(iv) a ... a a. EM and ba. _, b E M imply aa.ob ... aob. 

By (2.28) 0 < (a~)2 ~ llaa.lla~, from which (i) follows. Then 

(ii) follows from (i) and the identity (3.11). To prove (iii) we 

assume 

gives 

a _, 0 
a. and b E M .. For any c E M the identity (2.26) 

By wealc left continuity of the Arens product on A** , the map 

U c : M ... M is weakly continuous ( cf. the definition (2. 24)). 

Hence {cao:.c} 2 tends to zero weakly, and then {cacx.c} tends to 

zero strongly. By the identity (3.10) a 0 b ... 0 • 
ex. Finally, (i v) 
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follows from (ii) and (iii) and the identity 

Coroll~£Y 3.8. Let M be as in Proposition 3.7 and let 

cp : JR -+ JR. be continuous, then the mapping a -+ cp(a) is strongly 

continuous on bounded subsets of Mo 

Proof. The function cp can be uniformly approximated by poly­

nomials on compact subsets of JR • By Proposition 3. 7 a -+ TT(a) 

is strongly· continuous on bounded subsets of M for every polyno­

mial TT , and from this the corollary follows. 0 

Proposition 3.9. The unit ball A1 of A is strongly dense 
,..., ,..., 

in the unit ball A1 of A • 

Proof. Let a E A,1 and choose a bounded net {ao:.} in A 

converging strongly to a • Let cp : lR -+ ( -1,1] be a continuous 

function such that cp(A.) = A. for lA.l ~ 1. Then {cp(aa.)} is a 

net in A1 , and by Corollary 3.8 cp(a
0

) -+ cp(a) = a strongly. 0 

Note that the proof above is similar to part of the original 

proof of Kaplansky's density theorem. 

We recall that a state p on an order-unit space A is called 

normal if (a a. d))~ 0 whenever ace.~ 0 , i.e. whenever {a a.} is a 

descending net in A with zero as g.l.b. in A. A set S of states 

on A is said to be full (cf. (17;p.180]) if it is convex and 

(3.12) a> 0 iff (a,p) ~ 0 all p E S. 

By a standard argument (see e.g. part 2 of the proof of Prop.E.1.7 
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of [3]) one can prove that if S is a full set of states on A, 

then 

II all = sup l<a, p) 1 o 

pES 

In particular, every full set of states is point-separating. 

If P is a state on a JB-algebra A , then for every b E A 

the functional pb: a -1 (Uba,p) is positive. We sa:y that a set S 

of states on A is invariant if p -1 pb maps S into coneS = 

U A.S 
A.>o 

for all b E A. 

"' Theorem 3.10. If A is any JB-algebra, then A is a mono-

tone complete JB-algebra. Furthermore, the notions of 11 order con-

vergence 11
, 

11 vJeak convergence it, and 11 strong convergence 11 will coal esc~ 
,.... 

for monotone nets in A , and the states on A act as normal states 

on A c A** ; in particular they form an invariant full set of nor-
,.... 

mal states on A • 

,.... 
Proof. By Proposition 3. 9 , A1 is strongly dense in A1 • 

On the other hand every strong Cauchy net in A1 converges strongly 

"' to an element in A1 • It follows that A1 is strongly complete 

[ 7 ; C'h II , § 3 , Prop. 9 ] ) • 

"' We now consider a net in A1 which converges in norm 

to an element a of A** • By the inequality ( c 2 , p) :5. II c 11 2 valid 
,..., 

for all c E A and p E K, the net [acx.] is strongly Cauchy; 

"' hence it has a strong (and weak) limit b E A1 • Since noim conver-

gence in A** implies weak convergence, a = b E A1 • Hence A1 , 
,...., 

and therefore A , is norm closed in A** • Now it follows from 
,.... 

Lemma 3.6 that A = (A)- is a JB-algebra. 
,...., 

Next let [bcx.] be an increasing net in A bounded above by 
,...., 

an element of A. Without loss of generality we assume b > 0 
a.~ 
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for all a.. Then there exists b E A** given by ( b , p ) = sup a. (b a. , p ) 
,.... 

::: lima.(ba.,p) for all p E K. We will prove that b E A and that 
..... 

ba. ~ b strongly, which will show that A is monotone complete and 

that "order", "weak", and "strong" convergence are equivalent for 
,.... 

monotone nets in A. 

Let Cl.
0 

be arbitrary and a.
0 

_:: a. < f3 • Then by (2o28) and by 

the inequality llbyll ~ lib II valid for all Y , the following rela­

tion holds for every p E K : 

Hence {b
11

} is strongly Cauchy. Thus (llbll-1ba.} is a strong 
,.... 

Cauchy net in A1 , and so it has a strong limit in A1 • Then 
I'J 

(ba.} must converge strongly to an element of A, and this strong 

lim.i t must coincide with the weak lim.i t b • Hence b E A and 

b~ ~ b strongly. 
,..., 

By the above argument, the supremum in A of an increasing 
,.... 

net bounded above in A , is the pointwise supremum (as functions 

on K ) • Hence all 
,..., 

p E K act as normal states on A • 

By definition, positivity of an element a of A means ex-

actly that (a, p) > Q, for all p E K; hence K is a full set of 

"' states on A • 

It remains only to prove that K is an invariant set of states 
'"'"' ,...., 

on A. To this end we consider an arbitrary p E K and b E A, 

and we shall prove that there is an w E cone K = (A*)+ such that 
,..., 

the linear functional pb : a ~ (Ub a, p) on A is of the form 

pb(a) = (a,w). Clearly pblA is a positive element of A*. Hence 

there is an w E (A*)+ such that 

(3.14) all a E A. 



- 3'1 -

"" "' By left continuity of the Arens product in A** 
' 

the map Ub : A _. A 

is weakly continuous (cf. the definition (2.24)). By weak density 
....... ....... 

of A in A, the equality (3.'14) will subsist for all a EA. 

Hence Pb (a) = (a, w) • 0 

For a given JB-algebra A , the JB-algebra A will be called 

the enveloping_ monotone complete JB-algebra of A , or briefly the 

enveloping, al_gebra of A • 

Finally it should be noted that there are two natural questions 

we have left open: 

....... 
1.) Will A be all of A**? 

"" 2.) Will K contain all normal states on A? 

By a modification of the arguments of Pedersen in [22] one can 

"' prove that A is the smallest monotone closed s11bspace of A** con-

taining A , and from this it follows that the second question has 

an affirmative answer. The first question can probably also be 

solved to the affirmative by use of Theorem 9.5 below and results 

in ['1'1]. However, this will not be needed in the sequel, and we 

will not pursue the questions above any further. 
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§ 4. Spectral theory 

Throughout this section M will denote a monotone complete 

JB-algebra with an invariant full set of normal states K • Also 

* we shall denote the linear span of K in M by v • Thus v 

consists of all w==f..1p1-f..2p2 where A. EJR+ 
J. 

and PiE K for 

i == 1,2. The term "weak topology on M" refers to the weak 

topology defined by the natural duality of M and V (i.e. cr(M,V)); 

it will be the topology of pointwise convergence on K when the 

elements of M are interpreted as (affine) functions on K • 

Note that the invariance of K guarantees that each map Ua:M ~ M 
2 ..!.. 

is weakly continuous. The functions a -> (a , p ) 2 where p E K , 

are seen to be semi-norms on M (cf. the proof of Lemma 3.1), 

and we shall use the term "strong topology on M" with reference 

to the locally convex Hausdorff topology defined by these semi-: 

norms. Clearly, norm convergence implies strong convergence, 

which in turn implies weak convergence. By Theorem 3.10 one may 

take M to be the enveloping algebra of any given JB-algebra A , 

and K to be the set of all states on A • Then the "weak" and 

"strong" convergence on M will have the same meaning as in § 3. 

We will show that M has "many" idempotents and that they 

behave like the projections in a von Neumann algebra. In principle, 

this can be done by modifying existing results proved by various 

authors under slightly different hypotheses (see [21],[25],(30],[4]). 

However, we find it equally short and more informative to give 

direct proofs. 

First we observe that the results on weak and strong conver­

gence from § 3 will subsist in the present setting. 

Lemma 4.1. For monotone nets in M the notions of "order", 

"weak", and "strong" convergence coincide. Multiplication in M 
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is separately weakly gontinuous in each variable, and it ·is jointly 

strongly continuous on bounded subsets. 

Proof. Let (an) be an increasing net in M , and assume 

without loss of generality that aa > 0 for all a • Since the 

ordering in M is pointwise on K (of. the definition (3.12)) 

and K consists of normal states, an element a of M will be 

order limit of (aa) iff it is pointwise, i.e. weak, limit. This 

in turn implies strong convergence to a , since by (2.28) for 

every p EK : 

Observe next that separate weak continuity of multiplication 

follows from the weak continuity of the maps Ua by the general 

identity (3.10). Finally, joint strong continuity on bounded 

subsets follows as in the proof of Proposition 3.7, which depends 

on nothing more than weak continuity of the maps Ua • [] 

For convenience we shall use the notations an~a and an~ a 

to express order (-weak and strong-) convergence of monotone nets 

in M • Also we shall say that a linear subspace N of M is 

monotone closed if 

a EN • Recall that 

a EN n 

C(a) 

for all a and anJ' a EM implies 

denotes the norm closed subalgebra 

of M generated by a and 1 • The weak closure of C(a) in M 

will be denoted by W(a). From Lemma 4.1 and Proposition 2.3 we 

immediately obtain the following: 

Lemma 4. 2. For each a EM , W( a) is a monotone closed 

associative subalgebra of M , isometrically isomorphic (as an 

ordered algebra) to a monotone complete C(X) , 
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From this lemma we obtain: 

Pro;eosition 4.3. For each a EM there exists a unique 

indexed set [eA. hER of idempotents in M such that 

( 4.1) eA. .:5 e when A. < \..L , 
\..L 

(4.2) eA. \t e when A. > \l and A. ... tl , 
\l 

(4.3) eA. = 0 for A. < -llall and eA. = 1 for A. > flail , 

and such that for each m EK and n = 1 , 2, ••• 

(4.4) 

Moreover, eA. E W( a) for all A.E JR ' 
and the Stieltjes sums 

n 
i~1Xi-1 (eA.i- eA.i-1) converge in norm to a as the mesh of the 

partition A.o < "-1 <. • .<A.n of [-llall ,1/a\1] tends to zero. 

Proof. The existence of an indexed family (eA.)A.ER with 

the stated properties follows by calculation in C(X) • (For 

detailed proofs see [20;Thms 40.2,43.2]) • In particular we note 

that by Lemma 4.2, eu is greatest lower bound of (eA}A>u in M 

and not only in W(a) • 

To prove uniqueness, we suppose that (f,._}A.EJR is another 

indexed set of idempotents in M such that (4.1)-(4.4) hold. 

For given w E K the Borel measures on JR with distribution 

functions A.~> (eA. 1 w) and ).. r> (fA. 1 w) must coincide on all 

continuous functions by (4.4). Hence the two measures are equal, 

and so (eA. ,w) = (fA. ,w) for all A E R • 0 

For given a EM the indexed set of idempotents {eA.} 

described in Proposition 4.3, will be called the s;eectral family 

of a • 
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For given a EM the set of all real valued functions cp on 

[-llall ,/laiiJ for which there exists bE W(a) such that 

all w E K , 

contains all continuous functions (by (4.4)), and it is pointwise 

monotone a-complete (by the monotone convergence theorem and the 

monotone completeness of W(a)). Hence it contains all bounded 

Borel functions. For each bounded Borel function cp on [-II a \I, lla!IJ 

we now denote by cp(a) the (unique) element b in M such that 

(4.5) holds. Thus cp(a) EW(a) , and by definition 

(4.6) 

In this way we obtain a well behaved functional calculus in M 

for bounded Borel functions. In particular we note that for 

every A. E R 

(4.7) 

If and e are two members of the spectral family of 
u 

a EM , then by (2 .. 24) and the associativity of W(a) 

Hence it follows by Lemma 2.11 that every pair of members from 

the spectral family of a will operator commute. 

Lemma 4. 4.. Let (eA.} be the spectral family of a EM and 

let p EM be an idempotent. Then p operator commutes with a 

if anfr only if p operator communtes with all eA. • 

Proof. Assume first that p operator commutes with a • 

Let (cpn} be a sequence of continuous functions on R with 
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values in (0,1] such that cpn~X(-co,A.] • By Proposition 2.12, 

p operator commutes with all cpn(a) • Hence by Lemma 2.11 

n=1,2, •••• 

By weak continuity and by (4.7), this gives eX= (UP+ UP 1 )eA. • 

Hence p operator commutes with eX • 

Assume next that p operator commutes with all eX . Then p 

will operator commute with the Stieltjes sums of Proposition 4.3. 

Passing to the limit as above, we conclude that p operator 

commutes with a • 0 

Now let a, b EM and let and [f } be the spectral w. 
families of a and b , respectively. Then the following are 

equivalent by virtue of Lemma 4.4: 

(4.8) 

(4.9) 

(4.10) 

a operator commutes with all 

b operator commutes with all 

f , 
Ll. 

all pairs eX' f operator commute • 
u. 

If these statements are valid, then we say that a and b are 

compatible. If a is compatible with all cE M compatible 

with b , then we say that a and b are bicompatible. 

Clearly, every member of the spectral family of an element 

a of M will be bicompatible with a • 

Now consider an idempotent p and an arbitrary element a 

in M • By Lemma 4.4, p is compatible with a iff p and a 

operator commute. Note also that p is bicompatible with a 

iff p operator commutes with all idempotents which operator 

commute with a • 

By the above result, since at-> La is linear an.d isometric, 

two compatible-dements of M will always operator commute. 
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For positive elements we have the following compatibility-

criterion: 

Lemma 4. 5. If a EM+ and p EM is an idempotent, then a 

and p are compatible if.and only if Upa ~a. 

Proof. Assume first that a and p are compatible, or what 

is equivalent, that a and p operator commute. By Lemma 2.11, 

a = (Up+ UP' )a ~ Upa • 

Assume next Upa ~ a • Now a- Upa 2:. 0 , and since 

UP(a- Upa) = 0 1 we can apply Corollary 2.10 to get UP 1 (a -Upa) = 

a- Upa. By (2.35) this gives a= (UP+ UP 1 )a, and now compati­

bility follows from Lemma 2.11. 0 
We recall that for given a EM+ the face of M+ generated 

by a , is the set 

Lemma 4. 6. If p E M is an idempotent and a E face( p) , 

then a ~ llaiiP • 

Proof. Applying UP' to all terms of the inequality 

0 < a~ Ap , we obtain 0 < UP,a ~ 0 • By Corollary 2.10, Upa= a. 

Applying UP to all terms of the inequality 0 ~ a _::: llall1 , we 

now obtain 0 ~ a _::: llallP • 0 

Consider an element a of M+ with spectral family [eA} • 

From the isomorphism of W(a) and C(X) we conclude that eA = 0 

for A < 0. For A > 0 and every tu E K 

0 ~ AJ d(eu,w) ~ J ud(eu,w) _::: J ~d(eu,w> = (a,w) , 
(A , co ) . (A , cc) ( o ,ad 
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so 0 s A(1-eA) sa • Hence we have the general implication: 

( 4 • 1 2 ) a E M+ , A > 0 => 1 - eA E face ( a) • 

Proposition 4. 7. If a EM+ and ( eA} is the spectral 

family of 

such that 

a , then 1 - e 
0 

a E face( p) • 

Proof. For every w E K 

is the smallest idempotent 

(a,w) = J Ad(eA,w) s llall J d(eA,w) = llall((1-e
0

),w) 

(O,IIai!J (O,!IaiiJ 

and so a E face ( 1 -e 
0

) • 

p in M 

Suppose now that a E face( q) for some idempotent q • Then 

face(a) c face(q) , so by (4.12) 1- eA E face(q) for all A > 0 • 

By Lemma 4.6 1- eA. < 111-eAIIq .:S q for all A > 0 , and by (4.2) 

1 - e l' 1 - e when A > 0 and A ... 0 • Hence 1 - e < q , and A o o-

the minimality is proved. 0 

Definitions. We denote the set of all idempotents in M 

by ~~ and we use the symbols v and A to denote the least 

upper bound and the greatest lower bound in ~ (whenever they 

exist). For given a EM+ we write 

r( a) = 1 - e
0 

= f\( p E JJ I a E face ( p)} • 

We will now show that jV is a lattice. In fact, we will 

show that it is an orthomodular lattice under the map p 1-> P'= 1-p, 

and we recall that this means that the following requirements are 

satisfied for p,q E fP : 
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( 4.1 3) " p = p , 

(4.14) P.::5 q => q' .::5 P' , 

(4.15) p 1\ P' = 0 and p v P' = 1 , 

(4.16) p .::5 q => q = p v (qAp') (orthomodular identity). 

Lemma 4.8. If p,q E ~ , then the following are equivalent: 

(i) poq = 0 , 
(ii) p+ q E jJ 

' 
(iii) p+q_!S 1 , 

(iv) u u = 0 p q • 

Proof (i) => (ii). If poq = 0 , then (p+q) 2 = p2+ q2 = p+ q, 

so p + q is an idempotent. 

(ii) => (iii) This implication is trivial since every idempo­

tent r satisfies llrll < 1 , and then also r .::::; 1 • 

(iii) => (iv) If p+ q.::::; 1 , then Upp+ Upq .::5 p • Hence 

p + Upq .::5 p , and therefore Upq = 0 • For arbitrary a EM+ , we 

have 0 ,:: a.!: l!a!l1 • Therefore 0 .::5 Uqa..::; lla!lq , and in turn 

o < upuqa .::5 IJai!Upq = o • 
(iv) => (i) If upuq 

Hence we have shown upuq = 0 • 

= 0 , then Upq = UpUq1 = 0 , and by 

Corollary 2.9, poq = 0 • 0 

Remark. Clearly one can replace = 0 by the symmetric 

statement uqup = 0 in (iv). 

Definition. We say that twoidempotents p, q are orthogonal, 

and we write p .L q , if the equivalent statements (i)-(iv) above 

are valid. 
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Proposition 4 .. 9. The set !P of idempotents in M is a 

complete orthomodular lattice where Y p. = r(~ p.) for every 
1 1 1 1 

finite set (p1 , ••• ,pn} E jV; in particular 

V P· = L: P· 
i 1 i 1 

if P· .!..p. 
1 J 

for i I j • 

Proof. Let p1 , ••• , Pn E fP • Clearly, 

j = 1, ••• ,n. Now suppose q E JO and 

P· = r(p.) < r(L: p.) 
J J - i 1 

for Pj .::; q for j = 1 ,u.,n. 

Then L: p. 
i 1 

V p. = r(L: 
i 1 i 

E face(q) , so 

pi) E !}J • 

This proves 

If p1 , • • •, Pn are mutually orthogonal, then it ~ollows from 

Lemma 4.8 that L: p. E JV , and so 
. 1 

r(~ p.) = L: p. $ Hence 
1 1 i 1 1 

V P· = L: P· i 1 i 1 
in this case. 

If [ Pa.} is an increasing net from 90, then there exists 

p EM such that Pa. ,;7\p • By Lemma 4,. 1 , p is an idempotent. 

Hence V p = p E !/J • 
Q. a. 

I Since we have an order reversing 1-1 map p ~> p 

onto itself, we conclude that !fJ is a complete lattice. 

of .fJ 

The requirements (4.13)-(4.15) are trivially satisfied. To 

prove (4.16), we suppose that p.:::_ q. Then p+q 1 = p+1-q.:::_1, 

so p ..L. q 1 (by Lemma 4,8). Thus, by the above results, q 1 v p = 

q 1 + p • Since p r> p 1 is order-reversing, we now find 

q 1\ pI = ( q I Vp) I = 1 - ( q I +p) = q- p • 

In particular, (q/\p 1 )+p=q_51, so (q/\p 1 )J..p e Hence 

pv (qAp') = p+ (q-p) = q • 0 

By weak continuity of UP , there exists for every idempotent 

* * p EM a map UP : V ... V defined by (a,Upw) = (Upa,w) for all 

a EM • Clearly, u; will map v+ * into itself, but UP will not 
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map K into itself in general, We shall now prove that 

an element of K into K only if it is invariant under 

* This is an important property of the maps Up • (E.g. it is used 

in one of the proofs of the existence of polar decompositions for 

normal states of a von Neumann algebra, see [10; T·hm,12.2.4]; and 

it characterizes the "neutral projections" studied in [4]). 

Lemma 4.10. Let p EM be idempotent and let p E K • Then 

* if and only if Upp = p • 

Proof. To prove the non trivial part of the equivalence, we 

* suppose IIU PI! = 1 , or what is equivalent (since M* is a base-
p 

* norm space, cf. e.g. [3;Ch II.§1]) ,that (1,U p) = 1 • We now p . 

apply (2.36) with p' in place of p ; then we get for arbitrary 

a EM 

We will show that the last two terms of this equation vanish. 

Without loss of generality we assume a> 0 • 

By the assumption on p : 

The desired conclusion now follows from the implication 

(p',p) = 0 => (p 1 oa,p) =(Up' a,p) = 0, 

which in turn follows by S4hwarz•s inequality and the relation 

For given idempotent p E M , we denote by Mp the image of M 

under Up , i.e, Mp = Up(M) • Since Up is an idempotent map 
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(cf. (2.35)), an element a of M belongs to Mp iff Upa =a. 

Also we denote by Kp the set of all those pE K whose restric­

tion to Mp is a (positive and) normalized linear functional on 

Mp , i.e. 

This implies that Hence it follows from Lemma 4.10 

that consists of exactly those pEK for which u* = pP p • 

Proposition 4.11. If p EM is an idempotent, then Mp is 

weakly closed in M • Moreover, Mp is a monotone complete 

JB-algebra and the (restrictions of) elements of Kp form an 

invariant full set of normal states on Mp • 

Proof. It follows by weak continuity of UP that MP is 

weakly closed. By monotone completeness of M (and by Lemma 4.1), 

Mp is also monotone complete. 

closed linear subspace of M • 

Clearly also Mp is a norm 

For every a EM we have by (2 .26) 

Hence Mp is closed under squares, and by (3.11) also under 

Jordan products. Clearly the norm conditions (2.1)-(2.3) will 

prevail in Mp : Hence Mp is a JB-algebra. 

By definition, plMp is a positive linear functional of 

norm one, hence a state on Mp for every p EKP • Clearly, 

pIMp is a normal state on Mp since p is a normal state on M 

Since K is a full set of states on M , we have the follow-

ing series of equivalences for a EM p 

• 
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~~0 <=> (a,p) .2:. 0 all p E K 

<=> (Upa,p) .2:. 0 all p E K 

<=> (a,w) .2:. 0 all w EKP 

Hence, the set of all p/Mp where p E Kp is a full set of states 

on Mp • It is also easily seen to be invariant, and the proof 

is complete. 0 
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§ 5. The center 

We use the notation of the previous section and let M denote 

a monotone complete JB-algebra with an invariant full set K of 

normal states. We shall study the center of M and then construct 

representations of a JB-algebra A into a subalgebra of its enve-

'""' loping algebra A for each state of A • 

If X c M we denote by Z(X) the set of elements in M which 

are compatible with all elements in X. If a E M we write Z(a) 

for Z((a}) 

Lemma ~. For each b E M 

algebra of M containing b • 

Z(b) is a weakly closed sub-

Proof. If [eA.} is the spectral family of b then Z(b) 

n Z(eA.) .. By Lemma 4- .lJ- Z(eA.) is the set of elements in M 
A.EJR 

which operator commute with eA. ' so by Proposition 2.12 Z(eA.) 

a weakly closed subalgebra of M. 0 

= 

is 

Lemma5.2. A subset X of M consists of mutually compatible 

elements if and only if X is contained in a weakly closed associ­

ative subalgebra containing the identity. 

Proof. Suppose all elements in X are compatible. Then 

X c Z(X) , so that Z(X) :::> Z(Z(X)) :::> X. Thus Z(Z(X)) is by 

Lemma 5.1 a weakly closed subalgebra of M consisting of mutually 

compatible elements. As remarked al'ter Lemma lJ-.4- mutually compa­

tible elements operator commute. Thus so do all elements in 

Z(Z(X)), which implies that if a, b, c E Z(Z(X)) then ao(boc) = 

(aob)oc. Thus Z(Z(X)) is the desired associative subalgebra. 
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The converse is an immediate consequence of the spectral theoremo 0 

We define the center of M to be the set Z(M) • Since Z(M) 

= Z(Z(1)) it follows as in the proof of Lemma 5.2 that Z(M) is 

a weakly closed associative subalgebra of I1 containing 1 • Also 

it is immediate from the preceding that a E Z(M) if and only if 

a operator commutes with each idempotent in M • Recall that an 

operator s E M is a ~et;ry if s 2 = 1 • Then we have the .fol­

lowing characterization of the center. 

Lemma 5.3. a E Z(M) if and only if Usa = a for all symme-

tries s E M. 

Proof. There is a one-one correspondence between the set of 

idempotents in M and the set of symmetries in M, given by 

p _. s = 2p - 1 .. Furthermore it is easily verified that Us = u2p_1 

= 2UP + 2u1_P -I. Thus a E Z(I1) if and only if (UP+ u1_P)(a) =a 

for each idempotent p EM (see Lemma 2.11) if and only if 

for each symmetry s E M. 0 
U = a s 

From Proposition L~.11 we lmow that if p is an idempotent in 

M then ~ = Up(M) is a monotone complete JB-algebra. If p is 

central we compute the center of Mp • 

L_emma _2.LJ-. If p is a central idempotent in M then Z(Mp) 

= Z(M)p. 

Proof. Clearly Z(M)p c Z(Mp) • In order to prove the converse 

inclusion it suffices to show that each idempotent 

to Z(M)p. Let a E M+. Then by Lemma 2o 11 a = 

e E Z(M ) belongs p 

(U + u1 )a, so p -p 
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Again by Lemma 4.5 e is compatible with a , and e E Z(l'1) • 

In particular e = UP e E Z(l'1)P • 0 

Let p be a state in the set K. Since the projections in 

1.'1 form a complete lattice there is a smallest projection supp(p) 

in I'1 with the property p ( supp ( p)) = 1 • Supp p is called the 

support of p • If we apply this to the restriction of p to Z(l'1) 

vre obtain the support c ( p) of p lZ(M) , called the central .support 

of p. 

We say 1.'1 is a JB-factor if Z(M) = JR 1 • 

Lemma 5.2. If p is an extreme point of K then Mc(p) is 

a JB-factor. 

Proof. Suppose e is an idempotent in the center of l'1c(p) 

such that 0 f. e 'I c( p) • By Lemma 5.4 e E 

< )-1 * = a for all a E M. Let p1 = e, P Uep 

Then p1 ,p2 E K and p = (e,p)p1 + (1-e,p)p2 

Z(l'1), so (Ue+U1_e)a 

and p2 = (1-e,~-1~*-ep. 
is a convex combina-

tion of p1 and p2 • Thus p1 = p2 = p , which is impossible by 

choice of e • 0 

ProEosition 5.6. Let A be a JB-algebra, p a state of A 

'""' and c(p) its central support in A. Let cpp denote the map 

cpp: A ... Ac(p) defined by cpp(a) = uc(p)(a)' where a is the image 

cpp (A) '""' of a in A • Then cp p is a Jordan homomorphism such that 

is strongly dense in Ac ( P) • Furthermore, if p is a pure state 

'""' then the strong closure of cpp(A) in A is a JB-factor. 

'""' Proof. Let 1.'1 =A and K be the state space of A consi-

dered as a full set of invariant state of 1.'1. Since Ub is 



strongly continuous for b EM it is clear that cp p (A) is strongly 

dense in Me( p) ' and by Lemma 5.5 that the strong closure of cpp(A) 

"' in A is a JB-factor whenever p is a pure state. It remains to 

show that is a Jordan homomorphism, or what amounts to the same, 

to show that the map Ue on M is a Jordan homomorphism for each 

central idempotent e in M .. Let e be one. Then I = U + U,., , e 1-e 

so Le = f(I + Ue- u1_e) = Ue. In particular L~ = U~ = Ue = Le ; 

thus if a, b EM we have Le(aob) = LeLa(b) = LaL
8

(b) = aoLe(b). 

Applying Le again and using that Le is an idempotent we have 

Le(aob) = Le(Le(aob)) = Le(aoLe(b)) 

= Le(Le(b)oa) = Le(b)oLe(a) 

= L
8 

(a)oL
8 

(b) 

completing the proof. 0 

If A is a JB-algebra and cp a Jordan homomorphism of A 

onto a strongly dense Jordan subalgebra of a JB-factor, we say cp 

is a factor representatio!!, of A • 

Corolla£Y 5~. A JB-algebra has a faithful family of factor 

representations. 

A faithful family is given by the set of with p 

a pure state. 0 
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§ 6. Comparison theory 

Throughout this section M denotes a JB-factor , and ~ its 

lattice of idempotents. Our main purpose is to show that if ~ 

has no minimal elements then there is e E (jJ and a symmetry s E IVI 

such that Use = 1-e • Note that for a symmetry ·s the map U is a s 
Jordan automorphism of M , and Us restricts to a lattice auto-

morphism of 9 . We say two idempotents p and q in 9 are 

equivalent and write p ~ q if there exists a finite family 

s 1 , ••• ,sn of symmetries in M such that 

(s (s 1 [ ••• (s 1ps1 }. •• }s 1 }s} = q, n n- n- n 

i.e. us us ••• us (p) = q • We say p ~ q via s if Usp 
n n-1 1 

We write p ~ q if p ~ r < q for some r r ;? We say p c - • 

q in 9 are related if there exist nonzero p1 'q1 E g:> with 

p1 < - p 
' q1 ~ q ' 

and p1 "' q1 • 

Lemma 6.1 If 0 I q E f? then V[p E [? :p ~ q} = 1 • 

= q. 

and 

Pro of • Let e = V [ p E 9 : p ~ q } Since M is a JB-factor 

it suffices to show e is central. Let s be a symmetry in M • 

Then Use = V(Usp : p c. 9 ,p :S_q} Now p ~q implies Usp ~q '-

so we have U e < e • But then e = u;e < Use ' 
so Use = e s - -

By Lemma 5.3 e is central. 0 

Lemma 6.2 Let p, q E f? . Then there exists a symmetry s 

in M such that U
8

[pqp} = (qpq} • 

Proof. Let a = p+q-1 , so a 2 = 2poq-p-q+1 • Since 

Lp = t(I+U -u1 ) we have p -p 
2 a = (U -U1 )q-p-1 • p -p 
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By Lemma 2.11 M and M p 1-p are contained in Z(p) 
' 

so that 
2 is compatible t,\Tith Similarly a 2 E Z(q) In particular a p. . 

}a! = (a2 )t E Z(p) n Z(q) . Therefore we have by Lemma 2.11 

[la! p !al} = po la!2 = poa2 = po(2poq-p-q+1) 

= 2po(poq) _ poq = (pqp} 

By spectral theory there is a symmetry s in the associative 

strongly closed JB-algebra W(a) generated by a such that 

soa = Ia} o Since all elements in W(a) operator commute it 

follows that Us 
/ 

and commute 9 and ~ see 

[13~p.38,eq.(66)]. Thus 

Us(pqp} = UsU!al(p) = Uso!a!(p) = Ua(p) = 

= 2(p+q-1) o [ (p+q-1) op]- (2poq-p-q+1) op 

= [qpq} • 0 

Lemma 6.3 Every pair of non orthogonal idempotents p and 

q in M dominate nonzero idempotents e and f in M respec-

tively such that e ~ f via a symmetry. 

Proof. Note (pqp} ~ p ~ so r([pqp}) ~ p. Similarly 

r( (qpq}) ~ q • Furthermore poq 1- 0 ,so by Lemma 4.8 

(pqp} 1- 0 1- (qpq} • By Lemma 6.2 there is a symmetry s in M 

such that Us[pqp} = [qpq} 0 Since us is a lattice automorphism 

of g;; it follows that Usr( (pqp}) = r( (qpq}) Thus e = r( (pqp}) 

and f = r( [ qpq}) are the desired idempotents. 0 

Lemma 6.4 Every pair of nonzero idempotents in M are 

related. 
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Proof. Let p and q be nonzero elements in ~ . If p 

and q are not related, then by Lemma 6.3 p is orthogonal to 

every idempotent r ~ q. Thus r ~ 1-p, whenever r ~q. By 

Lemma 6. 1 p = 0 • 0 

The next result almost shows that whenever e and f are 

orthogonal and e ~ f then e ~ f via a symmetry. We are greatly 

indebted to Richard Schafer for showing us the proof. 

Lemma 6.5 Let e and f be orthogonal idempotents in M • 

Suppose there exist symmetries s and t in M such that 

UtUse = f • Then e ~ f via a symmetry. 

Proof. Let a= 2[est} (recall that {bed} = 

( b o c) o d + (cod) a b - (do b) o c ) • We will show 

( 6. 1 ) 

(6.2) 

(6.3) 

(6.4) 

(6.5) 

We 

2 a = e+f 

aoe = !a 

aof = 1 2a 

e ~f via the symmetry 

first establish 

{est} = [swt} = [stf} , 

1+a-a 2 
• 

where w = [ses} = [tft} • By [13,p.57,eq.87] we have the identity 

[x{bcb}y} = [[xbc}by} + ([cby}bx}- ([xby}bc} • 

Thus we have, since (bbd} = b 2
od and [bed} = [deb} , 

(swt} = [s[ses}t} 

= [[sse}st} + [ [est}ss}- ([sst}se} 

= [est}+ [est}- [tse} 

= (est} • 
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Symmetrically (tws} = (fts}, which proves (6.5). 

Now let Then are 

pairwise orthogonal idempotents with sum 1 • Let M = 

M11 EE>M22 (±)M
33

®M12 ®M
13

®M
23 

be the Pierce decomposition correspon­

ding to them, i.eo 

[

u ei (M) if i = j 
M .. = 

l.J 2U if i < j , e. , e . (M) 
1. J 

where ue. e·(x) = (eixe_.}, see (13,p.120]. 
1.' J J 

By the multiplication rules for Pierce components (14,p. 2.5] 

[e1bc} E r111 +r112 +M13 for all b,c EM. Thus fa = fest} E 

M11 +M12 +M13 • But by (6.5) fa = [fts}, so fa E M22 +M12 +M23 • 

Therefore 

But M .. = [x: e.ox=e.ox=fx} by (13,p.120,eq.(13)]. Thus we 
l.J 1. J 

have established (6.2) and (6.3)o 

From Glennie's result (12], (13,p.51] that there are no iden­

tities of degree < 7 in three variables, which hold for all special 

Jordan algebras, but fail for some others, we have the identity 

4(xby} 2 = L~(x(b(xoy)b}y} + (x(by2b}x} 

+ {y (bx~ }y} - 2 [xbx} o (yby} • 

Thus we have by (6.5) 

a 2 = LJ-{svrt} 2 = LJ-(s{w(sot)w}t} + {s{wt2w}s} 

+ {t(ws2w}t}- 2{sws} o {twt} 

= L~{s{w(sot)w}t} + e + f- 2eof 

= 4(s{'t1T(sot)w}t} + e + f 

Therefore to show a 2 = e + f live must show {s{w(sot)w}t} = 0. 
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This will be accomplished as soon as we have shown 

(6.6) 

(6.7) 

(6.8) 

{w(sot)w} = {s{e(s(sot)s}e}s} 

{s(sot)s} = sot 

(e(sot)e} = 0 • 

The identity (6.6) follm.;rs from eq. 2.25 .. To establish (6.7) we 

use the identity 

L 
3 

= 3 L L 9 - 2 L3 
c c cc:.. c 

[13,p.35,eq .. 56], which implies L~ = Ls. Thus 

{s(sot)s} = (2L2 - L 2 )L t = (2L3- L )t = sot. 
s s s s s 

To prove that (6.8) holds note that sot = {1st} = (e1st} + {e2st} + 

{e
3
st}, so (e(sot)e} ={~(sot)e1 } = {e1 {e1st}e1 } = (e.f~ae1 } = 0, 

where we have used that a E r·t12 , (e2st} E M22 + M12 + M
23

, and 

(e
3
st) E M

33 
+ M

13 
+ :r123 • Thus we have shown (6.1). 

To show (6.4) let 2 h = 1 +a-a =a+ (1-e-f). Then by (6.1) 

- (6.3) 

h 2 = a 2 + 2ao (1-e-f) + (1-e-f)2 

= e+f+0+1-e-f = 1, 

so h is a symmetry. Finally 

2 =a -e=f. 

The proof is complete .. 0 

Let e and f be orthogonal idempotents in M , and M = E M
1
. J. 

i<j 
the corresponding Pierce decomposition for e, f, 1 - e- f • 

Then e and f are said to be strongl~ connected if there is 

a E M12 such that a 2 = e + f • By virt1,1e of (6.1)- (6.3) of the 
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previous proof we have the following corollar,y. 

Corollacy 6._§ If e and f are orthogonal idempotents in 

M and e "'f via a symmetry, then e and f are strongly connected. 

Lemma 6.7 If e and f are orthogonal idempotents and e ,_,f 

then e and f dominate non-zero idempotents p and q respec-

ti vely such that p ,...., q via a symmetry. 

Proof. By assumption there exist symmetries s 1 , ••• ,sn in M 

and idempotents e'1 = e,e2 , ••• ,en+'1 = f such that e . ....., e. 1 via J. J.+ 

s. ' J. i = 'I , • • • , n • We use induction on n .. If n = '1 the lemma is 

trivial, and if n = 2 it follows from Lemma 6.5. Assume n > 2 

and that the lemma holds for all smaller values of n e 

If e1 and en are orthogonal then by induction there exist 

nonzero idempotents :p,:: e'1 and r < e - n with p ,....r via a sym.me-

try. Let q = {snrsn} • Then q .:::_ en+'1 = f ' r,..,q via sn, and 

p and q are orthogonal. By Lemma 6.5 P""q via a symmetry. 

If e'1 and en are not orthogonal then by Lemma 6.3 there 

exist nonzero idempotents p .:s, e1 , r _-:: en such that p "'r via a 

symmetry. Now proceed as in the preceeding paragraph. 0 

Lemma 6.8 Let {ea} and {f~} be indexed sets of pairwise 

orthogonal idempotents.. Let e = Ve~, f = Vfa. and assume e and 

f are orthogonal. If ea.""' fa. via a symmetry then e "" f via a 

symmetry. 

Proof.. Let p and q be orthogonal idempotents vvith p"' q 

via a synanetry. From the proof of Lemma 6.5 applied to the case 

t = '1 v-..re have that p....., q via a symmetry h = a+ ( '1-p-q) where 
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a 2 =p+q., Thus prvq via -h= -a-(1-p-q). Since -aEUp+~M), 

-a = 2r- (p+q) where r is an idempotent, r _::: p+ q • Thus p "'q 

via 2r- 1 • 

We can thus for each pair ea.' fa. choose an idempotent Pa. _:::. 

ea.+ f ex. such that ea."' fa. via 2pcx.- 1 • Let p = Vpa. • We show 

e "'f via 2p- 1 • For this \ve establish 

(6.9) p- Pa. is orthogonal to ea. for all ex. 

(6.10) {(2p-1)ea.(2p-1)} =fa. for all (l 

By assumption ea.+ fa. is orthogonal to 

Thus Pa. is orthogonal to p~ for all 

Therefore 

e~ + f 
13 

for all a. I 13 • 

a. I 13 , and p = V p 13 + p ex. • 
!3 fa. 

which proves (6.9). In order to show (6.10) it suffices to show 

(6.11) 

Nmv by (6.9) 

L2p_1 eo:. = (L2p _1 + L2 (p-p ) )ea. = L2p _1 ea. • 
a. a. ex. 

Since p > Pa., p and Pa. operator commute so 

Thus 

{ (2p-1 )ea. (2p-1)} 2 = (2L2p_1 - I)ea. 

= ( 2L~p _1 - I) ea. = { ( 2p a. -1 ) eo:. (2 p a. -1 ) } 
a. 

as asserted. Thus (6.11) and therefore (6 .. 10) follows. 

By (6.10) we have that for finite subsets {ea. , ••• ,ea.} of 
1 n 

{ea.} we have 
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n n n n 
u2p-'1 cy eo:.i) = u'J '1(L: ea.) = L: f =Vf 

<-P- '1 1. 1 a.i 1 a.i 

By Lemma 4.,1 we have u2p-1(e) = f ' as asserted. 0 

Theorem 6 .. 9 (The halving lemma). If the JB-factor M has 

no minimal idempotents then every idempotent e in M can be 

halved, i.e. e = p + q where p and q are idempotents in M 

such that p "" q via a symmetry .. 

Proof.. We may assume e I 0 • Let [ea.) and [fa.) be maxi­

mal collections of idempotents satisfying the hypotheses of Lemma 

for all a.. Let p = Vea. , q = Vf a.. By 

Lemma 6.8 p"" q , p + q _-:: e • We show p + q = e • If not then 

0 /: r = e- (p+q) • By assumption r is not a minimal idempotent 

so there exist nonzero idempotents r' and r 11 in M with sum r .. 

By Lemma 6.A r' and r" are related, say 0 I r.; .:S. r' and 

0 ;i r" < r 11 

1 -
orthogonal 

are equivalent. Since r' 1 and r" 1 

they have by Lemma 6.7 non-zero subprojections 

are 

r' 2 

and r2 with r2 "" r2 via a symmetry. But then [r2) U [ea.) and 

[r2) U [fa.} are families satisfying the conditions of Lemma 6.8, 

contra.dicting the maximality of [ea.}, [fa.) • Thus we conclude 

that p + q = e • 0 

We say a 0B-factor is of ~e I if it contains a minimal 

idempotent. Notice that if p is a minimal idempotent in a JB-

factor M then evelJT idempotent q in is an idempotent in 

I1 with 0 < q _::: p • By minimali ty of p it follmvs that ~ ~ JR • 

Theorem 6.10 Let r-1 be a JB-factor of type I • Then all 

minimal idempotents p , q in M satisfy p,..., q via a symmetry, 
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and 1 = Vpa. for a suitable orthogonal family [pa.} of minimal 

idempotents. 

Proof. The first statement follows from Lemma 6.3 if p and 

q are non orthogoal, and from Lemmas 6.4 and 6.7 if they axe ortho-

genal. 

For the second statement let [pa.} be a maximal family of 

orthogonal minimal idempotents. Suppose p = Vpa. < 1 • 

any ~ p~ and 1 - p are related by Lemma 6.4 , say 

Then for 

Pr:~ "'p < 1- p 
I-' 0 -

via a symmetry s .. Since Us is a lattice automorphism of the 

lattice ~, p
0 

is a minimal,idempotent .. This contradicts the 

ma:ximality of the family [pa.} • Thus Vpa. = 1 • 0 

We shall say that a JB-factor is of type In , 1 < n :::_ CCJ , if 

n is the least upper bound of the number of pairwise orthogonal 

non-zero idempotents. 
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§ 7,. Spin factors 

We show that every JB-factor of type r2 is an abstract spin 

factor as defined by Topping [30], and thus isometrically isomorphic 

to a JC-algebra [ 31]. 

Let H be a real Hilbert space of dimension at least 3 and e 
l 

a distinguished unit vactor in H.. Let N = (e} , so H = JRe ED N. 

Then H becomes an abstract spin factor when equipped with the 

Jordan product 

(7.1) (a.e+a)o(~e+b) = (a.l3+(a,b))e + (a.b+~a), a.,(3 E JR, a,b EN .. 

ProJ2osition 2 .. 1 Every JB-factor l"' of type r2 admits an 

inner product making it an abstract spin factor. Thus every JB­

factor of type r2 is isometrically isomorphic to a JC-algebra. 

Proof.. Let N be the linear span of the symmetries in 1'1 dif­

ferent from ± 1 • Then M = JR 1 + N • Indeed, since 1'1 is of type 

I-::> if a E l"' then there are minimal orthogonal idempotents p, q E l"' 
L 

with sum 1 and a., 13 E JR such that a = a.p + !3q , hence 

(7.2) a = -t(C(,+I3)1 + -t(c:t-13)(p-q) E JR 1 +N .. 

Thus 1'1 = :ill. 1 + N • 

Let s, t E N be symmetries different from ± 1 • Then sot E JR 1 , 

Indeed, let p, q be minimal orthogonal idempotents such that s = p-q f' 

Let 1'1 = l"'11 EE>N22 <±>M12 be the Pierce decomposition of l"' for p,q, 

and let t = a.p + (3q + r be the corresponding decomposition of t • 

Then por = q or = ir, so that 
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By properties of the Pierce decomposition r2 E M11 EiH122 [13,p .. 119, 

Lemma 1], and (ct.+i3 )r = 0. If r = 0 then 0.2 = f32 = 1 so a. = -!3 

since t I ±1 • If r I 0 then 0'.+(3 = 0. Thus in either case 

t = a.(p-q) + r , so that 

sot = (p-q)o(a.(p-q)+r) = a.1 E JR 1 , 

and the assertion followsQ 

We now show JR1 n N = [0) ' thus showing that M =JR1 EE>N. 
n 

Suppose 1 =l:A..s., with 
1 ~ 1 

s1, .... ,sn symmetries I :!: 1 ' and 

A1 , .... , An E JR o Then for j E [1, ••• ,n) 

s. = s.o1 = l:A.. s.os. ElR1, 
J J 1 J 1 

contrary to the assumption that s j ;1: ± 1 t so 1 ¢ N , and the sum is 

direct. 

To construct the real Hilbert space let p be the linear 

functional on M which is 1 on 1 and 0 on N. Define a bilinear 

form on M by 

(a,b) = p(aob)., 

By (7 .. 2) a E M can be written as a = A1 + 1-lS with s a symmetry 

in N • Then if a I 0 

2 2 2 (a, a) = p(a ) = A + 1-1 I 0, 

so that (,) is an inner product on M. Note 

[1}
1 

= [a: p(ao1) =0) = N. 

By (7 .. 2) and M = JR 1 ®N every element of N is a multiple 

of a symmetry; thus if a,b E N then aob E JR 1 , and therefore 

(a,b)1 = p(aob)1 = aob. Thus we have 

(a.1+a)o(f31+b) = (a.f3+(a,b))1 + (a.b+l3a), 

which shows that (7.1) holds. It therefore remains to show that M 
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is complete with respect to the norm Ill alii = p(a2 r}. But if a = 

a.p + f3q E l"' with p and q orthogonal minimal idempotents then 

with llal\ =max( Ia.!, lf3!) the JB-norm, we have from (7 .. 2) 

so the two norms are equivalent. The proof is complete. 
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§ 8. Jordan matrix algebras 

Let CL be any algebra over JR with identity 1 a..'ld involu-

0 Let CJ...,n denote the n x n matrices over Q__ with A .... A* tion * 
the usual involution (apply * to each entry and then transpose). 

Let H(Gln) denote the hermitian matrices in a (A =A*) with the n 

product AoB = f(AB+BA) • If H(ctn) is a Jordan algebra then we 

say H(~) is a Jordan matrix algebr~. 

Theorem 8.1 Every JB-factor M (except those of type I 2 ) 

is isomorphic to a Jordan matrix algebra H(GLn). 

M is not of type I
3 

then Cl is associative. 

If in addition 

Proof. It is known that a Jordan algebra with identity is iso­

morphic to a Jordan matrix algebra H(Cln) with n ~ 3 if and only 

if the identity 1 is the sum of n strongly connected idempotents 

[13, Theorem 5, p.133]. li'urthermore a will be associative if 

n > L.J- [13, Theorem 1, p.127]. We apply this result to the differ-

ent types of JB-factors. 

1. If M is of type In, 3 _:: n < ro, then by Corollary 6.6 and 

Theorem 6.10 the identity is the sum of n strongly connected idem­

patents. 

2.. Suppose M is of type \o. If the identity is the supremum 

of an infinite set of orthogonal minimal idempotents, divide these 

idempotents 

and let pi 

and Theorem 

into four sets 

i Then = VPcx,• a. 
6.10 the pi 

of equal cardinality (p~} , i = 1, 2, 3,4 , 
4 . 
L:pl. =1 and by Corollary 6.6, Lemma 6.8 
1 
are all strongly connected. If it should 

happen that no such infinite set of idempotents exist, then 1 is 

the sum of arbitrarily large finite subsets of orthogonal minimal 

idempotents, so 1. applies 
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3. Suppose M is not of type I • By Theorem 6.9 1 = p + q 

with prvq via a symmetry s . Applying Theorem 6.9 again to 

we have p = p1 + p2 with p1 "'p2 via a symmetry t • Define 

q. = U P· • Then q1 + q2 = q' and so 1 = p1 + :p2 + q1 + q2 with 
J. s J. 

q1 "" p 1 via s , p 1 ......, p2 via t , p2 "" q2 via s • By Lemma 6. 5 

and Corollary 6.6. each pair among [p1 ,:p2 ,q1 ,q2J are strongly 

connected, concluding the proof. 0 

Lemma 8.2 Let H((Ln) , n ~ 3, be a Jordan matrix algebra 

p 

which is also a JB-algebra. Then for each a E CC , a*a = aa* = 0 

implies a = 0. 

Proof. Let [E .. J be the matrix units for a, n· If a E CL lJ 
let A = a *E12 + aE21 • Then A E H(Gln) and A2 = a *aE11 + aa*E22 • 

Thus if a*a = aa* = 0 then A2 = 0 ' hence A = 0, since H(lln.) 

is a JB-algebra. Thus a = 0 . 0 

P,Fo:position 8.2 JB-factor 1.'1 of type In ( 3 ~ n < oo) is 

finite dimensional, and thus the JB-factors of these types are :pre-

cisely the n x n Jordan matrix algebras over the reals, complexes, 

or the quaternions, or the exceptional algebra r1 - the 3 x 3 

Jordan matrix algebra over the Cayley numbers. 

Proof. By Theorem 8.1 we can identify M with H(Cln). We 

will show that if a Jordan matrix algebra H( ~) , n :::, 3 , is also 

a JB-algebra then Q.-, and hence H(Qn), is finite dimensional. 

We will use a result of Albert [1], which says that an alter­

native quadratic algebra over lli is finite dimensional.(A quadratic 

algebra is an algebra with identity in which every element satisfies 

a quadratic over E and every element generates a subalgebra which 
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is also a field. An algebra is alternative if the identities 

(a2 )b = a(ab) and b(a2 ) = (ba)a hold). 

We first shm'l that each a E 0...... satisfies a quadratic. Note 

that the set H(Cl.) of hermitian elements in Q equals JR. 1 • 

Indeed, if r~ } are the matrix units in 
t~ij 1:0::i, j=::;n /'1 then since l....(_...n 

EE .. = 1 
l.l. 

and H(Gl:n) is a JB-factor of type 

a minimal idempotent. Thus 

[a E. . : a E H ( Cl) } = (E. . M E .. } = JR. E. . , 
l.l. l.l. l.l. l.l. 

In, each E .. 
l.l 

and H(Cl) = JR 1 , as asserted. Therefore, if a E CL there is 

is 

A. E JR. such that a - A."l is skew adjoint, hence 

(a-A. 1 )
2 = !-l1 • Then a 

(a-A.1) 2 is her-

mitian so in JR. 1 .. Say satisfies the 

quadratic 2 2 a - 2A.a + (A. -!-1) = 0 o 

It is known [13, Theorem 1, p.127] that if H(Oln) is Jordan, 

n > 3, then a.... is alternative. There remains to show that for 

each a E Q. , JR. 1 + JR a is a field. 

quadratic a2 - eta- 131 = 0 • If [3 I 0 

tible in JR 1 + JR a • If f3 = 0 then 

Suppose a satisfies the 

then clearly a is inver­

a2 = aa • But then either 

a = 0 or a = ~1 • Indeed, since ~ is alternative 

(8.1) 

(8.2) 

(a*a)a = a*(a2 ) = a*(~a) = ~(a*a) 

a(aa*) = (a2 )a* = c~a)a* = ~caa*) 

Both aa * and a *a are hermitian, hence in JR. 1 o If both are 

zero then by Lemma 8.2 a = 0 , and if one of them is non- zero 

then by (8.1) and (8.2) a = ~1 o This completes the proof that 

M is finite dimensional. 

Finally, the last statement of the proposition follows from 

the Jordan -von Neumann- Wigner classii'ication of finite dimensional 

formally real Jordan algebras [15]. An alternative proof is provided 
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by the fact that finite dimensional alternative division algebras 

over JR. must be either the reals, complexes, quaternions, or the 

Cayley numbers, see e.g. [19, p.234]. {] 

Lemma 8.4 Let H( Q..,n) , n ~ 3 , be a Jordan matrix algebra 

which is also a J13-algebra. Assume Q is associative. Then 

A* A = 0 if and only if A :-:: 0 , and A* A > 0 for all A E CLn • 

Proof. We assert that if A E an then cr(A *A) U {0) = 

cr(AA*) U {0). Let U be any associative algebra over JR. with 

identity, and let u+ be u with the Jordan product aob =f(ab+ba). 

Then for elements of u_+, Jordan inverses in 21..+ coincide with 

· t' · [17- 51] Thus J..f B E H(nn) en+ assocJ.a J.Ve J.nverses ?, p. • ~ ~ then 

B is Jordan invertible in ~ if and only if B is invertible in 

au • Thus cr(B) = {A.EJR:A.I-B is not invertible in ~). 

Now a standard argument shows that in any associative algebra over 

JR with identity 1 ' if 0 ~ A. E JR then ab - A.1 is invertible 

if and on~y if ba - A.1 is invertible. The assertion follows. 

As a consequence of the preceeding it follows that if a E Cl 

and a* a = 0 then a = 0 • Indeed, if {E .. ) are the matrix units 
J.J 

in an and A = aE11 , then A*A = 0. By the above 0 = AA* = 

aa*E11 , so Lemma 8.2 implies a = 0. 

then 

so if 

We assert that if A*A < 0 then A = 0. Indeed, if a E Ct.. 

A = 

2 0 < E .. (a *E .. + aE .. ) E. . = a* aE. . , 
- J.J. J.J JJ. J.J. J.J. 

Z::a •• E .. 
J.J J.J 

then A* = Z::aot:. E .. , 
JJ. J.J 

and 

0 > E .. (A* A )E. . = I: (a.* . a. . )E. . > 0 • 
- J.J. J.J. k .K:J. .K:J. J.J. -

Thus aki akiEii = 0, and therefore by the preceeding paragraph 
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aki = 0 for all k,i. Thus A = 0, as asserted. 

Note that in :particular A* A = 0 implies A = 0 • 

Let A E a.n • By spectral theory there exist B1 ,B2 ~ 0 in 

H(Cln) such that A*A = B1 - B2 and B1B2 = 0. Now (AB2 )*(AB2 ) 

= B2A * AB2 = - B~ ~ 0 , so by the preceeding :paragraph AB2 = 0 , 

hence B'"l = 0, and A*A :::_ 0. 0 
c... 

We are now in the position where we can construct the GNS­

re:presentation due to a state on a JB-algebra which is a Jordan 

matrix algebra over an associative algebra. 

Lemma 8~ Let H( ~) , n :::_ 3, be a Jordan matrix algebra 

which is also a JB-algebra. Assume Ol is associative. Let p 

be a state on H(an) • Then there exist a complex Hilbert space 

HP, a Jordan homomorphism np of H(Cln) into the self-adjoint 

operators on Hp , and a unit vector ~P in Hp , such that for 

A E H(Qn), (A,p) = (np(A)sp'~p). 

Proof. Extend p to all of Gl n by defining it to be zero 

on skew-adjoint elements of Gl n. By Lemma B.LJ- p is a linear 

functional on Q.n such that p(A*A) .?:: 0 for all A E an. If 

a,~ is the set of operators A* A , A E Q.n then a~ is a cone and 

the map B -t A *BA maps a~ into it self. Thus if we define II All 

= IIA*AIIf then IIABII
2 

= IIB*A*ABII ~ IIB*(IIA*AI!)BII ~ IIAII
2

11BII
2

, and 

IIA+BII 2 = IICA*+B*)(A+B)II = sup(A*A+B*B+B*A+A*B,w) 
wEK 

< 
.1. .1. 

sup[(A*A,w)+(B*B,w)+2(A*A,w) 2 (B*B,w) 2
] 

wEK 

l.vhere K is the state space of H( a,n) • 
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Since the norm completeness of H(Gl.n) implies Q,n is norm com­

plete, Cl n with the norm II II is a real Banach algebra. Thus 

the usual GNS-construction is applicable to a_. , see [10, Propo­n 

sition 2.4.4] which is stated for algebras over the complexes, but 

whose proof is valid for real Banach algebras. We can therefore 

find a real Hilbert space H , a *-homomorphism TI of a_n into 

the bounded operators on H , and a unit vector s in H such 

that (A,p) = (TI(A)s,s) for all A E a . n 

Finally, let HP be the complexification of H • Then the 

injection of H into Hp induces an isometric imbedding of the 

bounded operators on H into those on Hp • The injection is also 

a *-isomorphism, so the image of TI(H~)) consists of self-adjoint 

operators .. (It is a JC-algebra by Lemma 9.3 below.) Let TIP be 

the composition of TI and the injection of H into H 
p ' 

and sP 

the image of s • 0 

Theorem 8.6 Every JB-factor r1 except ~ is isomorphic 

to a JC-algebra. 

Proof. We have already shown that I 2-factors are isomorphic 

to JC-algebras, Proposition 7.1. It is a classical result of 

Albert-Paige [2] that ~~ is not special, and so cannot be isomor­

phic to a JC-algebra. All other JB-factors are by Theorem 8.1 

and Proposition 8.3 isomorphic to a Jordan matrix algebra H(Cln) 

with OL associative. We will show that such JB-factors are iso-

morphic to JC-algebras. 

Let K be the state space of M and H the Hilbert space 

direct sum E EB HI'\ , where Hp is given by Lemma 8. 5. Let TI = 
pEK ~"' 

E TI 
pEK p 

be the direct sum of the representations TIP found 
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in Lemma 8.5 .. Then for A E Cl n 

l!n(A) II = sup lin (A) II ~ II All 
pEK p 

On the other hand !lnp(A)sp11 2 = p(A*A) , so 

11np(A)!I 2 ~ p(A*A) 

Thus 

so n is an isometry. Therefore the image of M in B(H) - the 

bounded operators on H - is a JC-algebra.. [] 

For pure states we can sharpen the above result. The following 

proposition will not be needed in the sequel .. 

Proposition 8.2 Let A be a JB-algebra and p a pure state 

on A • Let ~P be the Jordan homomorphism of A into A defined 

by p 
,...., 

in Proposition 5.6.. Then the strong closure of ~ (A) in A p 

is a JB-factor of type I • 

Proof. Let 

Proposition 5.6 

,...., 
M be the strong closure of ~ (A) in A • By 

p 

M is a JB-factor. If M ~ !"'~ then M is of 
7 

type I; otherwise !"' is isomorphic to a JC-algebra by Theorem 8.6. 

In particular, by [29,Theorem 7.1] a state w on M is pure if and 

only if its kernel Iw = {a EM: w(a2 ) = 0} is a maximal quadratic 

ideal (a quadratic ideal is a linear subspace I of M with Uab E I 

lJrhenever a E I, b E M) • Since every state of !"' majorized by a 

multiple of p is itself strongly continuous, p is a pure state 

on M • Thus Ip is a strongly closed maximal quadratic ideal. 

Since Ip is a Jordan algebra, it has an identity e, which equals 
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1- su:pp p • Since M:p is a quadratic ideal for each idempotent p 

in M 
' 

the maximality of I implies that supp p is a minimal p 

idempotent. Thus M is of type I 0 0 
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§ 9. Ideals and representations 

In this section vre prove our main representation theorem for 

JB-algebras. 

Let A be a JB-algebra. By a Jordan ideal in A we shall 

mean a norm closed linear subspace J of A such that a E J , 
2 

b E A implies aob E J. From the identity Uba = 2bo (boa)- b oa 

it follows that Uba E J whenever a or b belongs to J. We 

say a family (u~) in J is an increasi~ approximate identity 

for J if i) 0 .::_ u~ ~ 1 , ii) ~ < 13 implies ua. .:5, u
13 

, 

iii) limlla-ua.oall = 0 for all 
~ 

a E J. If A/J is given the quo-

tient norm we let a -+ a+ J be the canonical homomorphism of A 

onto A/J. 

We shall first show that A/J is a JB-algebra. The proof is 

modelled on the analogous one for C*-algebras, as found in [10]. 

Lemma 9.1 Let J be a Jordan ideal in the JB-algebra .A. 

Then J has an increasing approximate identity (ucx.) such that 

for all a E A we have 

Proof. Let -
inclusion.. For 

( 1 )-1 vcx.on1+vcx. .. 

On the other hand 

A be the set of finite subsets of J 
n 2 

ex. = { a1 , .... , ~} E A 1 et v ~ = . r:
1 
ai , 

l= 

Then ucx. E J , and by spectral theory 

n 2 
L: U 1(a.) = 

i=1 ucx.- l 

In particular 

(9.1) i = 1, ••• ,n • 

ordered by 
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Now if a,b E A then 

(9.2) 

Indeed, by eq. 2.25 

11uab
2

11
2 = II [a[b[ba

2
b}b}aJII 

~ II (ba~ J li II £ab
2

aJ II , 

so that 11Uab
2

11 ~ 11Uba
2

11 , and (9.2) follows by symmetry. 

Let a,b E A with b > 0. Then we have 

Indeed, (aob) 2 = i(Uab)ob +~Uab2 +~Uba2 , so by (9.2) we have 

llaobll
2 

_:: iiiUabll llbll + ii1Uab
2

ll 

.:'5. ti!Uabll llbll + illUabll llbl! , 

and (9.3) follows. In particular by (9.1) 

IICuet-1)oafll2~ IIUu _1 Caf)ll llafll .:'5. ~nllaill 2 
a. 

Thus for all a E J+, and therefore by linearity for all a E J, 

llua.-1)oall _. 0 with a. • In particular (ua.) is an approximate 

unit. By spectral theory it follows, see [10,p.16],that (ua.) is 

an increasing approximate unit. 

Thus 

Let b E J. Then uo.. ob _. b • Therefore if a E A 

11mlla-ua. oall = limlla-ua. oa+b-ua.obll 

= limll (1-u<l)o (a+b)ll 

~ lla+bll 

lla+JII ~ Tiin.lla-uC1 oall ~ limlla-u~oall 

~ inflla+bll = lla+JII , 
bEJ 
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so the first equality in the lemma follows. To show the second 

let a E A. Then 

U 1 (a)=a+c 
u-a. 

where c = U (a) - 2ua. o a E J .. 
Ua. 

If b E J then by ( 9. 1 ) Uu _1(b ) -+ 0 • 
a. 

Thus 

(9.5) limlluu _1 (a)ll = iimiiUu _1 (a+b)ll ~ lla+bll , 
a. a. 

where the last inequality follows since llua.-111 < 1 , so the norm 

of IIUu _1 11 :5. 1. Thus by (9.4) and (9.5) 
a. 

lla+JII :5. limliUu _1 (a) II ~ lim!IUu _1 (a) II 
a. a. 

:s. infll a+bll = II a+JII • 
bEJ 

The proof is complete. 0 

Lemma 9.2 Let J be a Jordan ideal in a JB-algebra A. 

Then A/J with its natural Jordan product and quotient norm is a 

JB-algebra. 

J?roof. We have to show that if a, b E A then 

i) II a ob+JII :5. II a+JII llb+JII , 

ii) lla2+JII = lla+JII
2

, 

iii) lla2+JII < lla
2

+b
2

+JII • 

Let a,b E A. Then 

11 a 0 b+JII = infll a 0 b+cll 
cEJ 

~ inf IICa+c)o(b+d)ll 
c,dEJ 

~ inf lla+cll llb+dll 
c,dEJ 

= II a+JII llb+Jll .. 
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Thus i) follows, and in particular lla2+JII ~ lla+JII 2 • 

To prove the converse inequality in ii) let a E A • Note that if 

b E A' llbll .:::. 1 ' then (Uba)
2 = ub (ab

2
a} ::: ub (a

2
) • Thus IIUb (a)ll

2 

< 11Ub(a2 )11. In particular if (ua) is the approximate identity 

found in Lemma 9.1 

and ii) is proved. 

Finally we show iii). Since for a E A, Uu _1 (a2 ) ~ 0, 
a. 

Uu _1 Ca2 ) is itself a square. Thus by Lemma 9.1 , if a,b E A 
a. 

lla2+b2+Jll = l~miiUua.-1 (a2+b2)11 

== limi!U 1 (a2 ) + U 1 (b2 )11 a. ua.- ua.-

~ l~miiUua.-1 (a2)11 

== lla
2

+JI! • 0 

Lemma 9.3 Let A and B be JB-algebras and cp: A -+ B a 

Jordan homomorphism such that cp( 1) = 1 • Then cp(A) is a JB-

algebra, and if cp is injective then cp is isometric. 

Proof. Let a E A and C(a) be the JB-subalgebra of A gene-

rated by a and 1 • By Proposition 2.3 C(a) is identified with 

a real C(X) , so if cp is injective it follows from well known 

arguments that llall = llcr(a)ll , hence cp is isometric.. In the gene­

ral case let J be the kernel of cp. By Lemma 9.2 A/J is a JB­

algebra and the induced homomorphism cp : A/J -+ B is an isomorphism 

onto cp(A). By the above cp is isometric, so its image is complete, 

hence is a JB-algebra. 0. 
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It is known that no set of identities exist characterizing 

special Jordan algebras among all Jordan algebras [13,Thm.2,p.11]. 

However, there do exist identities satisfied by all special Jordan 

algebras but not by all Jordan algebras, "s-identi ties li. In vJ"hat 

follows f(a,b,c) = 0 will be any such s-identity in three vari­

ables not satisfied by ~ (cf. [13,Thm.12,p.51] for an example). 
:; 

Lemma 9.L~ For a JB-algebra A the following are equivalent: 

i) A is special, 

ii) f(a,b,c) = 0 for all a,b,c E A, 

iii) A is isomorphic to a JC-algebra. 

Proof. The implications iii) ~ i) ~ ii) are trivial. 

We show ii) :::;:. iii). Let p be a pure state of A, c(p) its 

central support in A, and cpp the associated factor representa­

tion (cf. Proposition 5.6). Since cpp(A) is strongly dense in 

'A c(p) the Kaplansky density theorem (Proposition 3.9) shows that 

the unit ball in cp (A) is strongly dense in that of p 

Since f(cpp(a),cpp(b),cpp(c)) = cpp(f(a,b,c)) for all 

,.., 
Ac(p)• 

a,b,c E A, it 

follows from the strong continuity of multiplication on bounded sets 
,...., 

(Proposition 3.7) that the identity holds in Ac(p). By Theorem8.6 
,.., 
Ac(p) is isomorphic to a JC-algebra, hence Lemma 9.3 shows cpp(A) 

is isomorphic to a JC-algebra. 

Let B = I:$ cp p (A) be the direct sum of the algebras cp p (A) , 

p a pure state (i.e. pointwise operations 'with II L:(a) P II = S~PII (a) pll) • 

Clearly B is isomorphic to a JC-algebra. The map a~ I:cpp(a) 

is an isomorphism since the pure states separate points, so by Lemma 

9.3 A is isomorphic to the JB-algebra which is the image of A 
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in B • Thus A is isomol~hic to a JC-algebra. [] 

Theorem 9._2 Let A be a JB-algebra. Then there is a l.lllique 

Jordan ideal J in A such that A/J has a faithful isometric 

Jordan representation as a JC-algebra, and every factor represen-

tation of A not annihilating J is onto the exceptional algebra 
8 

M3 • 

Proof. Let J be the Jordan ideal generated by 

{f(a,b,c): a,b,c E A). Note that if cp: A-+ B is a homomorphism 

then the identity f(a,b,c) = 0 holds in cp(A) if and only if 

J c ker cp • In particular this identity holds in A/J , so by Lemma 

9.4 A/J is isomorphic to a JC-algebra .• 

If cp is any factor representation not annihilating J then 

the identity f(a,b,c) = 0 fails in cp(A) , so the strong closure 

of cp(A) must equal ~ by Theorem 8.6, hence cp(A) = ~. 

To prove uniqueness suppose J' is another Jordan ideal with 

the same properties. Since A/J' is special, J' must contain J 

by Lemma 9.L~. Now each factor representation cp of A/J induces 

a factor representation -cp of A. Since each such is not onto 

8 -M3 , cp must annihilate J' • Since A/J admits a faithful family 

of factor representations, J' c J follows. [] 

Remark 9.6 Instead of using s-identities as in Lemma 9.4 

we could prove Theorem 9.5 by using structure space techniques. 

We then let the structure space PrimA consist of the kernels of 

all factor representations equipped with the hull-~ernel topology. 

The crucial lemma is to show that the set C = {ker cp E Prim A : cp(A) 

is a JB-factor of type In ,n$3) is closed in PrimA • 
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The ideal J in Theorem 9. 5 is defined as kernel T , where T = 

[ker <:p E Prim A : cp(A) 

[ker <:p E PrimA : cp(A) 

is isomorphic to a JC-algebra) • If S = 

';;; ~} we have J n ker S = (0) by Theorem 8.6. 
? 

Since C is closed the proof is easily completed. 

Remark 9.7 In the case that A is a separable JB-algebra, 

then the proof of Theorem 9.5 can be greatly simplified. For every 

relatively exposed state p of a general JB-algebra A , the weak 

closure of the representation <:p (A) 
p 

can be seen to be a JB-factor 

of type I. If A is separable, then by a theorem of Mazur and 

Milman [23,p.57] the exposed (and a fortiori the relatively exposed) 

states of A will be w~'-dense among all pure states. Thus, in 

this case it will SQffice to do all our general analysis of JB­

factors for those of type I , and to restrict attention to minimal 

idempotents. Note that the Mazur-Milman Theorem can not be ge-

neralized to the non-separable case, not even if the term 11 exposed" 

is replaced by "relatively exposed". We are indebted to R. Phelps 

for this observation, ~Thich is based on Proposition 2.1 of [8]. 

(By the Hahn-Banach Theorem the algebraic exposed points of [8;Prop. 

2.1] are the same as the reUrtivruwexposed points). Hence it is not 

possible to use a 11 relativized" Mazur-Milman Theorem to prove Theorem 

9.5 in the general case. However, it will follow from Theorem 9.5 

and [29;Thm.7.1] that all pure states of a JB-algebra are relatively 

exposed (cf. Proposition 8.7). 

Remark 9_.8 It might be expected that Theorem 9.5 could be 

improved in the sense that A is the direct sum of A/J and J • 

This is not true, as the following example shows. 

For n = 1,2, ••• let Let A c I:<t>A 
n consist of 
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all convergent sequences (an) ' where an = ( xl?- · ) · · 1 2 3 E ~ ' 
lJ l' J = ' ' 

and xl?- ..... 0 
lJ 

for ilj. Then it is easy to show that with point-

wise operations A is a JB-algebra, J = {(an) : an -+ 0) , and 

A/J is 3-dimensional and associative. 
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