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We study the stochastic (Skorohod) integral equation of the Volterra type 

t t 

Xt(w) = Yt(w) +I b(t, s)Xs(w)ds +I u(t, s)Xs(w)8Bs(w) 
0 0 

where Y, band u are given functions; band u are bounded, deterministic and yt is stochas
tic, not necessarily adapted. The stochastic integral (8B) is taken in the Skorohod sense. 

In general there need not exist a classical stochastic process Xt(w) satisfying this equation. 
However, we show that a unique solution exists in the following extended senses: 

(I) As a functional process 
(II) As a generalized white noise functional (Hida distribution). 

Moreover, in both cases we find explicit solution formulas. The formulas are similar to the 
formulas in the deterministic case (u = 0), but with Wick products in stead of ordinary 
(pointwise) products. 
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§1. Introduction 

The classical (deterministic) Volterra equation of the second kind has the form 

(1.1) 
t 

Xt = Yt+ I "f(t,s)X8 ds 0 < t ~ T 
0 

where yt, 'Y(t, s) are given functions, T > 0 is a given constant. This equation occurs in 
many applications, some of which are described in [GLS). See also [T) and Example 1.1 be
low. Suppose now that the system is randomly perturbed or that there is insufficient/noisy 
information about the function 'Y(t, s). In both cases a possible mathematical formulation 
would be to put 

(1.2) "((t, s) = b(t, s) + a(t, s) · Ws, 

where b(t, s) and a(t, s) are deterministic functions and Ws = W 8 (w); wEn (a probability 
space) denotes "white noise" (see definitions below). We also allow yt = yt(w) to be 
random. This gives - formally - the equation 

t t 

(1.3) Xt(w) = yt(w) +I b(t, s)X8 (w)ds + "I a(t, s)X8 (w)W8 (w)ds" 
0 0 

where the last term (in quotation marks) remains to be defined. 

If yt is an adapted stochastic process, then it is natural to assume that a solution Xt of 
(1.3) must be adapted too, and this leads to the following interpretation of (1.3): 

t t 

(1.4) Xt(w) = Yt(w) +I b(t, s)Xs(w)ds +I a(t, s)X8 (w)dB8 (w) 
0 0 

where the last term denotes the usual Ito integral and Bt(w) denotes Brownian motion 
whose t-derivative is Wt(w) (in distribution sense). 

In this paper we are mainly interested in the case when yt is not adapted. In this case 
we of course cannot expect Xt to be adapted and then the Ito integral in (1.4) is not 
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defined. However, equation still makes sense if we replace the Ito integral by the more 
general Skorobod integral: 

t t 

(1.5) Xt(w) = yt(w) + j b(t, s)X8 (w)ds + j a(t, s)X8 (w)8B8 (w) 
0 0 

REMARK. The Skorohod integral 

T 

j Z8 (w)8Bs(w) 
0 

is defined for all processes Zt(w) (adapted or not) such that 

(1.6) 
T oo 

j E[z;]ds + 2: (m + l)!lljmll2 < oo 
0 m=l 

Here jm(tt, · · ·, tm, t) is the symmetrization of ft(m\t~, · · ·, tm), where ft(m) is the m'th order 
term in the Wiener-Ito chaos expansion of Zt: 

Zt(w) = f j j,<m)(tt, · · ·, tm)dBt1 • • • dBt,. 
m=ORm 

If Zs(w) is adapted, then the Skorohod integral coincides with the Ito integral [NZ]. 

We will use (1.5) as our mathematical model for a randomly perturbed Volterra integral 
equation, or a stochastic Volterra. integral equation for short. The purpose of this paper 
is to study the existence and uniqueness of a solution of (1.5). Moreover, we will find an 
explicit solution formula. It turns out that in general (without strong conditions on yt, b 
and a) there does not exist a (classical) stochastic process Xt satisfying (1.5). However, 
we will prove that a solution exists (and is unique) in the following extended sense.s: 

(I) As a functional process (see §3) 

(II) As a generalized white noise functional (or Hida. distribution) (see §4). 

Skorohod Volterra equations with anticipating kernel (but non-anticipating initial condi
tion X 0 = yt(Vt)) have been studied in [PP], see also [BM] and the survey in [Pa]. In [0] 
the stochastic Volterra equation is studied in the setting of Ogawa-type integrals. To the 
best of our knowledge our paper is the first to discuss the Skorohod interpretation with 
anticipating initial conditions. 

We now explain these two approaches in more detail: 

(I) Tbe functional process approach. ([L0Ul],[L0U3],[HL0UZ]) (see §3 for details). 

Here we regard the solution X as a generalized stochastic process of the form 

(1.7) X= xt =X(¢, t,w) 
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where ¢ E S (the Schwartz space of rapidly decreasing functions on R). Heuristically 
X ( ¢, t, w) can be regarded as the result of measuring X (at time t and in the experiment 
w) through the averaging/test function or "window" ¢. 

lVhite noise W may be regarded as such a functional process by the definition 

(1.8) W(¢>, t,w) := Wth(w) := j <Pt(s)dBs, 

where if>t(s) = ¢>(s- t) is the window¢ shifted by the amount t. Note that for each fixed 
¢ both X(¢,·,·) and W(¢, ·, ·) are continuous stochastic processes. There is a striking 
formula for the Skorohod integral in terms of the Wick product o as follows (see Lemma 
2.1): 

(1.9) j (¢> * Y)tDBt = j yt o Wthdt \/¢> E S 
R R 

where* denotes convolution with respect tot, i.e. 

(1.10) (¢ * Y)t(w) = j ¢>(t- s)Ys(w)ds. 
R 

In view of this we say that a functional process Xt = Xf(w) =X(¢, t,w) is a solution of 
(1.5) if for all¢ E S there exists a stochastic process Xt = Xf such that 

t t 

(1.11) Xf = Y/ + j b(t, s)X!ds + j u(t, s)X! o W4>.ds; 0::; t < T 
0 0 

where we allow yt = Y/ to be a functional process too. In §3 we show that a functional 
process solution of (1.5) exists under certain conditions on ytlfl, b(t, s) and u(t, s). Moreover, 
we give an explicit solution formula: 

t 

(1.12) Xt = yt + j H(t, s) o Ysds, 
0 

where H(t, s) = H(t, s,w) is a random kernel constructed from K(t, s,w) := b(t, s) + 
u(t, s)Wt/>.(w). 

(II) The generalized white noise functional (Hida distribution) approach [HKPS] (see §4) 

In this setting we regard Xt and the other elements of equations (1.5) as elements of the 
space (S)* of Hida distributions (or generalized white noise functionals). The pointwise 
white noise wt may be regarded as an element of (S)*. By Corollary 3.4 in [L0U2] we 
have 

(1.13) j ZtDBt = j Zt o Wtdt 
R R 
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for all stochastic processes satisfying (1.6) (adapted or not). In view of this the natural 
interpretation of equation (1.5) in the Hida distribution setting is 

t t 

(1.14) Xt = yt + j b(t, s)X8 ds + j u(t, s)X8 <>Wads 
0 0 

where yt now is regarded as an element of (S)*. 

Note that by (1.13) the relation between the pointwise white noise Hit and the functional 
process W,p is (choose Zt = '1/J(t) in (1.13)): 

(1.15) W('ljJ,O,w) = j 'l,b(t)Wtdt, 
R 

i.e. W('I/J) is the result of "smearing out" the singular noise Wt by the test function 'lj;. 

In this (S)*-setting we prove an existence and uniqueness result for (1.14) and, here too, 
we obtain a solution formula of the type (1.12). Moreover, we show that the solution of 
(1.14) is actually in L2(p,) under some conditions. 

EXAMPLE 1.1 A number of applications of Volterra equations can be found in [GLS, 
p. 4-13]. Here we present an economic example, with a structure related to the population 
dynamics example presented in Ex. 2.2 in [GLS]. Our example leads to a stochastic Volterra 
equation of the form considered in this paper: 

An investment in an economic production, for example the purchase of new production 
equipment, will usually have effects over a long period of time. Let X(t, u) denote the 
capital distribution at time t resulting from the investments which have age u (i.e. which 
were made u units of time ago). More precisely, let 

j X(t, u)du denote the total capital gained 
u 

at time t from all investments with age u E U. Assume that 

(1.16) 8X(t,u) 8X(t,u) _ ( )X( ) 
8t + au - -m u t, u ' 

where m(u) > 0 denotes the age-dependent "death" rate of the equipmentmentjmachines 
involved in the production. Moreover, assume that the amount of new capital X(t, 0) at 
time t is described by the equation 

00 

(1.17) X(t, 0) = j X(t, u)p(u)du 
0 

where p(u) is the productivity of the equipment with age u, i.e. p(u) is the production at 
age u per capital unit. (In this model we only consider the part X(t,u) of the produced 
capital that is reinvested into the production process.) 
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We assume that the initial capital distribution X(O, u) = ¢(u) is known. Then the solution 
X(t, u) of (1.16) is given by 

{ 
¢(u- t) · exp(- j m(s + u- t)ds) 

X(t,u) = 0 u 

X(t-u,O) ·exp(-fm(s)ds) 
0 

O~t<u 
(1.18) 

t"2:_u 

Substituting this in (1.17) we get the Volterra equation 

t 

(1.19) X(t, 0) = Y(t) +I K(t- s)X(s, O)ds 
0 

where 
()() t 

(1.20) Y(t) =I ¢(s) exp(- I m(s + r)dr)p(t + s)ds 
0 0 

and 

t 

(1.21) K(t) = p(t) exp(- I m(s)ds) 
0 

If the productivity function p(u) is subject to random fluctuations we could model p(u) by 

(1.22) p(u) = Po(u) + €Wu 

where € > 0 and Wu denotes white noise as before. This leads to a stochastic Volterra 
equation of the form (1.4) with Xt = X(t, 0), 

t-s 

(1.23) b(t,s) = Po(t- s)exp(- I m(r)dr) 0 ~ s < t 
0 

t-s 

(1.24) u(t, s) = €exp(- I m(r)dr) 0 ~ s ~ t 
0 

and 

()() t 

Yt =I ¢(s) exp(- I m(s + r)dr)po(t + s)ds 

(1.25) 0 0 
()() t 

+€ I ¢(v-t)exp(- I m(v-t+r)dr)dBv 
t 0 

Note that yt is not adapted in this case. 
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§2. Some mathematical preliminaries 

Let (S',B,p,) denote the white noise probability space, i.e. p, is the probability measure 
on the Borel subsets B of the space S' = S' (R) of tempered distributions on R, with the 
property that 

(2.1) I ei<w,f/J>dp,(w) = e-iii4JII2 

S' 

for all 4> E S, where 11¢11 2 = f l¢1 2dx and< w, ¢ >= w(¢) is the action of wE S 1 (the dual 
R 

of S) on ¢ E S. See [HKPS] for more information. 

Recall that the white noise process W is the map 

W:SxS'--+-R 

given by 

(2.2) W(c/>,w) = WI/J(w) =< w, ¢ >; ¢ E S,w E S' 

i.e. 

WI/J(w) =I cf>(t)dBt 
R 

where the right hand side denotes the Wiener-Ito integral with respect to Brownian motion 
Bt. 

There is also a pointwise, singular version Wt of white noise, which we describe below. 
Heuristically we may regard Wt as the limit of WI/J as ¢--+- Dt, the point mass at t. This 
limit exists in the space (S)* of Hida distributions. For definition and properties of (S)* 
see [HKPS]. An alternative description of (S)* can be given as follows (see [Z]): Let 

(2.3) 

be the Hermite function of order n 2:: 1, where 

(2.4) 

is the Hermite polynomial of order m > 0. 

It is well known that {en}~=l forms an orthonormal base of £ 2 = L 2(R). Moreover, en is 
an eigenfunction for the operator 

with eigenvalue 2n, i.e. 

(2.5) A., = 2n"'- n = 1 2 · · · 
vn vn' ' ' 
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Put B;(w) = J e;(t)dBt and define 
R 

m 

(2.6) Ha(w) =II ha;(B;) 
j=l 

for all multi-indices a= (ab ···,am). 

By the Wiener-Ito chaos theorem we have that each f E L2 (J.L) can be represented as a 
sum 

(2.7) 

where 

m 

(2.8) IIIII~~) = La!~, and a! = II ail 
a ~1 

We say that f E L 2(J.L) is a Hida. test function, f E (S), if 

(2.9) A1(k) := sup~a!(2N)ak < oo for all k < oo 
a 

where 

m 

(2.10) (2N)a ·.= IIC2•-i)a; ·f c· ) J 1 Q = a!, ... ' am . 
j=l 

The dual of (S), denoted by (S)* (the space of Hida distributions) can be represented as 
the set of formal sums 

(2.11) 

where 

(2.12) sup b~a!((2N)-a)q < oo for some q < oo. 
a 

The action ofF E (S)* (given by (2.11)) on the test function f E (S) (given by (2.7)) is 

(2.13) < F, f >= L a!baCa 
a 

In general we have 
(S) c U(p,) c (S)* for all p E (1, oo) 

We can now define the pointwise white noise Wt in (S)* by 

00 

(2.14) Wt(w) = L ek(t)h(Bk) 
k=l 
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00 

(= E bnHe..(w) with fn = (0, 0, · · ·, 1) with 1 on the n'th place and bn = en(t)) 
n=1 

Then 
supb!o:!(2N)-aq = supe!(t) ·1· (2n)-q < oo 

a n . 

for q > - 1~, since llenlloo = O(n-fi) as n---+ oo (See [HP, Formula (21.3.3)]). So Wt E (S)* 
as claimed. 

In the following we will use the convention that Wt means the pointwise white noise (in 
(S)*) if t E R while W,p means the white noise defined by (2.3) if 'If; E S. In spite of the 
ambiguouity of this notation we think it will be clear from the context what we mean. 

IfF = E a0 H0 and G = E bpHp are two elements of (S)* we define their Wick product 
Q /3 

FoG as the element of (S)* given by 

(2.15) F ¢ G = L a0 bpHa+f3 = L( L aabp)H'Y 
o,/3 'Y o+/3=-r 

Using the characterization (2.9) one can prove that both (S)* and (S) are closed under o, 
i.e. J,g E (S)* => f <> g E (S)* and similarly for (S). (See the argument in [Z]). 

There is an alternative to the representation (2.7): Iff E L2 (J.£) there exist functions 
fn E i 2(Rn) such that 

(2.16) f(w) = f j fn(t1, · · ·, tn)dBr' 
n=Oa,. 

and 
00 

llfllb(J.') = L n!llfnllb(R")· 
n=O 

Here i 2(Rn) denotes the space of symmetric L 2- functions on Rn and dB{'n = dJ!t1 dBt2 

· · · dBt,. denotes the n'th iterated Ito integral. Using this representation the Wick product 
of two functions 

f = L f fndB®n and g = L f 9mdB®m 
n m 

in L2(J.£) can be expressed as (when convergent) 

(2.17) f <> 9 = L j fn®gmdB®(n+m) 
n,m 

where® denotes the symmetrized tensor product. 

The Wick product plays a crucial role in our solution of the stochastic Volterra equa
tion. Since L 1 (J.L) is not contained in ( S) *, an extra definition is needed for that case (see 
[HL0UZ]): 

Suppose there exist Xn, Yn E L2(J.£) such that Xn---+ X in L1(J.£), Yn---+ Yin L1(J.£), Xn<>Yn E 
L1 (J.L) for all nand Z := limXn <> Yn exists in L1 (J.L). 
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Then we define 

(2.18) 

This definition does not depend on the specific choice of {Xn}, {Yn}. In fact, we have 

(2.19) F[X <> Y](¢) = eiii~PII2 F[X](¢). F[Y](¢) V¢ E S, 

where 

(2.20) F[X](¢) = J e'<w,¢> X(w)dp,(w) , ¢ E S 
S' 

is the Fourier transform of X. 

(For a proof, see [HL0UZ, Lemma 9.2]). A survey of the properties of the Wick product 
is given in [GHL0UZ]. 

Now let us recall two important transforms on (S)*: 

IfF E (S)* then the S-transform ofF (first introduced in [KT]), SF, is a map from S 
into C defined by 

(2.21) SF(¢) = e-iii1PII2 < F, exp < ., ¢ >> 

(It can be proved that the function w--+ exp < w, ¢>;wE S' belongs to (S), so (2.21) is 
well-defined). 

Note that ifF E L 2(p,) then 

(2.22) SF(¢) = e-ill¢112 J exp( < w, ¢ > )F(w)dp,(w) 
S' 

The Hermite transform (first introduced in [L0U1]) ofF, 1lF, is a map from the space 
Cf: of all finite sequences of complex numbers into C (the set of complex numbers) defined 
by 

(2.23) 

Equivalently (see [L0U1, Th. 5. 7]) ifF E (S)* has the expansion 

F(w) = LCaHa(w) 
Q 

then, using multi-index notation Z0 = zf1 z~2 • • • if z = (zb z2, · · ·) and a= (ab a 2, ···)we 
have 

(2.24) 
Q 

It can be shown that the series converges and represents an analytic function of z E Cf, 
for all FE (S)* (see [HKPS]). The characterizations of the Wick product in terms of the 
S- and the 11.- transform are the following: 
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IfF, G E (S)* then 

(2.25) 

and 

(2.26) 

1-l(F <> G)(z) = 'J-lF(z) · ?-lG(z); z E Cf;l 

S(F <>G)(¢)= SF(¢)· SG(¢); ¢ E S 

Finally we recall that there is an explicit inverse of the Hermite transform [L0U1]: 

Let..\ be the probability measure on RN defined by 

(2.27) J J(yl, · · ·, Yn)d..\(y) = (27r)-nl2 J j(y)e-l1YI2 dy 
RN R" 

iff is a bounded measurable function of y = (Yh y2 , • • ·) E RN depending only on the first 
n coordinates Yl, · · · , Yn· Let 

X= :~::::CQHQ(w) be in L2(tL), Q 
so that X has the Hermite transform 

X(z) = 'J-lX(z) = L cQzQ 
Q 

Then we recover X from X by 

(2.28) X(w) := ?-l-1X := lim j x<n,k)(8 + iy)d..\(y) (limit in L 2 (tL)) 
n,k-+oo 

RN 

where 8 + iy = (81 + iy1, 82 + iy2, · · ·) with 8" = J ekdB and 

(2.29) x<n,k)(z) = L cQzQ; Jn,k ={a; lal < n and a;= 0 for j > k} 
QEJn,~< 

is the doubly truncated series for X. 

Moreover, we have the estimate [HL0UZ, Th. 4.2]: 

(2.30) 

for all p E [1, oo). 

Before we finish this section, let us recall the main results in [PS] which will be used 
intensively in §4: 

DEFINITION 2.1. Let F be a complex valued functional on S(R). We call Fa U
functional if the following conditions are satisfied: 
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C.l For all ¢, '1/J E S(R), the mapping A ~ F('t/J +A¢), A E R, has an entire analytic 
extension, which will be denoted by F( '1/J + z¢>), z E C 

C.2 There exists apE No (the set of non-negative integers) and C1, C2 > 0 so that for 
all z E C,¢ E S(R), 

(2.31) 

where llif>II2.P = IIAP¢11PCR)· 

Then we have following theorems from [PS]: 

THEOREM 2.1 [PS]. If <I> E (S)* then S<I> is a U-functional. Conversely, if F is a 
U-functional, then there is a unique q, in (S)*, so that S<I> =F. 

THEOREM 2.2 [PS]. Assume that Fn, n EN (the set of natural numbers), and Fare U
functionals and let <I>n, n EN, and <I>, respectively, denote the associated Hida distributions 
in (S)*. Then the following are equivalent: 

(a) The sequence (<I>n, n EN) converges strongly to ci> 
(b) The sequence (Fn, n EN) converges pointwise to F and for all large enough n EN, 

the estimate (2.31) holds for every Fn uniformly inn. 
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§3. The functional process approach 

Functional processes were first introduced in [L0Ul] in a study of certain stochastic differ
ential equations involving functionals of white noise. An extended multiparameter version 
was used in [HL0UZ]. Functional processes may be regarded as a generalization of distri
bution valued processes. 

DEFINITION 3.1 Let p > 0. A (one-parameter) £P functional process is a function 

X:SxRxS'-+R 

such that 
(i) the map t-+ X(¢, t,w) is (Borel) measurable for each¢ E Sand a.a. wE S' 

and 
(ii) the map w-+ X(¢,t,w) is in LP(J.L) for each¢ E Sand each t E R 

EXAMPLE 3.2 We may regard the white noise process as a functional process W ( ¢, t, w) 
by defining 

(3.1) W(¢, t,w) = WtP&(w) =< w, rPt > 

where 

(3.2) rPt(s) = ¢(s- t) 

is the t-shift of the test function ¢. 

Note that ifF E S' and D denotes the differentiation operator we have 

(3.3) d d 
< DF,¢:z:(·) >=- < F,D¢:z:(·) >=- < F, dy¢(y -x) >=< F, dx¢:z:(Y) >, 

so taking distributional derivatives of F and applying the result to ¢:z: is the same as 
applying F to the derivative of ¢:z: with respect to x. In view of this it is natural tq inter
pret distributional differential equations with respect to ¢ involving functional processes 
X ( ¢, x, w) as ordinary differential equations in x for each ¢. 

The second observation which is relevant for the interpretation of {1.5) is the following: 

LEMMA 3.3 Let Yi(w) be a stochastic process and let¢ E S be such that 

Zt:=(¢*Y)t 

satisfies condition (1.6). Then 

j (¢ * Y)t6Bt = j Yi <> WtP&dt, 
R R 

where* denotes convolution, i.e. 

(¢ * Y)t(w) = j ¢(t- s)Ys(w)ds 
R 
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Proof. By Corollary 3.4 in [L0U2] we have 

(3.4) f Zt6Bt = f Zt ¢ wtdt 
R R 

for all processes Zt satisfying (1.6), where the right hand side is regarded as an element in 
(S)*. 

Applying this to Zt = (¢ * Y)t we get 

/C¢ * Y)t6Bt = jCj¢(t- s)Ya(w)ds) ¢ wtdt 
R R R 

= J Ya(w) ¢ cj ¢(t- s)wtdt)ds 
R R 

= J Ya(w) ¢ Wt/l.ds, as required. 
R 

In view of Lemma 2.1 and (3.3) the following interpretation of (1.5) is natural: 

We say that a functional process X(¢, t,w) --:- xt is a solution of (1.5) if, for all¢ E S, 

t t 

(1.11) Xf = Y/ + j b(t, s)Xfds + j a(t, s)Xf ¢ Wt/l.ds t ~ 0 
0 0 

where Yl = Y(¢,t,w) is a given functional process. 

LEMMA 3.4 Let b(t, s) and a(t, s) be two bounded deterministic functions satisfying 

(3.5) b(t, s) = a(t, s) = 0 if 0 < t < s 

Fix¢ E Sand define, for (t, s) E [0, oo) x [0, oo), 

(3.6) K 1(t, s) := K(t, s) := b(t, s) + a(t, s)Wtfl.(w) 

and inductively 

t t 

(3.7) Kn+I(t,s)= jKn(t,u)¢K(u,s)du(= jKn(t,u)¢K(u,s)du) ;n~l. 

Then for all (t, s) 

(3.8) 

0 s 

IlK (t s) II < Mn(1 + ll¢11)n 
n , V(p.)- q 

vn! 
n = 1, 2, · · · 

and therefore the series 
00 

(3.9) H(t, s,w) := L Kn(t, s,w) 
n=l 
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converges in L2(J.L) uniformly for (t, s) E [0, oo) x [0, oo). 

Proof. First note that, if we put 

(3.10) {(t, s) = {(t, s, w) = a(t, s)W¢ .. 

then 
t 

K2(t,s) =I K(t,u) <>K(u,s)du 
8 

t =I (b(t, u) + 1(t, u)) <> (b(u, s) + 1(u, s))du 
8 

and 
t 

Ka(t, s) =I K2(t, v) <> K(v, s)dv 
8 

=I j [(b(t,u)+l(t,u))<>(b(u,v)+l(u,v))<>(b(v,s)+l(v,s))]dudv 
8~ti~U~t 

So by induction 

<> 

(3.11) Kn(t, s) = j · · · I [ II (b(uAa Uk+l) + I(Uk, Uk+1))]du1 · · · dun-17 
8~U..-l~···~ul~t O~k~n-1 

<> 
where Uo = t and Un =sand n indicates that the Wick product is used. 

Now 
<> 

(3.12) II (b(uk, Uk+l) + I(Uk, Uk+I)) =I: ba(U){p(u) 
O~k~n-1 o,.B 

the sum being taken over all partitions {a, ,8} of {0, 1, · · · , n - 1} (i.e. a n ,8 = 0 and 
aU ,8 = {0, 1, · · ·, n- 1}) and we have used the notation 

(3.13) ba(u) = b(ua17 Ua1+1) · · · b(ua;' Ua;+l) if a= {a1, · · ·, aj} 

and 

Since 

(3.15) 

we obtain from (3.12) that (with I.BI =the cardinality of ,8) 

(3.16) IIKn(t, s)IIL2(p) <I··· I L lba(u)l·lap(u)lv'fil!ll¢11 1.81du1 · · · dUn-1 
8~U..-1~···~U1~t o,,B 
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Choose M < oo such that 

lb(t, s)l :5 M and la(t, s)l :5 M for all t, s. 

Then from (3.16) we get (putting l.BI = k) 

IIKn(t, s)llvc~) < M" · i · t (nk) Jkill<Pllk 
n. k=o 

< ~{1 + ll<Pll)". 

LEMMA 3.5. Let K, Kn be as in Lemma 3.4. Then 

t 

{3.17) Kn(t,s) = j Kn-j(t,u)<>Kj(u,s)du for j = 1,2,···,n-1. 
8 

Proo£ We proceed by induction. By definition {3.17) holds for j = 1 for all n. Suppose 
{3.17) holds for n =no and all j <no -1 and also for n =no+ 1 if j = io :5 no- 1. Then 

t 

j Kno+I-(joH)(t, u) <> K.io+l(u, s)du 
8 

t u 

= j Kno-Jo(t,u)<>(j Kj0 (u,v)<>K(v,s)dv)du 
8 8 

t t 

= j K(v,s) <> <J Kno-io(t,u) <>Kj0 (u,v)du)dv 
8 'II 

t 

= j K(v, s) <> Kno(t, v)dv = Kno+I(t, s). 
8 

0 

LEMMA 3.6 Let K(t, s) and H(t, s) be as in Lemma 3.4. Then 

t 

H(t, s)- K(t, s) = j K(t, u) <> H(u, s)du 
8 

Proo£ By {3.9) and {3. 7) we have 

t t N 

! K(t,u)<>H(u,s)du= lim j<L:K(t,u)<>Kn(u,s))du 
N-+oo 

8 8 n=l 

N 

= lim L Kn+I(t, s) = H(t, s)- K(t, s). 
N-+oo n=l 
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We are now ready for the first main result of this section: 

THEOREM 3.7 Let b(t,s) and u(t,s) be bounded deterministic functions satisfying 

(3.5) b(t,s) = u(t,s) = 0 if 0 < t < s 

Let yt = Y{Q>, t,w) be an L1 functional process (not necessarily adapted) such that 

00 

(3.18) L IIKm(s,u)oYuoKn(t,s)llv(J.I) :5 C < oo for allt,s,u,n 
m=1 

(with C independent oft, s, u and n) where Kn is defined by (3. 7). Define 

(3.19) 

Then 

(3.20) 

t 

Xt :=X(¢, t,w) := yt +I H(t, s) o Ysds. 
0 

0 

and Xt is the unique L1 functional process which satisfies (3.20) and solves the ((1.11) 
interpretation of the) stochastic Volterra equation 

t t 

(1.5) Xt = Yt +I b(t, s)X6 ds +I u(t, s)X6 8B6 

0 0 

Proo£ We first verify that Xt given by (3.19) satisfies (3.20): From (3.18) we have 

6 00 6 

<I H(s, u) o Yudu) o Kn(t, s) = (L I Km(s, u) o Yudu) o Kn(t, s) 
o m=1 o 

00 6 

= L I Km(s,u)oYuoKn(t,s)du 
m=1o 

which converges absolutely in L2(ds x dJ.L) 

Next we verify that if Xt is defined by (3.19) then Xt satisfies {1.11), i.e. 

(3.21) 
t 

Xt = yt +I X 6 oK(t,s)ds 
0 
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Substituting for X and using Lemma 3.5 we get 

t t t 8 

I X 8 <> K(t, s)ds =I Ys <> K(t, s)ds +I <I H(s, u) <> Yudu) <> K(t, s)ds 
0 0 . 0 0 

t t t 

=I Ys<>K(t,s)ds+ I<Yu<> I K(t,s)<>H(s,u)ds)du 
a o u 

t t 

=I Ys <> K(t, s)ds + j Yu <> (H(t, u)- K(t, u))du 
0 0 

t 

= I Yu <> H(t, u)du = Xt - Yt, 
0 

which proves that Xt defined by (3.19) satisfies (1.5). 

It remains to prove uniqueness: 

Suppose xp>, Xi2> are two L 1 functional processes such that for all t 

x;i) <> Kn(t, s) E L 1 (dJ-L x ds) for i = 1, 2. 

Then since both processes satisfying (3.21) we get by subtraction that 

z ·= xCI> - xC2> 
8 • 8 8 

satisfies the equation 

This gives 

t 

Zt =I K(t, s) <> Z8 ds 
0 

t 8 

Zt =I K(t, s) <> cl K(s, u) <> Zudu)ds 
0 0 

t 

=I K2(t, u) <> Zudu 
0 

Proceeding by induction we see that 

(3.22) 
t 

Zt = j Kn(t, u) <> Zudu for all n. 
0 

Applying the F-transform on both sides we get 

t 

FZt(<P) = e!ll4>112 jCFKn(t,u))(¢)(FZu)(¢)du ¢ E S. 
0 
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Since Kn(t,u) ~ 0 in L2 (J..£) as n ~ oo, uniformly in (t,u), we see that 

(:FKn(t, u))(ifJ) ~ 0 as n ~ oo, uniformly in (t, u) 

and we conclude from (3.22) that :FZt(ifJ) = 0 for all l/J. Therefore Zt = 0, which proves 
uniqueness. 

The following is an important special case of Theorem 3. 7: 

THEOREM 3.8 Let b(t, s), a(t, s) be as in Theorem 3.7. Suppose yt = Y(cjJ, t,w) satisfies 
(3.18) and in addition that yt is independent oft, i.e. 

(3.23) Yt = Yo for all t 

Then the unique £ 1 functional process Xt which satisfies (3.20) and solves the Volterra 
equation 

t t 

(3.24) Xt =Yo+ j b(t, s)Xsds + j a(t, s)XsDBs 
0 0 

is given by 

t 

(3.25) Xt :=X(¢, t,w) =Yo¢ (1 + j H(t, s)ds) 
0 

REMARK. Note that the unique solution Xt(w) of the non-anticipating Volterra equation 

t t 

(3.26) x~a) =a+ j b(t, s)x~a>ds + j a(t, s)x~a)dBs (a constant) 
0 0 

is (by Theorem 3.8) 

t 

(3.27) x~a) = a(1 + j H(t, s)ds). 
0 

The connection between the solution x~a) of the non-anticipating equation (3.26) and the 
solution Xt of the anticipating equation (3.24) is therefore 

(3.28) X (1) 
t = YQ ¢Xt 

In particular, note that if Yo is anticipating then Xt does not coincide with x~a) with a= Yo! 

Condition (3.18) may be difficult to use in specific cases. In order to get a more tractable 
condition we establish the following result of independent interest: 

LEMMA 3.9 Let b, a be as in Theorem 3. 7 and let Xt = xP> be the (non-anticipating) 
solution of (3.26). Let 1-lxt = Xt be the Hermite transform of Xt. Then (with,\ as in §2) 

j j lxt(x + iy)!Pd,\(x)d,\(y) < oo for all p < oo 
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Proof. Taking 1l-transforms of (3.26) we get 
t t 

(3.29) Xt(z) = 1 +I b(t, s)xs(z)ds +I u(t, s)xs(z)Wcp.(z)ds, 
0 . 0 

with wt~>.(z) = E(cf>s(·),en)zn; z = (zt,···,Z2,···) E cr;r, where ('1/J,en) = f'I/JendX denotes 
n R 

the'inner product in L2(R). 

If we choose M such that 

lb(t, s)l ::5 M and lu(t, s)l < M for all t, s 

then 
t t 

(3.30) lxt(z)i ::51+ M lixslds + M ·llxsi·IWct>.lds 
0 0 

By the Gronwall inequality (see e.g. [EK, Appendix 5]) 
t 

lxt(z)l < exp(Mt + M I I'Wct>.ids) 
0 

t 

< exp(Mt + M I (L l(cf>s, en)llxnl + L i(cf>s, en)I·IYni)ds) 
0 n n 

t t 

< exp(Mt) · exp(ML:Cii(cf>s,en)lds) ·lxnl + L:Cj l(cf>s,en)ids) ·IYni) 
n 0 n 0 

t 
Therefore, if we put an= Mp · f l(cf>s, en) ids, 

0 

(3.31) 

(3.32) 
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Next consider (with the operator A is in (2.5)) 

oo oot too 

L an= pM. L J l(if>s,en)lds = pM jcL: l(if>s,en)l)ds 
n=l n=l 0 . 0 n=l 

t 00 

= pM j L I(A-2en, A2¢>s)lds 
0 n=l 

(3.33) 
t 00 

< pM j L IIA-2enllviiA2if>sllvds 
0 n=l 

t 00 

< pM j L:(2n)-2 IIA2¢>sllvds 
0 n=l 

00 

= pMtiiA2¢>IIv · L:C2n)-2 < oo, 
n=l 

since¢> E Sand A2¢>s(x) = (A2if>)s(x). 

Combining (3.31) with (3.32) and (3.33) we get 

j j lxt(z)l11d>.(x)d>.(y) ::;; exp(pMt) IT exp(a!)[1 + 2an]2 

n=l 
00 

= exp(pMt) ·exp(L a!+ 2ln(1 + 2o.n)) 
n=l 

00 

< exp(pMt) . exp(L: a! + 4o.n) < oo. 
n=l 

If we apply Lemma 3.9 in Theorem 3.8 we get the following: 

THEOREM 3.10. Suppose b(t,s),a(t,s) are as in Theorem 3.7 and suppose Yo -
Yo ( ¢, w) satisfies 

(3.34) 

Then 

(3.25) 

Yo E £HE(>. x >.) for some € = €(¢) > 0, V¢ E S. 

t 

Xt =Yo<> xP) =Yo<> (1 + j H(t, s)ds) 
0 

is the unique £ 1 functional process which satisfies (3.20) and solves the Volterra equation 

t t 

(3.24) Xt =Yo+ j b(t, s)Xsds + j a(t, s)Xs8Bs 
0 0 
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§4. The generalized white noise functional approach 

In this section, we consider the following equation (4.1) in the Hida distribution setting, · ! 

t t 

(4.1) Xt = yt + j b(t, s)Xsds + j a(t, s)Xs <>Wads 
0 0 

where yt is regarded as a process in (S)*. 

Throughout this section, we assume that b(t, s) and a(t, s) are bounded deterministic 
functions satisfying 

(4.2) b(t,s) = a(t,s) = 0 if 0 < t < s. 

Now let us state our first result: 

THEOREM 4.1. Assume there exist constants c1, c2 > O,p E No, independent oft, such 
that the estimate (2.31) holds for F = Syt for all t. Then the equation (4.1) has a unique 
solution Xt in (S)*, which is given by 

(4.3) 

where 

(4.4) 

(4.5) 

t 

Xt = yt + j H(t, s) <> Ysds 
0 

00 

H(t, s) = L Kv(t, s) 
11=1 

K1(t, s) = b(t, s) + a(t, s)Ws 
t 

Kv+l(t, s) = j K1(t, u) <> Kv(u, s)du; v = 1, 2, · · · 
0 

The series (4.4) converges strongly in (S)*. 

Proof. It is enough to construct the solution on any fixed interval [0, T]. We divide the 
proof into several steps. 

LEMMA 4.2. K 11(t, s) is a well-defined generalized functional for all v, s, t. 

Proof. By proposition 2.6 in [PS] and Theorem 3.1 in [Po], it suffices to prove that SKv(t, s) 
can be bounded in the sense of (2.31) uniformly in t, s. We see this by induction: 

Since b(t, s) and a(t, s) are bounded, it is clear that there exist constants c1 > O,p1 E No, 
independent oft,s, such that for¢ E S(R) 

(4.6) ISK1(t, s)(z¢)1 ~ c1 exp(cllzlll</>ll2,pJ 
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Suppose there are constants <;,, p11 E N 0 such that 

(4.7) 

for¢ E S, t, s < T. 

By (4.5) we have 

t 

ISK11+1(t, s)(z¢)1 ~ j ISK1(t, u)(z¢)I·ISK"(u, s)(z¢)1du 
0 

t 

< j c1 exp(c11zlll¢1b.Pl) · c" exp(c"lzlll¢1b,p.,)du 
0 

< C11+1 exp(ev+IIziii¢112,Pv+1 ) for ¢ E S(R), t, s < T. 

where c11+1 = max(Tc1c", c1 + c"),p11+1 = P1 V P11· This completes the proof of Lemma 4.2. 
00 

LEMMA 4.3. The series H(t, s) = E K"(t, s) converges strongly in (S)*. 
11=1 

A 00 

We first show that H(t, s)(¢) := E SK11(t, s)(¢) is aU-functional. By the definition, we 
11=1 

need to verify the following two claims : 

Claim 1: ii(t, s)(,P + z¢) is an entire function of z E C for any '1/J, ¢ E S(R). 

Proof of Claim 1. Since SK"(t, s)(,P + z¢) is analytic, it is sufficient to show that 
00 

E SK11 (t, s)('I/J + z¢) converges uniformly on compact sets in C. 
11=1 

In fact, for any M > 0, put k(t, s, z) = b(t, s) + a(t, s)(,P(s) + z¢(s)) and 

>..(t, s) = sup IK(t, s, z)l 

(4.8) 

Then 

lzi::;;M 
T T 

A2(t) = j >..2(t, u)du, B2(s) = j >..2(u, s)du. 
0 0 

sup ISK2(t, s)('I/J + z¢)12 
lzi::;;M 

t 

< sup I j k(t, u, z)k(u, s, z)dul2 
lzi::;;M 8 

t t 

< sup cj lk(t,u,z)l 2du)(j lk(u,s,z)l2du) 
lzi::;;M s s 

T T 

::; j >..2 (t, u)du j >..2(u, s)du 
0 0 

= A2(t)B2(s) 
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Similarly 

(4.9) 

Inductively we have 

(4.10) 

co 

sup ISK3(t, s)('l/; + zc/>)12 
lzi$M 

t 

~sup llk(t,u,z)SK2(u,s)('l/;+zcf>)dul2 
lzi$M 8 

t 

< A2(t)B2(t) I A2(u)du 
8 

sup ISK11+2(t, s)('l/; + zc/>)12 
lzi$M 

T 

< A2(t)B2 (s) :! (I A2(u)dut 
0 

This implies that E SK~~(t, s)('l/; + zcf>) converges uniformly on lzl < M. Hence the claim 
11=1 

follows. 

Claim 2: There exist C1, c2 > 0 and p E No such that 

(4.11) IH(t, s)(zcf>)l < c1 exp(c21zl2 1lc/>ll~,p) 
for cf> E S(R), t, s < T. 

Proof of Claim 2. Set 
.X(t,s,z) = lb(t,s)+a(t,s)zcf>(s)l 

T 

A2(t, z) =I .X2(t, u, z)du 
0 

T 

B 2(s, z) =I .X2 (u, s, z)du 
0 

As the proof of (4.10), we get that 

(4.12) 

Thus 

(4.13) 

T 
(J A2(u, z)duYI2 

ISKII+2(t, s)(zcf>)l ~ A(t, z)B(s, z)_;;_0---==--
Vvf 

00 

IH(t, s)(zcf>) I < .X(t, s, z) + L ISKII+2(t, s)(zcf>)l 
11=0 

oo 1 T 

< .X(t, s, z) + A(t, z)B(s, z) ~ ...;vrC[ A2 (u, z)duYI2 

T 

< .X(t, s, z) + A(t, z)B(s, z)J2exp(2 I A2(u, z)du) 
0 
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On the other hand, it is easy to see that there exist constants c3, c4 > 0 and p1 E N 0 such 
that 

(4.14) 

for all¢ E S(R), t, s < T. 

T T J A2(u,z)du ~ c3 + <4 J ¢(u)2du 
0 0 

T 

lA(t, z)l ~ C3 + c4lzl(j ¢(u)2du)! 
0 

lB(s, z)l ~ c3 + c41ziii¢112.PJ. 
l>.(t, s, z)l ~ C3 + c41ziii¢112.PJ. 

Combining (4.14) with (4.13), we have (4.11). 

Now let us complete the proof of Lemma 4.3. Let H(t, s) E (S)* with S(H(t, s))(¢) = 
A n 
H(t, s)(¢). Put <Pn = E K 11(t, s). Then we see that 

11=1 

S<Pn(¢)---+ S(H(t, s))(¢) for ¢ E S(R) 

and lci>n(z¢)1 is uniformly controlled by (4.11). Applying Theorem 2.2, we obtain Lemma 
4.3. 

LEMMA 4.4. Xt (given by (4.3)) is well-defined and satisfies (4.1). 

Proof. By the assumption, there is some p1 E N 0 so that 

(4.15) 

for ¢ E S(R), all t > 0. 

Combining with (4.11), we obtain that for some p E N 0 , c1 > 0 

(4.16) 

Here the constant c1 is independent of s, t, ¢, z. Again. from proposition 2.6 in [PS] and 
t 

Theorem 3.1 in [Po] we conclude that Xt = yt + f H(t, s) <> Ys is well-defined, with S
o 

transform: 
t 

SXt(¢) = Syt(¢) + f H(t, s)(¢)SYs(¢)ds. 
0 

Likewise, 
t t 

Zt := yt + J b(t, s)Xads + J a(t, s)Xs <> W8 ds 
0 0 
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is also a well defined process in (S)*. From our construction and Theorem 1.5 in [T], we 
know that SXt = SZt. This means that Xt satisfies (4.1). The uniqueness follows from 
the uniqueness of the solution of the following deterministic equation: 

t t 

Zt(l/J) = Syt(¢J) +I b(t, s)Zs(ifJ)ds +I u(t, s)Zs(¢J)¢J(s)ds. 
0 0 

This completeS the proof of Theorem 4.1. 

REMARKS. 
(1): In particular, if yt =Yo E (S)* in Theorem 4.1, then Xt =Yo¢ xP) where as before 
xP) is the solution of the equation 

t t 

xF) = 1 +I b(t, s)x~1)ds +I u(t, s)x~1)dBs 
0 0 

This formula is a natural extension of the non-anticipating case. See Theorem 3.8 and the 
Remark there. 

(2): There is a close connection between the Hida distribution solution Xt E (S)* of 
equation (4.1) and the functional process solution Xf of equation (1.11) found in §3. To 
see this put 

ifJ(x) = { coexp(l:ri-1) lxl ~ 1 
lxl > 1' 

with c chosen such that J ¢(x )dx = 1. 
R 

Set ¢<£)(x) = ~¢(~) for € > 0. Then for any '1/J E S(R), ¢<£) * '1/J ---+ '1/J. Let X~£) be the 

solution found in Section 3 of equation (1.11) with¢ := ifJ(£). If 1';(£) := Y/C•> is good enough 
then sx~£) ( '1/J) satisfies 

t 

sxf£)('1/J) = Syt(£)('1/J) +I b(t, s)sx;£)('1/J)ds 

(4.17) 0 
t +I u(t, s)SX~£)('1/J)¢<£) * '!j;(s)ds for all € > 0. 

0 

Thus ifyt(£)---+ yt in (S)*, then by Theorem 2.2 one can see that X~£)---+ Xt in (S)*, where 
Xt is the solution of equation ( 4.1). 

In the rest of this section, we treat a special case 

u(t, s) = f(t)u(s), b(t, s) = f(t)b(s) 

(4.18) Yt =Yo = f I Fn(tl · · · tn)dB?n E L 2(p,) 
n=OR,. 
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We will prove that in this situation the solution of equation (4.1) is actually in L2 (J..L): 

THEOREM4.5 
(I) Assume 6 < f < j (6 is a positive constant), f' E Li0c(~), IIAa fllv(R) < +oo. Let 

. i 

! 
00 

yt = Yo as in ( 4.18) and assume that E n! IIA ®n Fn llb(Rn) < +oo. Then the solution Xt of 
n=O 

(4.1) is in L 2 (J..L) and ' 

X =- Jt f(t)f'(s) (Y,: ¢ exp(X(o)- X(o)- .!_(< x<o) > - < X(o) > ))ds 
t f2(s) o t 8 2 t s 

0 (4.19) 

+ f(t) (Yo¢ exp(Xl0)- .!_ < x<o) >t)) 
f(O) 2 

~) t t 
where Xt = f a(s)f(s)dB8 + f b(s)f(s)ds. 

0 0 

(II) Assume f' E Li0 c(R+), 6::; f < j. Let yt =Yo E L2 (J..L) and assume that 

(4.20) J J l?tYo(e + iTJ)I4d..\(e)a..\(TJ) < +oo 

where d,\ is as in §2. 

Then Xt E L 2 (J..L) and (4.19) holds. 

Proof. (I): In this case the solution Xt E (S)* found in Theorem 4.1 satisfies 
t t 

(4.21) SXt(¢) = SYo(¢) + j f(t)b(s)SX8(¢)ds + j f(t)a(s)¢(s)SXs(¢)ds 
0 0 

Set 9t ( ¢) = s:cff> , then 

(4.22) 
SYr (¢) t t 

9t(¢) = /Ct) + j b(s)f(s)g8(¢)ds + j a(s)f(s)g8 (cp)¢(s)ds 
0 0 

Therefore we have 

SX,( 4>) = - j 'j!{~~ 8) SYo( 4>) exp(j cr( u)f( u)l/>( u )du + j b( u) f( u )du) 
0 8 8 

t t 

+ ~i~ SYo(¢) exp(j a(s)f(s)¢(s)ds + j b(s)f(s)ds) 
0 0 

(4.23) 

This gives the formula ( 4.19). 

We denote by xfl> and xf2> the two parts of the R.H.S in (4.19). Then 

(4.24) sx/'>(q,) =- j ~~r.~s) SYQ(I/>)exp(j cr(u)j(u)l/>(u)du+ j b(u)j(u)du)ds 
0 8 8 
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Now suppose xP> E (S)* has the formal expansion 

co 

xp> = L I Gn,t(Sb ... 'Sn)dB:n (See [PS]). 
n=~n -

Since sxf!>(¢) = E < Gn,t,if>®n >(see [PS]), (4.24) indicates that 
- n=O 

I
t f(t)j'(s) It n A (<rst)®m 

Gn,t =- f 2(s) exp( b(u)f(u)du) l; Fn-m® :n! ds 
0 8 

where Us,t(u) = a(u)f(u)l[s,tj(u). Therefore, 

where u(u) = u(u)f(u) and Ct is a constant. 

Thus 

~ 2 ~ ~ (n) 2 (llaii~(R))m tG n!IIGn,tiiL2(R") < tCt ;::o(n + 1) ~ m (n- m)!IIFn-miiL2(R"-m) m! _ 

< tCt to'fa(n+ 1)(:)2-2n(n- m)!IIA®n-mpn-mll~ (IIA~!l2)m 

< tCt f t(n- m)!IIA®n-mpn-mll~ (IIAall,~)m 
n=Om=O m. 

co 

< tCt(L n!IIA®n Fnlll2) exp(IIAall~) < +oo. 
n=O 

This shows that xfl> E L 2(J.£). Similarly, we have X12) E L 2(J.£). 

(II): By the estimate (2.30), it is sufficient to prove 

(4.25) I I ISXt((6 + i171)e1 + · · · + (~n + iTJn)en + · · ·)l2 d>.(~)d>.(1J) < +oo 

27 



In fact, from ( 4.23) we know that 

lim JJ ISXt((6 + i771)e1 +···+(eN+ i1JN)eN)I2d).(e)d).(1J) 
N-+oo 

< Co(j j 11-lYo(e + i7J)I4d).(e)d).(7J))x 
t 

J~/ f I exp(j u(u)f(u)((el + i7]1)el + ... +(eN+ i1]N)eN)du)l4d).(e)d).(1J) 
. 8 

n t 

< Cl(J~/ exp(4 t;e, I u(u)f(u)~(u)du)d).(e)) 
t 

< cl exp{8 J u 2(u)j2(u)du) < +oo. 
0 

where 0 0 and 0 1 are appropriate constants. This ends the proof of (II) and the proof of 
Theorem 4.5 is complete. 
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