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ABSTRACT. Let $O_d$ be the Cuntz algebra on generators $S_1, \ldots, S_d$, $2 \leq d < \infty$, and let $D_d \subseteq O_d$ be the abelian subalgebra generated by monomials $S_\alpha S^*_\alpha = S_{\alpha_1} \cdots S_{\alpha_k} S^*_{\alpha_k} \cdots S^*_{\alpha_1}$ where $\alpha = (\alpha_1, \ldots, \alpha_k)$ ranges over all multiindices formed from $\{1, \ldots, d\}$. In any representation of $O_d$, $D_d$ may be simultaneously diagonalized. Using $S_i (S_\alpha S^*_\alpha) = (S_\alpha S^*_\alpha) S_i$, we show that the operators $S_i$ from a general representation of $O_d$ may be expressed directly in terms of the spectral representation of $D_d$. We use this in describing a class of type III representations of $O_d$ and corresponding endomorphisms, and the heart of the paper is a description of an associated family of AF-algebras arising as the fixed-point algebras of the associated modular automorphism groups. Chapters 5-18 are devoted to finding effective methods to decide isomorphism and non-isomorphism in this class of AF-algebras.
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Preface

The present paper consists of two parts. The first part encompasses Chapters 1–4, and is concerned with the description of a class of representations of the Cuntz algebra $\mathcal{O}_d$, starting out with a very general description of such representations. The second part encompasses Chapters 4–18 and is a description of a class of AF-algebras with constant incidence matrices $J$ of the special form (6.1). The two parts are thus connected by Chapter 4, where it is explained how these AF-algebras arise as the fixed-point algebras of modular automorphism groups associated to certain states on $\mathcal{O}_d$. Readers who are not interested in representation theory can therefore read the paper from Chapter 5. Since the special examples we study can be understood very concretely, we hope that the paper may serve as an invitation for graduate students who want to study isomorphism and invariants in more general settings.

Oslo, Iowa City and Kiev, 24 June 1999
Ola Bratteli    Palle E.T. Jorgensen    Vasylii Ostrovs'kyi
Introduction

During the sixties and seventies it was established that there is a one-to-one canonical correspondence between the following three sets [38, 25, 4, 29, 27, 28]:

(i) the isomorphism classes of AF-algebras,

(ii) the isomorphism classes of certain ordered abelian groups, called dimension groups,

and finally

(iii) the equivalence classes of certain combinatorial objects, called Bratteli diagrams.

In more recent times, this has led to an undecidability of misunderstanding that AF-algebras, which are complex objects, are classified by dimension groups, which are easy objects, and that this is the end of the story. However, as anyone who has worked with these matters knows, although for special subsets it may be easier to work with one of the three sets mentioned above rather than another, in general the computation of isomorphism classes in any of the three categories is equally difficult. Although dimension groups are easy objects, their isomorphism classes in general are not! One may even be tempted to flip the coin around and say that dimension groups are classified by AF-algebras. If one thinks about isomorphism classes, this is logically true, but the only completely general method to decide isomorphism classes in all the cases is to resort to the computation of the equivalence relation for the associated Bratteli diagrams. This problem is not only hard in general, it is even undecidable: There is no general recursive algorithm to decide if two effective presentations of Bratteli diagrams yield equivalent diagrams [53]. In this paper, we will encounter this problem in a very special situation, and try to resolve it in a modest way by introducing various numerical invariants which are easily computable from the diagram. In the situation that the AF-embeddings are given by a constant primitive nonsingular matrix, the classification problem may be decidable [10, 9].

Recall that an $AF$-algebra is a separable $C^*$-algebra with the property that for any $\varepsilon > 0$, any finite subset of the algebra can be approximated with elements of some finite-dimensional $*$-subalgebra with the precision given by $\varepsilon$. An AF-algebra is stable if it is isomorphic to its tensor product with the compact operators on a separable Hilbert space. A dimension group is a countable abelian group with an order satisfying the Riesz interpolation property and which is unperforated. The Bratteli diagram is described in [4], [24], and [33], and the equivalence relation is also described in detail in [3] and in Remark 5.6. (All these concepts will be treated in some detail in Chapter 5, where it is also explained that the stability assumption on the AF-algebra can be removed by putting more structure on the group and the diagram.)
Recently there has been a fruitful interaction between the theory of dynamical systems, analytic number theory, and $C^*$-algebras. In [2], the authors show how $\beta$-KMS states may be used in understanding the Riemann zeta function, and vice versa. In [70], [16], [32], [40], [34], [43], [45], and [49], certain dynamical systems are used to generate new simple $C^*$-algebras from the Cuntz algebras, and to better understand the corresponding isomorphism classes of $C^*$-algebras. The results in Chapter 4 should be contrasted with results of Izumi [44] and Watatani [73] which deal with crossed product constructions built from the Cuntz algebras $O_d$. Here we study the AF-subalgebras of $O_d$ formed from the one-parameter automorphism groups of Chapter 3.

It follows from the definition of the $O_d$-relations that they are well adapted to $d$-multiresolutions of the kind used in wavelets and fractal analysis. The number $d$ represents the scaling factor of the wavelet. This viewpoint was exploited in recent papers [11], [6], [7], and [23]. While the representations for these applications are type I, the focus in the present paper is type III representations of $O_d$, and a family of associated AF-$C^*$-algebras $\mathcal{A}_L (\subset O_d$ for some $d$). These representations arise from a modified version of the technique which we used in generating wavelet representations. This starting point in fact yields a general decomposition result for representations of $O_d$ which seems to be of independent interest. To understand better the resulting decomposition structure, we will establish that the centralizers of these states are simple AF-algebras, and that the Bratteli diagrams have stationary incidence matrices $J$ of a special form given in (7.2). Clearly the rank of the corresponding dimension group is an invariant, but it appeared at first sight that different matrices $J$ and $J'$ would yield non-isomorphic AF-algebras $\mathcal{A}_J$ and $\mathcal{A}_{J'}$. This turns out not to be the case, however, and the bulk of the paper concerns numerical AF-invariants. It is not easy to get invariants that discriminate the most natural cases of algebras $\mathcal{A}_J$ that arise from this seemingly easy family of AF-algebras. There is a connection to subshifts in dynamical systems, but if subshifts are constructed, from $J$ and $J'$, say, we note that strong shift equivalence in the sense of Krieger is equivalent to $J = J'$, while isomorphism of the AF-algebras $\mathcal{A}_J$ and $\mathcal{A}_{J'}$ turns out to be a much more delicate problem; see also [10]. While we do not have a complete set of numerical AF-invariants for our algebras $\mathcal{A}_J$, we do find interesting subfamilies of $\mathcal{A}_J$'s which do in fact admit a concrete isomorphism labeling, and Part B of the paper concentrates on these cases. In contrast, we mention that [10] does have general criteria for $C^*$-isomorphism of the algebras $\mathcal{A}_J$, but those conditions are rather abstract in comparison with the explicit and numerical invariants which are the focus of the present paper.

Let us go into more detail. The Cuntz algebra $O_d$ with generators $s_i$ and relations $s_i^* s_j = \delta_{ij} 1$, $\sum_{i=1}^d s_i s_i^* = 1$ contains a natural abelian subalgebra $D_d \cong C (\prod_{z \in \mathbb{Z}_d} \mathbb{Z}_d)$, $\mathbb{Z}_d = \{1, \ldots, d\}$ (see [21]). We relate general representations of $O_d$ with the spectral resolution of the restriction of the representation to $D_d$. From this, we read off cocycle formulations of the factor property, irreducibility, and of equivalence of representations. We then specialize to the representations associated with the GNS construction from states $\omega = \omega_p$ on $O_d$ indexed by $p_i > 0$, $\sum_{i=1}^d p_i = 1$, given by

$$\omega (s_{\alpha_1} \cdots s_{\alpha_k} s_{\gamma_1}^* \cdots s_{\gamma_l}^*) = \delta_{kl} \delta_{\alpha_1 \gamma_1} \cdots \delta_{\alpha_k \gamma_l} p_{\alpha_1} \cdots p_{\alpha_k}$$

where $\alpha$ and $\gamma$ are multi-indices formed from $\mathbb{Z}_d$. The cyclic space $\mathcal{H}_{\omega_p}$, for $(p_i)$ fixed, is shown in Chapter 2 to have a bundle structure over the set of all $\mathbb{Z}_d$-multi-indices with fiber $\ell^2 (S_d)$ where $S_d$ is the free semigroup on $d$ generators.
Let \( L = (L_1, \ldots, L_d) \in \mathbb{R}^d \), and consider the one-parameter group \( \sigma^L \) of *-automorphisms of \( \mathcal{O}_d \) defined by

\[
\sigma^L_t (s_j) = \exp (itL_j) s_j.
\]

It can be shown (as in Proposition 3.1) that \( \sigma^L \) admits a \( \sigma^L \)-KMS state, at some value \( \beta \), if and only if all \( L_j \)'s are nonzero and have the same sign. This value \( \beta \) is then unique and is defined as the solution of

\[
\sum_{k=1}^d e^{-\beta L_k} = 1,
\]

and the \( (\sigma^L, \beta) \)-KMS state is then also unique, and is the state defined in the previous paragraph with \( p_k = e^{-\beta L_k} \). Note that the group \( \sigma^L \) is periodic if and only if any pair \( L_j, L_k \) is rationally dependent. In that case, let \( \mathfrak{A}_L \) be the fixed-point subalgebra in \( \mathcal{O}_d \) under the action \( \sigma^L \). We show in Chapter 4 that \( \mathfrak{A}_L \) is an AF-algebra ([4], [27]) if and only if all \( L_k \)'s have the same sign, and furthermore the \( \mathfrak{A}_L \)'s are then simple with a unique trace state (namely the restriction of the state in the previous paragraph to \( \mathfrak{A}_L \)). We compute the Bratteli diagrams of \( \mathfrak{A}_L \) in this case, and show (using a result from [20]) that the endomorphism \( \rho (a) := \sum_{k=1}^d s_k a s_k^* \) restricts to a shift (in the sense of Powers [64]) on each of the algebras \( \mathfrak{A}_L \), i.e., \( \bigcap_{k=1}^\infty \rho^k (\mathfrak{A}_L) = \text{C}^1 \).

While the dimension group \( D (\mathfrak{A}_L) \), described in [4], [29], [27], and [24] in principle is a complete AF-invariant, we have mentioned that its structure is not immediately transparent. For the present AF-algebras \( \mathfrak{A}_L \), the classification is facilitated by the display of specific numerical invariants, derived from \( D (\mathfrak{A}_L) \), but at the same time computable directly in terms of the given data \( (L_1, \ldots, L_d) \). These invariants are described in Chapters 6–17 where their connection to Ext is partially explained.

Let us give a short road map to the various invariants introduced and where it proved that they are invariants (sometimes in restricted settings): \( K_0 (\mathfrak{A}_L) \) in (5.6), (5.19); \( \tau (K_0 (\mathfrak{A}_L)) \) in (5.22); \( D (\mathfrak{A}_L) = (K_0 (\mathfrak{A}_L), K_0 (\mathfrak{A}_L)_+, [1]) \) in (5.30); ker \( \tau \) in (5.31); \( \mathbb{Q} [\lambda] \) together with the prime factors of \( \lambda \) before (6.1); \( N, D, \text{Prim} (m_N) \), \( \text{Prim} (Q_{N-D}), \text{Prim} (R_D) \) in Theorem 7.8; \( K_0 (\mathfrak{A}_L) \otimes \mathbb{Z} \) and ker \( \tau \otimes \mathbb{Z} \) in Chapter 8, \( M \) in (8.26); rank \( L_2 \) in Corollary 9.5; class in Ext \( (\tau (K_0 (\mathfrak{A}_L)), \ker \tau \) in Chapter 10; \( D_\lambda (K_0 (\mathfrak{A}_L)) \) in (11.57)–(11.58); \( I (J) \) in (17.12) and Corollary 17.6. In general it is very hard to find complete invariants apart from \( D (\mathfrak{A}_L) \), even for special subclasses; but if the Perron–Frobenius eigenvalue \( \lambda \) of \( J \) is rational (and thus integral) and \( N = 2 \) and \( \text{Prim} (\lambda) = \text{Prim} (m_2/\lambda) \), then \( \text{Prim} (\lambda) \) is a complete invariant by Proposition 13.3. The same is true if the condition \( \text{Prim} (\lambda) = \text{Prim} (m_2/\lambda) \) is replaced by \( \text{Prim} (\lambda + \frac{m_2}{\lambda}) \subseteq \text{Prim} (\lambda) \) by Proposition 13.4.

In Chapter 16 we give a complete classification of the class \( \lambda = 2, N = 2, 3, 4 \). This class contains 28 specimens, and it turns out that all of them are non-isomorphic except for a subset consisting of the three specimens in Figure 19.

The most striking classification result for a restricted, but infinite, class of examples in this paper is that if \( \lambda = m_N \), then \( (N, \text{Prim} \lambda, I (J)) \) is a complete invariant. This is proved in Theorem 17.18.

In addition to these formal invariants there are very efficient methods to decide non-isomorphism when \( \lambda \) is rational based on a quantity \( \tau (\nu) = \langle \alpha | \nu \rangle \) defined in (11.3)–(11.4); see Theorem 11.10, Remark 11.11, Corollaries 11.12–11.13, Scholium
11.24. In fact $I(J) = \lambda^{N-1} \langle \alpha \mid \psi \rangle = \lambda^{N-1}$ times the inner product of the right and left Perron–Frobenius eigenvectors $\alpha$, $\psi$ of $J$, normalized so that $\alpha_1 = \psi_1 = 1$.

In forthcoming joint work with K.H. Kim and F. Roush it will be proved that the ideal generated by $\langle \alpha \mid \psi \rangle$ in the ring $\mathbb{Z} \left[ \frac{1}{\lambda} \right]$ is an invariant for stable isomorphism under some general circumstances.
Part A

Representation Theory
CHAPTER 1

General representations of $\mathcal{O}_d$ on a separable Hilbert space

Representations of the Cuntz algebras $\mathcal{O}_d$ play a role in several recent papers; see, e.g., [32], [11], [16], [17], [18], [26], [73], [44]. Since $\mathcal{O}_d$ is purely infinite, there are few results that cover all representations. The following result does just that, and serves as a "noncommutative spectral resolution". We will use the convention that $\Sigma_i$ denotes the representative of the Cuntz algebra generator $s_i$ in any given representation.

Let $\Omega = \prod_1^\infty \mathbb{Z}_d$ and let $\sigma$ be the right shift on $\Omega$:

$$\sigma(x_1, x_2, \ldots) = (x_2, x_3, \ldots)$$  (1.1)

Define sections $\sigma_i$ of $\sigma$ by

$$\sigma_i(x_1, x_2, \ldots) = (i, x_1, x_2, \ldots),$$  (1.2)

for $i = 1, \ldots, d$. Note that $\sigma$ is a $d$-to-$1$ map and that the sections are injective. The sets

$$\Omega_i = \sigma_i(\Omega)$$  (1.3)

form a partition of the Cantor set $\Omega$ into clopen sets. The $\sigma_i$ are right inverses of $\sigma$:

$$\sigma \sigma_i = \text{id}$$  (1.4)

for $i = 1, \ldots, d$. If $\mu$ is a probability measure on $\Omega$, we say that $\mu$ is $\sigma$-quasi-invariant if

$$\mu(E) = 0 \implies \mu(\sigma^{-1}(E)) = 0$$  (1.5)

for all Borel sets $E \subseteq \Omega$, and we say that $\mu$ is $\sigma_i$-quasi-invariant if

$$\mu(E) = 0 \implies \mu(\sigma_i^{-1}(E)) = 0$$  (1.6)

for all Borel sets $E \subseteq \Omega$, where

$$\sigma_i^{-1}(E) = \{x \mid \sigma_i(x) = (i, x_1, x_2, \ldots) \in E\},$$

$$\sigma^{-1}(E) = \{x \mid \sigma(x) = (x_2, x_3, \ldots) \in E\}.$$

The set of $d$ conditions (1.6) is equivalent to the set of $d$ conditions

$$\mu(\sigma_i(F)) \implies \mu(F) = 0$$  (1.8)

for $i = 1, \ldots, d$. The condition (1.5) is implied by, but does not imply, the condition

$$\mu(\sigma(F)) = 0 \implies \mu(F) = 0.$$  (1.9)
(Conditions like (1.8) and (1.9) make sense in this setting since $\sigma_i$ and $\sigma$ are local homeomorphisms, and thus map measurable sets into measurable sets.) Note that

$$\sigma^{-1} (E) = \bigcup_i \sigma_i (E)$$

for all sets $E$ by the chain: $x \in \bigcup_i \sigma_i (E) \iff x = iy$ for some $i = 1, \ldots, d$, $y \in E \iff \sigma (x) \in E \iff x \in \sigma^{-1} (E)$. Note also that if $\mu$ is both $\sigma$- and $\sigma_i$-quasi-invariant, we have the connection

$$\frac{d\mu (\sigma_i (y))}{d\mu (y)} = \frac{d\mu (\sigma_i (y))}{d\mu (\sigma \sigma_i (y))} = \left( \frac{d\mu \circ \sigma}{d\mu} \right) \sigma_i^{-1} (\sigma_i (y))$$

between the Radon–Nikodym derivatives.

Note also that the two quasi-invariance conditions (1.5) and (1.6) together imply the d equivalences

$$\mu (E) = 0 \iff \mu (\sigma_i E) = 0, \quad i = 1, \ldots, d,$$

for all Borel sets $E \subseteq \Omega$, and that (1.11) implies the $\sigma$-invariance (1.5). (When referring to (1.6) (or (1.11)) in the following we mean "(1.6) (or (1.11)) for all $i = 1, \ldots, d"). Let us prove this.

(1.5) $\&$ (1.6) $\Rightarrow$ (1.11): If (1.5) and (1.6) hold and $\mu (E) = 0$, it follows from (1.5) that $\mu (\sigma^{-1} (E)) = 0$ and hence from (1.10) that $\mu (\sigma_i (E)) = 0$ for all $i$. Conversely, if $\mu (\sigma_i (E)) = 0$ for some $i$, then since $E = \sigma_i^{-1} \sigma_i E$ it follows from (1.6) that $\mu (E) = 0$.

(1.11) $\Rightarrow$ (1.5): Assume that (1.11) holds and that $\mu (E) = 0$. Then $\mu (\sigma_i (E)) = 0$ for all $i$ by (1.11) and hence $\mu (\sigma^{-1} (E)) = 0$ by (1.10).

The condition (1.11) does not, however, imply $\sigma_i$-quasi-invariance (1.6), by the following example: $d = 2$, $\mu = \delta$-measure on $(1, 1, 1, \ldots)$. Then (1.11) holds for all $E$, but (1.6) fails for $E = \{ (2, 1, 1, 1, \ldots) \}$ and $i = 2$. In this case $\mu$ is $\sigma$-quasi-invariant and $\sigma_1$-quasi-invariant, but not $\sigma_2$-quasi-invariant, so (1.5) does not imply (1.6). More interestingly, the converse implication is always valid:

**Proposition 1.1.** If $\mu$ is a probability measure on $\Omega$ and $\mu$ is $\sigma_i$-quasi-invariant for $\sigma = 1, \ldots, d$, then $\mu$ is $\sigma$-quasi-invariant.

*Proof.* Put $\rho_i (y) = \frac{d\mu (\sigma_i (y))}{d\mu (y)}$. Since the maps $\sigma_i$ are injective and have disjoint ranges, there is actually one function $G$ such that

$$G (\sigma_i (y)) = \rho_i (y).$$

One now proves as in (1.38) below (the tacit assumption there that $\mu$ is $\sigma$-quasi-invariant is not needed for this) that

$$\int_\Omega g (x) \, d\mu (x) = \int_\Omega R (g) (x) \, d\mu (x),$$

where

$$R (g) (x) = \sum_{\sigma (y) = x} G (y) \cdot g (y).$$
Note that the Ruelle operator $R$ has the property
\begin{equation}
R(f \circ \sigma) = R(1) \cdot f,
\end{equation}
by the computation
\begin{equation*}
R(f \circ \sigma)(x) = \sum_{\sigma(y) = x} G(y) f(\sigma(y)) = f(x) \sum_{\sigma(y) = x} G(y) = f(x) R(1)(x).
\end{equation*}
We observe that $R(1)$ is a positive function by (1.14) and it is $\mu$-integrable, as can be seen by using (1.13) on $g = 1$. If $f$ is a positive bounded function on $\Omega$ we have from (1.15):
\begin{equation}
\mu(f \circ \sigma) = \mu(R(f \circ \sigma)) = \mu(R(1) \cdot f).
\end{equation}
Putting $f$ equal to characteristic functions, the $\sigma$-quasi-invariance (1.5) of $\mu$ is immediate. \hfill \square

As a final note on invariance, observe that (1.11) implies the condition
\begin{equation*}
\mu(E) = 0 \iff \mu(\sigma(E)) = 0,
\end{equation*}
by the following reasoning. Assume (1.11) throughout. If $\mu(\sigma(E)) = 0$, then $\mu(\sigma_i \sigma(E)) = 0$ for all $i$, but as $E \subset \bigcup_i \sigma_i \sigma(E)$ it follows that $\mu(E) = 0$. Conversely, if $\mu(E) = 0$, write $E$ as $E = \bigcup_i \sigma_i(E_i)$, and then $\mu(\sigma_i(E_i)) \leq \mu(E) = 0$, and hence, as $\sigma(E) = \bigcup_i \sigma_i(E_i)$, we have $\mu(\sigma(E)) = 0$.

We now come to the main result in this chapter.

**Theorem 1.2.** For any nondegenerate representation $s_i \mapsto S_i$ of $O_d$ on a separable Hilbert space $\mathcal{H}$, there exists a probability measure $\mu$ on $\Omega$ which is $\sigma_i$-quasi-invariant for $i = 1, \ldots, d$ (and thus $\sigma$-quasi-invariant by Proposition 1.1), and a measurable direct integral decomposition
\begin{equation}
\mathcal{H} = \int_{\Omega}^{\oplus} \mathcal{H}(x) \, d\mu(x)
\end{equation}
of $\mathcal{H}$ into Hilbert spaces $\mathcal{H}(x)$ such that the spaces $\mathcal{H}(x)$ are constant (have fixed dimension) over $\sigma$-orbits in $\Omega$, and there exists a measurable field $\Omega \ni x \mapsto U(x)$ of unitary operators such that if
\begin{equation}
\xi = \int_{\Omega}^{\oplus} \xi(x) \, d\mu(x)
\end{equation}
is a vector in $\mathcal{H}$, then
\begin{equation}
S_i \xi = \int_{\Omega}^{\oplus} (S_i \xi)(x) \, d\mu(x),
\end{equation}
\begin{equation}
S_i^* \xi = \int_{\Omega}^{\oplus} (S_i^* \xi)(x) \, d\mu(x),
\end{equation}
where
\begin{equation}
(S_i \xi)(x) = \chi_i(x) \rho(x) U(x) \xi(\sigma(x)),
\end{equation}
\begin{equation}
(S_i^* \xi)(x) = \rho(\sigma_i(x))^{-1} U(\sigma_i(x))^* \xi(\sigma_i(x)).
\end{equation}
Here
\begin{equation}
\rho(x) = \left( \frac{d\mu(\sigma(x))}{d\mu(x)} \right)^{\frac{1}{2}},
\end{equation}
so that

\begin{equation}
\rho(\sigma_i(x))^{-1} = \left(\frac{d\mu(\sigma_i(x))}{d\mu(x)}\right)^{1/2}
\end{equation}

and

\begin{equation}
\chi_i(x) = \begin{cases} 
1 & \text{if } x_i = i, \\
0 & \text{otherwise.}
\end{cases}
\end{equation}

Conversely, if $\mu$, $\mathcal{H}$, $x \mapsto \mathcal{H}(x)$ and $x \mapsto U(x)$ satisfy all the conditions in the initial part of the theorem, the formulae (1.19)–(1.24) define a nondegenerate representation of $\mathcal{O}_d$ on $\mathcal{H}$.

**Remark 1.3.** At the outset the formula (1.21) does not make sense, since $U(x)$ is an operator on $\mathcal{H}(x)$, while $\xi(\sigma(x)) \in \mathcal{H}(\sigma(x))$. Here we have actually made an identification of the Hilbert spaces $\mathcal{H}(x)$ over each orbit of $\sigma$. The Hilbert spaces over each $\sigma$-invariant set have constant dimension $\mu$-almost everywhere by the argument after (1.53) below. Hence if we define

$$
\Omega_{(n)} = \{x \in \Omega \mid \dim(\mathcal{H}(x)) = n\}
$$

for $n = 1, 2, \ldots, n_0$, then the sets $\Omega_{(n)}$ are $\mu$-measurable and $\sigma$-, as well as $\sigma_i$-, invariant up to sets of measure zero. If $\mathcal{H}_n$ is the Hilbert space of dimension $n$ for $n = 1, \ldots, n_0$, then we may identify $\mathcal{H}(x)$ with $\mathcal{H}_n$ for $x \in \Omega_{(n)}$, and we have the decomposition

$$
\mathcal{H} = \int_\Omega \Omega(x) \ d\mu(x) = \bigoplus_{n=1}^{n_0} \int_{\Omega_{(n)}} \mathcal{H}(x) \ d\mu(x) = \bigoplus_{n=1}^{n_0} \mathcal{H}_n \otimes L^2(\Omega_{(n)}, d\mu).
$$

Hence we may view $U(x)$ as a unitary operator on $\mathcal{H}_n$ for all $x \in \Omega_{(n)}$. Since the $\Omega_{(n)}$ are $\sigma$- and $\sigma_i$-invariant, the formula (1.21) is meaningful, and expressions like the one on the third line of (1.42) make sense since $\xi(x)$ and $\eta(\sigma(x))$ lie in the same Hilbert space. The direct sum above is a decomposition of the representation of $\mathcal{O}_d$. See also Remark 1.5, and see the book [57] for more details.

Before proving this theorem, let us consider the intertwiner space between two representations $\sigma_i \mapsto S_i$ and $\sigma_i \mapsto T_i$. Recall that an operator $T$ intertwines these representations if and only if it intertwines the operators $S_i, T_i$:

\begin{equation}
T S_i = T_i T, \quad i = 1, \ldots, d.
\end{equation}

"Only if" is obvious. As for "if", note that if $T$ satisfies (1.26), then

\begin{equation}
T_i^* T = \sum_{j=1}^{d} T_i^* T S_j S_j^*
= \sum_{j=1}^{d} T_i^* T_j T S_j^*
= T S_i^*.
\end{equation}

**Theorem 1.4.** Let $S_i, \tilde{S}_i$ be representations of $\mathcal{O}_d$ on separable Hilbert spaces

\begin{equation}
\mathcal{H} = \int_\Omega \mathcal{H}(x) \ d\mu(x)
\end{equation}
and

\[ \mathcal{H} = \int_\Omega \mathcal{H}(x) \, d\mu(x) \]

as defined in Theorem 1.2. Partition \( \Omega \) into three \( \sigma \)-invariant Borel sets

\[ \Omega = \Omega_0 \cup \Omega_1 \cup \Omega_2 \]

such that \( \mu \) and \( \tilde{\mu} \) are equivalent on \( \Omega_0 \), \( \tilde{\mu}(\Omega_1) = 0 \), and \( \mu(\Omega_2) = 0 \). Then an operator \( T \in \mathcal{B}(\mathcal{H}, \mathcal{H}) \) is an intertwiner between the two representations, i.e.,

\[ TS_i = S_i T, \]

if and only if \( T \) has a measurable decomposition

\[ T = \int_{\Omega_0} T(x) \, d\mu(x) \]

where \( T(x) \in \mathcal{B}(\mathcal{H}(x), \mathcal{H}(x)) \) and

\[ T(x)U(x) = \tilde{U}(x)T(\sigma(x)) \]

for almost all \( x \in \Omega_0 \).

**Remark 1.5.** In particular, if \( S_i = T_i \), the commutant of the representation consists of all decomposable operators

\[ T = \int_\Omega T(x) \, d\mu(x) \]

such that

\[ T(x)U(x) = U(x)T(\sigma(x)) \]

for almost all \( x \in \Omega \), and the center of the representation consists of all decomposable operators

\[ T = \int_\Omega \lambda(x) \mathbb{1}_{\mathcal{H}(x)} \, d\mu(x) \]

where the scalar function \( \lambda \in L^\infty(\Omega, d\mu) \) is \( \sigma \)-invariant. Thus the representation is a factor representation if and only if the right shift on \( L^\infty(\Omega, d\mu) \) is ergodic. If in addition \( \dim(\mathcal{H}(x)) = 1 \) for almost all \( x \), then the representation is irreducible since (1.35) then only has the trivial solutions \( T(x) = \text{const} \).

Note that if the right shift on \( L^2(\Omega, d\mu) \) is ergodic, then \( \dim(\mathcal{H}(x)) \) is constant for almost all \( x \), and if \( \mathcal{H}_0 \) is a Hilbert space of that dimension, then we have an isomorphism

\[ \int_\Omega \mathcal{H}(x) \, d\mu(x) \cong L^2(\Omega, d\mu) \otimes \mathcal{H}_0 \]

and \( U \) may be viewed as a measurable function from \( \Omega \) into the unitary group \( U(\mathcal{H}_0) \) on \( \mathcal{H}_0 \). The element \( T \) is then a function from \( \Omega \) into \( \mathcal{B}(\mathcal{H}_0) \) and (1.35) takes the form

\[ T(x) = U(x)T(\sigma(x))U^*(x). \]

Thus the commutant of the representation is canonically isomorphic to the fixed-point algebra in

\[ L^\infty(\Omega, d\mu) \otimes \mathcal{B}(\mathcal{H}_0) = L^\infty(\Omega, \mathcal{B}(\mathcal{H}_0)) \]
for the endomorphism

\[ T \mapsto U(T \circ \sigma)U^*. \]

Cocycle equivalence of functions with values in groups \( G \) of unitaries have been studied recently in ergodic theory; see, e.g., [59, 60]. Equation (1.33) above in that setup is the assertion that \( U \) and \( \hat{U} \) (taking values in the corresponding \( G \)) are cohomologous.

**Proof of Theorem 1.2.** We will first verify that the relations (1.17)–(1.25) define a representation of \( \mathcal{O}_d \), and verify that its restriction to the abelian subalgebra

\[ \mathcal{D}_d = C^* \left( s_\alpha \sigma_\alpha^* \mid \alpha \in \prod_1^\infty \mathbb{Z}_d \right) \]

is the spectral representation. If \( g \in L^1(\Omega, d\mu) \), we have

\[ \int_\Omega g(x) \, d\mu(x) = \sum_i \int_{\Omega_i} g(x) \, d\mu(x) \]

\[ = \sum_i \int_{\Omega} g(\sigma_i(y)) \frac{d\mu(\sigma_i(y))}{d\mu(y)} \, d\mu(y) \]

\[ = \sum_i \int_{\Omega} g(\sigma_i(y)) \frac{d\mu(\sigma_i(y))}{d\mu(\sigma \sigma_i(y))} \, d\mu(y) \]

\[ = \sum_i \int_{\Omega} g(\sigma_i(y)) \rho(\sigma_i(y))^{-2} \, d\mu(y) \]

\[ = \int_{\Omega} \left( \sum_{\sigma(x) = y} g(x) G(x) \right) \, d\mu(y), \]

where \( G(x) = \rho(x)^{-2} \). (If it happens that \( \sum_{x: \sigma(x) = y} G(x) = 1 \), the relation (1.38) says that \( \mu \) is \( \sigma \)-invariant, and \( \mu \) is then what is called a \( G \)-measure in [46].) Applying (1.38) to \( g(x) = f(x, \sigma(x)) \) we obtain

\[ \int_{\Omega} f(x, \sigma(x)) \, d\mu(x) = \sum_i \int_{\Omega} f(\sigma_i(y), y) \rho(\sigma_i(y))^{-2} \, d\mu(y). \]

Defining \( S_i \) by (1.19) and (1.21), we see immediately from the \( \chi_i(x) \) term that the ranges of \( S_i \) are mutually orthogonal, and if \( \xi \in \mathcal{H} \), then from (1.39):

\[ \|S_i \xi\|^2 = \int_{\Omega} \chi_i(x) \rho(x)^2 \|\xi(\sigma(x))\|^2 \, d\mu(x) \]

\[ = \int_{\Omega} \rho(x)^2 \|\xi(\sigma(x))\|^2 \, d\mu(x) \]

\[ = \int_{\Omega} \rho(\sigma_i(y))^2 \|\xi(y)\|^2 \rho(\sigma_i(y))^{-2} \, d\mu(y) \]

\[ = \|\xi\|^2 \]

so each \( S_i \) is an isometry, and hence

\[ S_i^* S_j = \delta_{ij} \mathbf{1}. \]
Furthermore
\begin{align*}
(1.42) \quad \langle S_1^* \xi | \eta \rangle &= \langle \xi | S_1 \eta \rangle \\
&= \int_\Omega \langle \xi(x) | (S_1 \eta)(x) \rangle \, d\mu(x) \\
&= \int_\Omega \chi_1(x) \rho(x) \langle U(x)^* \xi(x) | \eta(\sigma(x)) \rangle \, d\mu(x) \\
&= \int_\Omega \rho(x) \langle U(x)^* \xi(x) | \eta(\sigma(x)) \rangle \, d\mu(x) \\
&= \int_\Omega \rho(\sigma_1(y)) \langle U(\sigma_1(y))^* \xi(\sigma_1(y)) | \eta(y) \rangle \rho(\sigma_1(y))^{-2} \, d\mu(y) \\
&= \int_\Omega \rho(\sigma_1(y))^{-1} \langle U(\sigma_1(y))^* \xi(\sigma_1(y)) | \eta(y) \rangle \, d\mu(y),
\end{align*}
and the expression (1.22) for $S_1^*$ follows.

If $\alpha = (\alpha_1 \alpha_2 \ldots \alpha_n)$ with $\alpha_k \in \mathbb{Z}_d$, define
\begin{align*}
(1.43) \quad s_\alpha &= s_{\alpha_1} s_{\alpha_2} \cdots s_{\alpha_n}, \quad S_\alpha = S_{\alpha_1} S_{\alpha_2} \cdots S_{\alpha_n}.
\end{align*}
One verifies from (1.21) and (1.22) that
\begin{align*}
(1.44) \quad S_\alpha \xi(x) &= \chi_{\alpha_1}(x) \chi_{\alpha_2}(\sigma(x)) \cdots \chi_{\alpha_n}(\sigma^{n-1}(x)) \\
&\quad \times \rho(x) \rho(\sigma(x)) \cdots \rho(\sigma^{n-1}(x)) \\
&\quad \times U(x) U(\sigma(x)) \cdots U(\sigma^{n-1}(x)) \xi(\sigma^n(x))
\end{align*}
and
\begin{align*}
(1.45) \quad S_\alpha^* \xi(x) &= \rho(\sigma_{\alpha_1}(x))^{-1} \rho(\sigma_{\alpha_{n-1}} \sigma_{\alpha_n}(x))^{-1} \cdots \rho(\sigma_{\alpha_1} \cdots \sigma_{\alpha_n}(x))^{-1} \\
&\quad \times U(\sigma_{\alpha_n}(x))^* U(\sigma_{\alpha_{n-1}} \sigma_{\alpha_n}(x))^* \cdots U(\sigma_{\alpha_1} \cdots \sigma_{\alpha_n}(x))^* \xi(\sigma_{\alpha_1} \cdots \sigma_{\alpha_n}(x)).
\end{align*}
Combining (1.44)–(1.45) with the relations
\begin{align*}
(1.46) \quad \sigma_{\alpha_1} \cdots \sigma_{\alpha_n} \sigma^n(x) &= \sigma^{n-1}(x), \\
\end{align*}
which are valid if $x = (\alpha_1, \ldots, \alpha_n, x_{n+1}, \ldots)$, we obtain
\begin{equation}
(1.47) \quad S_\alpha S_\alpha^* \xi(x) = \chi_\alpha(x) \xi(x),
\end{equation}
where
\begin{align*}
(1.48) \quad \chi_\alpha(x_1, x_2, x_3, \ldots) &= \delta_{\alpha_1 x_1} \delta_{\alpha_2 x_2} \cdots \delta_{\alpha_n x_n}.
\end{align*}
This proves firstly that
\begin{equation}
(1.49) \quad \sum_{i=1}^d S_i S_i^* = \mathbb{1};
\end{equation}
and (1.41) and (1.49) show that $s_i \mapsto S_i$ is indeed a representation of the Cuntz relations. Secondly, (1.47) shows that $D_d$ maps onto the algebra of operators on $\mathcal{H}$ of the form
\begin{equation}
(1.50) \quad \int_\Omega \lambda(x) \mathbb{1}_{\mathcal{H}(x)} \, d\mu(x)
\end{equation}
where \( \lambda \) ranges over all continuous functions on the Cantor set \( \Omega \). Thus the restriction of the representation \( s_t \mapsto S_t \) to \( D_d \) is indeed the spectral representation.

To show the main part of Theorem 1.2, i.e., the existence of the objects \( \mathcal{H}(x) \), \( d\mu(x) \), \( U(x) \), one does indeed start with a spectral measure \( \mu \) for the restriction of the representation to \( D_d \). The spectrum of \( D_d \) is \( \Omega \), so this gives the decomposition (1.17), and the action of \( D_d \) on \( \mathcal{H} \) is given by (1.47). If \( f \in C(\Omega) = D_d \), and \( M_f \) is the representative of \( f \) in \( \mathcal{H} \):

\[
M_f = \int_{\Omega} f(x) \mathbb{1}_{\mathcal{H}(x)} \, d\mu(x),
\]

then

\[
M_{f \sigma} = \sum_{i=1}^{d} S_i M_f S_i^*, \tag{1.52}
\]

and the quasi-invariance of \( \mu \) under \( \sigma \) follows. Thus one may define \( \rho(x) \) by (1.23). Similarly, if \( f \in C(\Omega) = D_d \) has support in \( \sigma_i(\Omega) = i\Omega = \Omega_i \), one verifies that

\[
M_{f \sigma_i} = S_i^* M_f S_i. \tag{1.53}
\]

Thus the two representations of \( C(\Omega_i) \) given by \( f \mapsto M_f \) on \( M_{\chi_i} \mathcal{H} \) and \( f \mapsto M_{f \sigma_i} \) on \( \mathcal{H} \) are unitarily equivalent. In particular, this means that \( \dim(\mathcal{H}(x)) = \dim(\mathcal{H}(\sigma_i(x))) \) for all \( x \), so the constancy of \( \dim(\mathcal{H}(x)) \) almost everywhere over the orbits of \( \sigma_1, \ldots, \sigma_d \) follows. But (1.4) then implies that \( \dim(\mathcal{H}(x)) \) constant on \( \sigma \)-orbits (actually the two forms of constancy are equivalent). Also it follows from the unitary equivalence (1.53) that \( \mu \) is quasi-invariant under \( \sigma_i \) and that \( \rho(\sigma_i(x))^{-1} = \left( \frac{d\mu(\sigma_i(x))}{d\mu(x)} \right)^{1/2} \) exists. See [54] or [57] for details on spectral multiplicity theory. Now, one may define a representation \( s_i \mapsto T_i \) of \( O_d \) on \( \mathcal{H} \) by

\[
(T_i \xi)(x) = \chi_i(x) \rho(x) \xi(\sigma(x)). \tag{1.54}
\]

One checks that this is indeed a representation of \( O_d \) by the first part of the proof, and by the proof of (1.47) it follows that

\[
T_{\alpha}^* T_{\alpha} = S_{\alpha}^* S_{\alpha} \tag{1.55}
\]

for all multi-indices \( \alpha \). Define an operator \( U \) by

\[
U = \sum_{i=1}^{d} S_i T_i^*. \tag{1.56}
\]

Using the Cuntz relations in a standard manner, one checks that \( U \) is a unitary operator, and

\[
S_i = U T_i \tag{1.57}
\]

for \( i = 1, \ldots, d \). Putting

\[
i\alpha := (i\alpha_1 \alpha_2 \ldots \alpha_n), \tag{1.58}
\]

we have by (1.55)

\[
T_{i\alpha} T_{i\alpha}^* = S_{i\alpha}^* S_{i\alpha} = S_i S_{\alpha}^* S_{\alpha} S_i^* = U T_{i\alpha}^* T_{i\alpha} U^* = U T_{i\alpha}^* U^*. \tag{1.59}
\]
and hence $U$ commutes with the representatives on $\mathcal{H}$ of the algebra $\mathcal{D}_d$. Hence $U$ has a decomposition

\[(1.60) \quad U = \int_\Omega U(x) \, d\mu(x)\]

where $\Omega \ni x \mapsto U(x)$ is a measurable field on unitaries. It now follows from (1.54) and (1.57) that $S_1$ has the form (1.21). This ends the proof of Theorem 1.2. \(\Box\)

**Proof of Theorem 1.4.** Adopt the assumptions in Theorem 1.4 and let $T$ be an intertwiner between the two representations. In particular this means that $T$ intertwines the two spectral representations of $\mathcal{D}_d$ on $\mathcal{H}$ and $\mathcal{H}$, respectively, i.e.,

\[(1.61) \quad TS_\alpha S_\alpha^* = \tilde{T}_\alpha \tilde{S}_\alpha^* T\]

for all multi-indices $\alpha$. But this is equivalent to $\Omega$ having the decomposition (1.30) and $T$ having the measurable decomposition

\[(1.62) \quad T = \int_{\Omega_0} T(z) \, d\mu(z)\]

where $T(z) \in B(\mathcal{H}(x), \mathcal{H}(x))$. We now compute, using (1.21),

\[(1.63) \quad TS_\xi(x) = T(x)(S_\xi)(x) = \chi_i(x)\rho(x)T(x)U(x)\xi(\sigma(x))\]

and

\[(1.64) \quad \tilde{T}_\xi(x) = \chi_i(x)\rho(x)\tilde{U}(x)(T\xi)(\sigma(x)) = \chi_i(x)\rho(x)\tilde{U}(x)T(\sigma(x))\xi(\sigma(x)).\]

Using the intertwining property (1.31) we thus deduce that

\[(1.65) \quad T(x)U(x) = \tilde{U}(x)T(\sigma(x)).\]

Conversely, if $T$ satisfies (1.65), the intertwining follows from (1.63) and (1.64). This ends the proof of Theorem 1.4. \(\Box\)
CHAPTER 2

The free group on \(d\) generators

In this chapter we will construct certain representations of \(O_d\) in the Hilbert spaces \(\mathcal{H}\) where the decomposition in Theorem 1.2 takes the form

\[
\int_\Omega \mathcal{H}(x) \, d\mu(x) \cong L^2(\Omega, d\mu) \otimes \mathcal{H}_0.
\]

We will equip \(\Omega = \prod_{i=1}^\infty \mathbb{Z}_d\) with the product measure \(\mu = \mu_\rho\) defined from a choice of weights \(\rho_i\), with \(\rho_i > 0\), and \(\sum_i \rho_i = 1\). Then the representation (1.21)–(1.22) takes the form

\[
(2.1) \quad (S_i \xi)(x) = \delta_i(x_i) \frac{1}{\sqrt{\rho_i}} U(x) \xi(\sigma(x)),
\]

\[
(2.2) \quad (S_i^* \xi)(x) = \sqrt{\rho_i} U^*(\sigma_i(x)) \xi(\sigma_i(x)).
\]

The simplest case of this is when \(\dim \mathcal{H}_0 = 1\) and \(U(x) \equiv 1\). Then the corresponding operators \(S_i\) of (2.2) act on scalar functions in \(L^2(\Omega, \mu)\). The constant function \(1\) in \(L^2(\Omega, \mu)\) satisfies \(S_i^* 1 = \sqrt{\rho_i} 1\), and the state \(\omega_1 = \langle 1 \mid \cdot 1 \rangle\) on \(B(L^2(\Omega, \mu))\) satisfies

\[
(2.4) \quad \omega_1(\rho(A)) = \omega_1(A), \quad A \in B(L^2(\Omega, \mu))
\]

where

\[
\rho(A) = \sum S_i A S_i^*.
\]

This is the representation defined by the Cuntz states [11, Theorem 4.1].

It is well known, see, e.g., [11], that there is a correspondence between representations of \(O_d\) (for some \(d\) including \(d = \infty\)) and endomorphisms of \(B(\mathcal{H})\). An endomorphism \(\rho\) of \(B(\mathcal{H})\) has a finite Powers index \(d\) if the commutant of \(\rho(B(\mathcal{H}))\) is isomorphic to \(M_d(\mathbb{C})\), and then the corresponding representation is of \(O_d\). Two representations \(\pi, \tilde{\pi}\) of \(O_d\) define the same endomorphism if and only if there exists a \(g\) in the group \(U(d)\) of complex unitary \(d \times d\) matrices such that \(\tilde{\pi} = \pi \circ \alpha_g\) where \(\alpha_g\) is the canonical \(U(d)\)-action on \(O_d\) rotating the generators.

There is precisely one conjugacy class of endomorphisms of \(B(\mathcal{H})\) with an invariant vector state \(\omega\), i.e.,

\[
(2.5) \quad \omega \circ \rho = \omega,
\]

see (2.4) and [63, 64] or [11, Theorem 4.2]. We showed in [7] and [6] that the theory of wavelets gives examples of endomorphisms in different conjugacy classes. In this paper, we will also look at endomorphisms of von Neumann algebras not of type \(I\).
Scale-two wavelet representations are constructed from measurable functions on $\mathbb{T}$ subject to $|m(z)|^2 + |m(-z)|^2 = 2$. If
\[
\begin{align*}
m_1(z) &= m(z) \\
m_2(z) &= zm(-z)
\end{align*}
\]
then
\[(2.6)\quad (S_j \xi)(z) = m_j(z) \xi(z^2), \quad j = 1, 2\]
define a representation of $O_2$. Giving the wavelet representations (of $O_d$) in the form of Theorem 1.2 amounts to representing the commuting operators (in fact projections)
\[
S_{j_1} \cdots S_{j_k} S_{j_k}^* \cdots S_{j_1}^* = S_\alpha S_\alpha^* \quad (\alpha = (j_1, \ldots, j_k))
\]
as multiplication operators on some $L^2(\Omega, \mathcal{H}_0)$. Such a representation will involve a 2-adic completion, but will perhaps not be explicit enough for practical applications: In the representation, the operator
\[(2.7)\quad (S_\alpha S_\alpha^* \xi)(z) = \frac{1}{2\pi} m_{j_1}(z) \cdots m_{j_k}(z^{2^{k-1}}) \times \sum_{w^{2^k} = 1} m_{j_1}(wz) m_{j_2}(w^2 z^2) \cdots m_{j_k}(w^{2^{k-1}} z^{2^{k-1}}) \xi(wz)
\]
must be multiplication by a characteristic function of a set $E_\alpha$ in the 2-adic completion.

We postpone the details to a later paper.

Returning to the computation of the measurable field $\Omega \ni x \mapsto U(x)$ of unitary operators in Theorem 1.2, we do the calculation for the $(p_1, \ldots, p_d)$-product measure on $\Omega = \prod_{i=1}^d \mathbb{Z}_{d_i}$, and with the resulting representation $s_i \mapsto S_i$ of type III. (More details on $\beta$-KMS states and the $T^d \subseteq U(d)$ action on $O_d$ are included in Chapter 3 below.) We show there that if
\[(2.8)\quad p_j = e^{-\beta L_j}, \quad j = 1, \ldots, d,
\]
and $L = (L_1, \ldots, L_d) \in \mathbb{R}^d$, $L_j > 0$, then the state $\omega$ on $O_d$ given by
\[(2.9)\quad \omega(s_{i_1} \cdots s_{i_k} s_{j_1}^* \cdots s_{j_k}^*) = \delta_{k,l} \delta_{i_1,j_1} \cdots \delta_{i_k,j_k} p_{i_1} p_{i_2} \cdots p_{i_k}
\]
is a (unique) $\beta$-KMS state for the one-parameter subgroup of $T^d$ defined by $L$, i.e., $t \mapsto (e^{it L_1}, e^{it L_2}, \ldots, e^{it L_d})$. (For $\omega$ to be a state, $\beta$ must be chosen such that $\sum_j p_j = 1$, and then $\omega_{\beta}$ is the gauge-invariant extension to $O_d$ of the product state defined on $UHF_d \cong \bigotimes_1^\infty M_d$ as $\bigotimes_1^\infty \varphi$, where $\varphi$ is the state on $M_d$ defined by the density matrix diag$(p_1, \ldots, p_d)$.) Let $s_i \mapsto T_i$ be the representation of $O_d$ which is induced from $\omega$ via the GNS construction. Let $F_d$ be the free group on $d$ generators $g_1, \ldots, g_d$, and let $F_d \ni g \mapsto \lambda(g)$ be the trace representation of $F_d$. Recall the trace $tr$ on $C^*_\alpha(F_d)$ is given by
\[
tr(\lambda(g)) = \begin{cases} 
1 & \text{if } g = e, \\
0 & \text{if } g \neq e.
\end{cases}
\]
The Hilbert space $\ell^2(F_d)$ has as orthonormal basis the functions
\[
\{\xi_g \mid g \in F_d\} \quad \text{where} \quad \xi_g(x) = \begin{cases} 
1 & \text{if } x = g, \\
0 & \text{if } x \neq g,
\end{cases}
\]
and

\[(2.10) \quad \text{tr} (A) = \langle \xi \mid \lambda (A) \xi \rangle, \quad A \in C^*_\mu (\mathbb{F}_d) . \]

Let \( \mathcal{H}_0 = \ell^2 (\mathbb{F}_d) . \) For multi-indices \( \alpha, \) set \( p^\alpha = p_{\alpha_1} \ldots p_{\alpha_k} . \)

**Proposition 2.1.** The state defined by (2.9), i.e.,

\[(2.11) \quad \omega (s_\alpha s_\gamma^*) = \delta_{\alpha \gamma} p^\alpha \]

is the vector state defined by \(1 \otimes \xi_\epsilon\) in the representation on \(L^2_\mu (\prod_1^\infty \mathbb{Z}_d, \ell^2 (\mathbb{F}_d)) = L^2_\mu (\prod_1^\infty \mathbb{Z}_d) \otimes \ell^2 (\mathbb{F}_d)\) by

\[(2.12) \quad (T_j \xi) (x) = e^{\frac{i}{\beta} L_j} \chi_j (x) \lambda (g_j) \xi (\sigma (x)) , \]

\[(2.13) \quad (T_j^* \xi) (x) = e^{-\frac{i}{\beta} L_j} \lambda (g_j^{-1}) \xi (\sigma (x)) , \]

so, in particular, the operators \( U (x) \) from Theorem 1.2 are independent of the product measure \( \mu \) when the representation is realized in \(L^2_\mu (\prod_1^\infty \mathbb{Z}_d, \ell^2 (\mathbb{F}_d))\), i.e., on vector-valued functions on the group \( \prod_1^\infty \mathbb{Z}_d \) with values in \( \ell^2 (\mathbb{F}_d) \) and with \( \mu \) equal to the product measure on \( \prod_1^\infty \mathbb{Z}_d \) relative to \( p_j = e^{-\beta L_j}, \ j = 1, \ldots , d. \)

**Proof.** Note that the representation \( T_j \) in (2.12)–(2.13) is of the form \( T_j = S_j \otimes \lambda (g_j) \) where \( S_j \) is the representation in Theorem 1.2 corresponding to the scalar-valued case with \( \mu \) product measure and \( U \equiv 1 . \) We then use

**Lemma 2.2.** Let \( (S_j) \) be a representation of \( \mathcal{O}_d \) in a Hilbert space \( \mathcal{L} \) and let \( \mathcal{H}_0 \) be a second Hilbert space. If \( (A_j)_{j=1}^d \) are operators in \( \mathcal{H}_0 \), then \( T_j = S_j \otimes A_j \) define a representation of \( \mathcal{O}_d \) in \( \mathcal{L} \otimes \mathcal{H}_0 \) if and only if the \( A_j \)'s are unitary.

**Proof.** We have

\[
T_j^* T_k = S_j^* S_k \otimes A_j^* A_k
\]

Hence \( T_j^* T_k = \delta_{jk} \mathbb{1}_\mathcal{L} \otimes \mathbb{1}_{\mathcal{H}_0} \) holds if and only if each \( A_j \) is isometric.

We have

\[
\sum_j T_j T_j^* = \sum_j S_j S_j^* \otimes A_j A_j^* .
\]

But the projections \( S_j S_j^* \) are mutually orthogonal. So \( \sum_j T_j T_j^* = \mathbb{1}_{\mathcal{L} \otimes \mathcal{H}_0} \) if and only if each \( A_j \) is coisometric. The result follows.

Now we apply the lemma to \( A_j = \lambda (g_j), \mathcal{H}_0 = \ell^2 (\mathbb{F}_d) \), and it remains to check that the vector state

\[(2.14) \quad \Omega_0 := 1 \otimes \xi_\epsilon \in L^2 (\prod_1^\infty \mathbb{Z}_d, \mu) \otimes \ell^2 (\mathbb{F}_d) \]

yields the state \( \omega \) in (2.11). Let \( g_\alpha = g_{\alpha_1} g_{\alpha_2} \ldots g_{\alpha_k} \) for multi-indices \( \alpha = (\alpha_1 \ldots \alpha_k) \), \( \alpha_i \in \mathbb{Z}_d, \ 1 \leq i \leq k. \) Then \( T_\alpha = S_\alpha \otimes \lambda (g_\alpha) \), and

\[
\begin{align*}
\langle \Omega_0 | T_\alpha T_\alpha^* \Omega_0 \rangle &= \langle \xi_\epsilon | \lambda (g_\alpha g_\alpha^{-1}) \xi_\epsilon \rangle \langle \mathbb{1} | S_\alpha S_\alpha^* \mathbb{1} \rangle \\
&= \delta_{\alpha \gamma} p^\alpha
\end{align*}
\]
where \( p^\alpha = p_{\alpha_1} p_{\alpha_2} \cdots p_{\alpha_k} \), and where we used Theorem 1.2 for the scalar-valued representation \( S_j \) in \( L^2(\prod_{i=1}^{\infty} \mathbb{Z}_d) \) and the observations from above on the trace of \( \mathbb{F}_d \). The term
\[
\langle \xi_\epsilon \mid \lambda (g_\alpha g_\gamma^{-1}) \xi_\epsilon \rangle = \text{tr} (g_\alpha g_\gamma^{-1})
\]
is nonzero (and therefore = 1) if and only if \( g_\alpha = g_\gamma \), i.e.,
\[
g_{\alpha_1} g_{\alpha_2} \cdots g_{\alpha_k} = g_{\gamma_1} g_{\gamma_2} \cdots g_{\gamma_l}.
\]
Since we are in the free group, this happens precisely when \( k = l \) and \( g_{\alpha_1} = g_{\gamma_1}, \ldots, g_{\alpha_k} = g_{\gamma_k} \).

We now turn to the characterization of the cyclic subspace generated by the representation \( \pi_\omega \) from Proposition 2.1 when the state \( \omega \) is given as in (2.9), (2.11). Let
\[
(2.15) \quad \mathcal{H}_\Omega := [\pi_\omega (\mathcal{O}_d) \Omega_0]
\]
where \( \Omega_0 = 1 \otimes \xi_\epsilon \) and \( \pi_\omega (s_i) = S_i \otimes \lambda (g_i) \).

Let \( g_1, \ldots, g_d \) be the generators of \( \mathbb{F}_d \), and let \( S_d \subseteq \mathbb{F}_d \) be the corresponding free semigroup, i.e., \( S_d \) consists of elements \( g_\alpha = g_{\alpha_1} g_{\alpha_2} \cdots g_{\alpha_k} \), containing no inverses of any \( g_i, i = 1, \ldots, d \) indexed by \( \alpha = (\alpha_1 \ldots \alpha_k) \), \( \alpha_i \in \mathbb{Z}_d = \{1, \ldots, d\} \), \( 1 \leq i \leq k \), with \( k \) depending on \( \alpha \). Let \( S_d^{-1} = \{ s^{-1} \mid s \in S_d \} \), and let \( \mathcal{H}_- := [\lambda (S_d^{-1}) \xi_\epsilon] \subseteq \ell^2(\mathbb{F}_d) \) be the closed linear span in \( \ell^2(\mathbb{F}_d) \) of the vectors \( \{ \lambda (s^{-1}) \xi_\epsilon \mid s \in S_d \} \). For a multi-index \( \alpha \), and \( v \in \mathcal{H}_- \), define \( \xi^{(\alpha)}_\nu : \prod_1^{\infty} \mathbb{Z}_d \to \ell^2(\mathbb{F}_d) \) by
\[
(2.16) \quad \xi^{(\alpha)}_\nu (x) = \chi_\alpha (x) \lambda (g_\alpha) v
\]
\[
(= \chi_\alpha \otimes \lambda (g_\alpha) v, \quad x \in \prod_1^{\infty} \mathbb{Z}_d, \quad x = (x_1, x_2, \ldots),
\]
where
\[
\chi_\alpha (x) = \delta_{\alpha_1 x_1} \delta_{\alpha_2 x_2} \cdots \delta_{\alpha_k x_k}
\]
and we use the convention
\[
(2.17) \quad \xi^{(\nu)}_\nu (x) = v.
\]

**Lemma 2.3.** The cyclic subspace \( \mathcal{H}_\Omega \) is \( \pi_\omega (\mathcal{O}_d) \Omega_0 \subseteq L^2(\prod_1^{\infty} \mathbb{Z}_d, \ell^2(\mathbb{F}_d)) \) generated by \( \mathbb{F}_d \) in the representation \( \mathcal{H}_- := [T_1 = S_1 \otimes \lambda (g_1)] \), where \( (S_1 \xi_\epsilon) (x) = e^{i\beta L_1 \chi_1 (x)} \xi_\epsilon (\sigma (x)), \xi_\epsilon \in L^2(\prod_1^{\infty} \mathbb{Z}_d, \mu) \), is the closure in \( L^2(\prod_1^{\infty} \mathbb{Z}_d, \ell^2(\mathbb{F}_d)) \) of the linear span of the functions \( \xi^{(\alpha)}_\nu \) in (2.16).

**Proof.** From (2.12)–(2.13), we have
\[
(2.18) \quad T_{\alpha} T_{\gamma}^* (1 \otimes \xi_\epsilon) (x) = e^{i\beta (L(\alpha) - L(\gamma))} \chi_\alpha (x) \lambda (g_\alpha g_\gamma^{-1}) \xi_\epsilon,
\]
where \( \alpha = (\alpha_1 \ldots \alpha_k) \), \( \gamma = (\gamma_1 \ldots \gamma_l) \) are multi-indices, and
\[
(2.19) \quad L(\alpha) = \sum_i L_{\alpha_i} = \sum_j \#_{j} (\alpha) L_j, \quad \#_{j} (\alpha) = \# \{ \alpha_i \mid \alpha_i = j \}.
\]
Since \( v := \lambda (g_\gamma^{-1}) \xi_\epsilon \in \mathcal{H}_- \), the result follows. \( \square \)
Remark 2.4. The cyclic subspace \( \mathcal{H}_{Q_0} \) is a proper subspace in \( L^2_v \left( \prod_1^\infty \mathbb{Z}_d, \ell^2 \left( F_d \right) \right) \). If \( i \neq j \), define \( \xi \left( x \right) = \delta_i \left( x_1 \right) \lambda \left( g_j \right) \xi_x \), \( x \in \prod_1^\infty \mathbb{Z}_d \). Then \( \xi \) is orthogonal to \( \mathcal{H}_{Q_0} \). For this, we need only show that \( \xi \) is orthogonal to the vectors \( \xi_v^{(a)} \) in (2.16). We have

\[
\left\langle \xi, \xi_v^{(a)} \right\rangle = \sum_{r=1}^d \rho_1 \left( r \right) \delta_{a_1 \cdots a_d} \left( x \right) \int_{\prod_1^\infty \mathbb{Z}_d} \chi_{a_2 \cdots a_d} \left( x \right) d\mu \left( x \right) \left\langle \lambda \left( g_j \right) \xi_x, \lambda \left( g_a \right) v \right\rangle
\]

\[= \rho_2, \delta_{a_1 \cdots a_d} \left( x \right) \left\langle \xi_x, \left( g_j^{-1} g_a \right) v \right\rangle.\]

Since \( v \in \mathcal{H}_- \), it is enough to show that

\[\delta_{a_1 \cdots a_d} \left( x \right) \left\langle \xi_x, \left( g_j^{-1} g_a \right) v \right\rangle\]

vanishes for \( s \in S_d \). The second factor is \( \text{tr} \left( g_j^{-1} g_a s^{-1} \right) \), and this is nonvanishing only if \( g_j s = g_a \). But the first factor is \( \delta_{a_1} \), so we must have \( a_1 = i \) for the product to be \( \neq 0 \). Hence \( g_j s = g_t g_2 \cdots g_a \) must hold at a place where the product is \( \neq 0 \). But this is impossible in the free group \( F_d \).

The vectors \( \xi_v^{(a)} \) in (2.16) are indexed by the multi-indices \( \alpha = (a_1 \cdots a_k) \) and vectors \( v \in \mathcal{H}_- \). Using these we get the following explicit formula for the operators \( T_i = \pi_\omega \left( s_i \right) \).

Proposition 2.5. The generators \( T_i, 1 \leq i \leq d \), for the cyclic \( O_d \)-representation of the state defined by (2.11) act as follows on the vectors \( \xi_v^{(a)} \left( x \right) = \chi_a \left( x \right) \lambda \left( g_a \right) v \) defined by (2.16) and (2.17) \( \left( x \in \prod_1^\infty \mathbb{Z}_d, v \in \mathcal{H}_- \right) \):

\[
T_i \xi_v^{(a)} = e^{(\beta/2)L_i} \xi_v^{(a)},
\]

(2.20)

\[
T_i^* \xi_v^{(a)} = e^{-\left(\beta/2\right) L_i} \delta_{a_1 \cdots a_k} \xi_v^{(a_2 \cdots a_k)},
\]

(2.21)

if \( \alpha \neq s, \)

\[
T_i^* \xi_v^{(a)} = e^{-\left(\beta/2\right) L_i} \xi_v^{(a)},
\]

(2.22)

\[
T_i T_j^* \xi_v^{(a)} = \chi_\gamma \left( (\alpha) \xi_v^{(a)} , \right.
\]

(2.23)

\[\left. \left. \text{if } \left| \gamma \right| \leq \left| \alpha \right| \text{ (i.e., } l \leq k, \gamma = (\gamma_1 \cdots \gamma_l), \alpha = (\alpha_1 \cdots \alpha_k), \right) \right].
\]

and

\[
T_i T_j^* \xi_v^{(a)} = \chi_\gamma \otimes v \quad \text{with } \gamma = (\gamma_1 \cdots \gamma_l).
\]

(2.24)

Hence, if \( l > k, \)

\[
T_i T_j^* \xi_v^{(a)} = e^{(\beta/2)(L(\gamma) - L(\alpha))} \delta_{a_1 \cdots a_k} \xi_v^{(a)},
\]

(2.25)

\[\text{Proof.} \quad \text{We compute the action of } T_i \text{ and } T_i^* \text{ directly from the formulas given in Proposition 2.1. We have}
\]

\[
T_i \xi_v^{(a)} \left( x \right) = e^{i\beta L_i} \chi_1 \left( x \right) \chi_a \left( \sigma \left( x \right) \right) \lambda \left( g_i \right) \lambda \left( g_a \right) v
\]

\[= e^{i\beta L_i} \delta_i \left( x_1 \right) \delta_{a_1} \left( x_2 \right) \cdots \delta_{a_k} \left( x_{k+1} \right) \lambda \left( g_i g_a \right) v
\]

\[= e^{i\beta L_i} \chi_1 \left( x_1 \right) \lambda \left( g_{(a)} \right) v
\]

\[= e^{(\beta/2)L_i} \xi_v^{(a)} \left( x \right),
\]
proving (2.20), and
\[ T_{T_i^*, T_{T_i}^*} \xi^{(a)}(x) = e^{-(\beta/2)\lambda}\chi_{0}(\sigma_{-a}(x)) \lambda(g_{i}^{-1}) \lambda(g_{a}) v \]
\[ = e^{-(\beta/2)\lambda}\delta_{i, a}\chi_{0}(\lambda(x_{a}^{-1} \cdots x_{a}^{-1})) \lambda(g_{i}^{-1} g_{a}) v \]
\[ = e^{-(\beta/2)\lambda}\delta_{i, a}\chi_{0}(\lambda(x_{a}^{-1} \cdots x_{a}^{-1})) \lambda(g_{i} g_{a} \cdots g_{a}) v \]
\[ = e^{-(\beta/2)\lambda}\delta_{i, a}\chi_{0}(\lambda(x_{a}^{-1} \cdots x_{a}^{-1})) \lambda(g_{i} g_{a} \cdots g_{a}) v \]
\[ = e^{-(\beta/2)\lambda}\delta_{i, a}\chi_{0}(\lambda(x_{a}^{-1} \cdots x_{a}^{-1})) \lambda(g_{i} g_{a} \cdots g_{a}) v \]
\[ = e^{-(\beta/2)\lambda}\delta_{i, a}\chi_{0}(\lambda(x_{a}^{-1} \cdots x_{a}^{-1})) \lambda(g_{i} g_{a} \cdots g_{a}) v \]
proving (2.21). The stated formulas for \( T_{T_i^*, T_{T_i}^*} \xi^{(a)} \) and \( T_{T_i, T_{T_i}^*} \xi^{(a)} \), \( v \in \mathcal{H}_{-} \), result from the following covariance principle: \( \chi_{i} \otimes v = \xi^{(i)}_{\lambda(g_{a}^{-1})} v \), and, more generally, \( \chi_{a} \otimes v = \xi^{(a)}_{\lambda(g_{a}^{-1})} v \). The formula (2.24) is a special case of (1.47). \( \square \)

**Corollary 2.6.** Let \( v \) be an arbitrary vector in \( \mathcal{H}_{-} \). As \( \gamma = (\gamma_{1}, \ldots, \gamma_{r}) \) ranges over all \( \mathbb{Z}_{d} \) - multi-indices, the closed linear span of \( \left\{ (T_{T_{\gamma}, T_{T_{\gamma}^*}}) \xi^{(a)}_v \right\}_{\gamma} \) in \( L^{2}_{\mu}(\Pi_{1}^{\infty} \mathbb{Z}_{d}, \ell^{2}(F_d)) \) is \( L^{2}_{\mu}(\Pi_{1}^{\infty} \mathbb{Z}_{d}) \otimes v \) where \( \mu \) is still the \((p_i)\)-product measure on \( \Pi_{1}^{\infty} \mathbb{Z}_{d} \).

**Proof.** This is immediate from (2.24). \( \square \)

**Remark 2.7.** Let \( \mathcal{H}_{O_{d}} \) be the cyclic subspace of the representation of \( \mathcal{O}_{d} \) induced from the state \( \omega_{(p)} \) \((s, s_{\gamma}^{*}) = p_{\gamma} \delta_{\alpha_{\gamma}}\). Then \( L^{2}(\Pi_{1}^{\infty} \mathbb{Z}_{d}) \otimes \mathcal{H}_{-} \) is a proper subspace in \( \mathcal{H}_{O_{d}} \). For example, the vector \( \chi_{1} \otimes \xi_{g_{1}} \) is in \( \mathcal{H}_{O_{d}} \otimes \mathcal{H}_{-} \).

**Proof.** We check that \( \langle \chi_{1} \otimes \xi_{g_{1}} | f \otimes v \rangle = 0 \) for all \( f \in L^{2}(\Pi_{1}^{\infty} \mathbb{Z}_{d}) \), and \( v \in \mathcal{H}_{-} \).

We may assume that \( v = \xi_{s^{-1}} \) for \( s \in \mathbb{S}_{d} \) (= the free semigroup on the generators \( \{ g_{j} \}_{j=1}^{d} \)). The inner product is
\[ p_{s} \int f(i, x) d\mu_{(p)}(x) \langle \xi_{g_{1}} | \xi_{s^{-1}} \rangle , \]
and \( \langle \xi_{g_{1}} | \xi_{s^{-1}} \rangle = \text{tr}(g_{1}^{-1} s^{-1}) = 0 \), since there is no solution \( s \in \mathbb{S}_{d} \) to the equation \( sg_{1} = e \). \( \square \)

Summarizing Remarks 2.4 and 2.7 we have
\[ L^{2}_{\mu} \otimes \mathcal{H}_{-} \subset \subset \mathcal{H}_{O_{d}} \subset \subset L^{2}_{\mu} \otimes \ell^{2}(F_d) . \]

**Definition 2.8.** Let \( \mathcal{H} \) and \( \mathcal{H}_{-} \) be Hilbert spaces, and let \( \mathcal{M} \) be a set. We say that \( \mathcal{H} \) is fibered over \( \mathcal{M} \) with fibers isomorphic to \( \mathcal{H}_{-} \) if there are isometries \( i_{\alpha} \), indexed by \( \alpha \in \mathcal{M} \), \( i_{\alpha} : \mathcal{H}_{-} \rightarrow \mathcal{H} \), such that \( \mathcal{H} \) is the closed linear span of \( \{ i_{\alpha}(\mathcal{H}_{-}) | \alpha \in \mathcal{M} \} \).

**The Fibered Space.** Let \( \omega_{(p)} \) be the state above, and let \( \mathcal{H}_{O_{d}} \) be the cyclic space of the \( \mathcal{O}_{d} \)-representation. Let \( \mathcal{M}(\mathbb{Z}_{d}) \) be the set of all multi-indices formed from \( \mathbb{Z}_{d} \). Then \( \mathcal{H}_{O_{d}} \) is fibered (as a Hilbert space) over \( \mathcal{M}(\mathbb{Z}_{d}) \), the fiber over each \( \alpha \in \mathcal{M}(\mathbb{Z}_{d}) \) is a copy of \( \mathcal{H}_{-} \).

To prove this, let \( \alpha \in \mathcal{M}(\mathbb{Z}_{d}) \), and define \( \mathcal{H}(\alpha) \cong \mathcal{H}_{-} \) by
\[ \mathcal{H}(\alpha) = \{ X_{\alpha} \otimes \lambda(g_{a}) v | v \in \mathcal{H}_{-} \} . \]

The isomorphism \( \mathcal{H}(\alpha) \cong \mathcal{H}_{-} \) and the isometries \( i_{\alpha} \) are then made explicit by using the scale given by the following identity:
\[ \|X_{\alpha} \otimes \lambda(g_{a}) v\|_{\mathcal{H}_{O_{d}}}^{2} = p_{a}^{2} \|v\|_{\mathcal{H}_{-}}^{2} . \]
where \( p^\alpha = p_{\alpha_1} p_{\alpha_2} \cdots p_{\alpha_k} > 0 \). The convention for the empty index \( \emptyset \) in \( \mathcal{M}(\mathbb{Z}_d) \) is that the fiber \( \mathcal{H}(\emptyset) \) over \( \emptyset \) is

\[
\mathcal{H}(\emptyset) = \{ \mathbb{1} \otimes v \mid v \in \mathcal{H}_- \}
\]

where \( \mathbb{1} = \chi_\emptyset \) denotes the constant function "one" in \( L^2(\prod_1^\infty \mathbb{Z}_d) \). The action of \( T^*, T^*_i \) on the fibers is given by Proposition 2.5. In particular it follows from (1.47) that the action of \( L^\infty(\prod_1^\infty \mathbb{Z}_d) \) is given by

\[
\pi_\omega(f) \xi^{(\alpha)}_\emptyset = (f \chi_\alpha) \otimes \lambda(g_\alpha) v, \quad v \in \mathcal{H}_-.
\]
CHAPTER 3

\( \beta \)-KMS states for one-parameter subgroups of the action of \( \mathbb{T}^d \) on \( O_d \)

Consider the action of \( \mathbb{T}^d \) on \( O_d \) given by

\[
\sigma (z_1, \ldots, z_d) (s_t) = z_t s_t.
\]

If \( L = (L_1, \ldots, L_d) \in \mathbb{R}^d \), consider the one-parameter group

\[
\sigma_t^L (x) = \sigma (e^{itL_1}, \ldots, e^{itL_d}) (x).
\]

In general, if \( \mathfrak{A} \) is a \( C^\ast \)-algebra and \( t \mapsto \sigma_t \) is a one-parameter group of \( * \)-automorphisms of \( \mathfrak{A} \), and \( \beta \in \mathbb{R} \), recall that a state \( \omega \) over \( \mathfrak{A} \) is defined to be a \( \sigma \)-KMS state at value \( \beta \), or a \( (\sigma, \beta) \)-KMS state if

\[
\omega (x \sigma_{it} (y)) = \omega (yx)
\]

for all \( x, y \) in a norm-dense \( \sigma \)-invariant \( * \)-algebra of \( \sigma \)-analytic elements of \( \mathfrak{A} \) (see [14, Section 5.3.1] for several alternative formulations of this condition). It is well known that if \( L = (1, 1, \ldots, 1) \), so that \( \sigma \) is the so-called gauge group, the group \( \sigma_t^L \) has a KMS state at value \( \beta \) if and only if \( \beta = \log d \), and this state is unique and is given by

\[
\omega (s_\alpha j s_\alpha^*) = \delta_{\alpha \gamma} d^{-|\alpha|},
\]

see [14, Example 5.3.27], [5], or [56]. We first note that the latter result has an easy extension to more general one-parameter subgroups.

**Proposition 3.1.** The one-parameter group \( \sigma_t^L \) admits a KMS state at some value \( \beta \) if and only if \( L_1, L_2, \ldots, L_d \) are all nonzero and have the same sign. This value \( \beta \) is then unique and is given as the real solution of

\[
\sum_{k=1}^d e^{-\beta L_k} = 1.
\]

The \( \sigma_t^L \)-KMS state \( \omega \) at value \( \beta \) is then also unique, and is given by

\[
\omega (s_\alpha j s_\gamma^*) = \delta_{\alpha \gamma} e^{-\beta \sum_{k=1}^{|\alpha|} L_{\alpha_k}}.
\]

**Proof.** If \( \omega \) is a KMS state at value \( \beta \), then

\[
\omega (s_\alpha j s_\beta^*) = \omega (s_\alpha j \sigma_t (s_\beta)) = e^{-\beta \sum_{k=1}^{|\alpha|} L_{\alpha_k}} \omega (s_\gamma j s_\alpha^*) .
\]

If \( \alpha = (k), \gamma = (j) \), this says

\[
\omega (s_k j s_j^*) = \delta_{kj} e^{-\beta L_k} .
\]
But

\[(3.9) \quad 1 = \sum_{k=1}^{d} \omega(s_k s_k^*) = \sum_{k=1}^{d} e^{-\beta L_k}\]

and hence $\beta$ is a solution of (3.5). But this equation has solutions $\beta$ if and only if all $L_k$ are nonzero, and all have the same sign; and, in that case, the solution $\beta$ is unique. For definiteness, assume that all $L_k$ are positive, and then the solution $\beta$ of (3.5) is also positive. Because of the Cuntz relations, the element $s_\alpha^* s_\alpha$ is either $1$ (if $\gamma = \alpha$), $0$, or of the form $s_\delta$ or $s_\delta^*$ for some $\delta$. But from (3.7), we have

\[(3.10) \quad \omega(s_\delta) = e^{-\beta \sum_{k=1}^{d} L_k} \omega(s_\delta)\]

and thus $\omega(s_\delta) = 0$ for all nonempty strings $\delta$. Hence it follows from (3.7) again that

\[(3.11) \quad \omega(s_\alpha^* s_\gamma^*) = e^{-\beta \sum_{k=1}^{d} L_k} \delta_{\alpha \gamma},\]

which is (3.6). But this expression does indeed define a state by Proposition 2.1. The case that all $L_k$ are negative is treated similarly, so this proves Proposition 3.1.

The KMS states and the one-parameter subgroups of automorphisms were also used in recent papers [34, 48, 49] where crossed products $O_d \rtimes_{\sigma} k$ were studied. The states (3.6) seem to have first appeared in [22], [30] and [31].

The result in Proposition 3.1 is also related to results in [51], where KMS states for one-parameter subgroups of the dual actions of actions of lattice semigroups of endomorphisms scaling tracial states of a given $C^*$-algebra are considered. It turns out that the KMS states have non-trivial symmetries apart from invariance under the one-parameter semigroup, and in particular an “explanation” is given of the fact that our states given by (3.6) have the $\delta_{\alpha \gamma}$ term which forces them to live on the maximal abelian subalgebra $D_d$ which is the closure of the linear span of the monomials $s_\alpha s_\gamma^*$, i.e., the fixed-point algebra of the canonical coaction of $F_d$.

Let us comment a bit on the representations defined by the state $\omega$ in (3.8). For definiteness, assume that $L_1, \ldots, L_d$ are all strictly positive. Let $\mathfrak{A}_L$ be the fixed-point algebra of the modular automorphism group $\sigma^{(L)}$. We prove in Proposition 4.1 and Remark 14.1, below, that $\mathfrak{A}_L$ is an AF-algebra. We consider the following algebras:

- $O_d = \text{closed linear span of all } s_\alpha s_\alpha^*$
- $O_d^+ = \text{UHF}_d = \text{closed linear span of all } s_\alpha s_\alpha^*$ with $|\alpha| = |\gamma|$
- $\mathfrak{A}_L = \text{fixed-point algebra of the gauge action of } T_d$
- $O_d^{\sigma} = \text{GICAR}_d = \text{closed linear span of all } s_\alpha s_\alpha^*$ where $|\alpha| = |\gamma|$ and $\gamma$ is a permutation of $\alpha$
- $\mathfrak{D}_d = \text{closed linear span of all } s_\alpha s_\alpha^*$ (see (1.37))
We have the following inclusions:

\[ \mathcal{A}_L = \mathcal{O}_d^{T^d} \] if and only if \( L_1, L_2, \ldots, L_d \) are rationally independent and \( \mathcal{A}_L = \mathcal{O}_d^T \) if and only if \( L_1 = L_2 = \cdots = L_d \). In general \( \mathcal{A}_L \) has a skew position relative to \( \mathcal{O}_d^T = UHP_d \).

We will here only analyze the representations given by the state (3.6) in the case that \( L = (L_1, \ldots, L_d) \) is in a class extensively studied in the remainder of the paper: Each pair \( L_i, L_j \) is rationally dependent. We have to refer to results in Chapters 4 and 5. By a renormalization (see remarks after (4.1)) we may assume that the \( L_i \)'s are positive (nonzero) integers, and that \( \gcd(L_1, \ldots, L_d) = 1 \). Then the associated one-parameter group \( \sigma^{(L)}_t \) is periodic with period \( 2\pi \), so we may view \( \sigma^{(L)}_t \) as a representation of \( \hat{T} \) in the automorphism group of \( \mathcal{O}_d \). Since \( \gcd(L_1, \ldots, L_d) = 1 \), it follows, from the Euclidean algorithm and (4.5), that the spectral subspaces

\[ \mathcal{O}_d^\sigma(n) = \{ x \in \mathcal{O}_d \mid \sigma^{(L)}_t(x) = e^{int}x \} \]

are nonzero for all \( n \in \hat{T} = \mathbb{Z} \) [13]. But we argue in the beginning of Chapter 5 that the fixed-point algebra

\[ \mathcal{A}_L = \mathcal{O}_d^\sigma(0) \]

is a simple unital AF-algebra with a unique trace state \( \tau = \omega|_{\mathcal{A}_L} \). Since all the spaces \( \mathcal{O}_d^\sigma(n) \mathcal{O}_d^\sigma(n)^* \) are ideals in \( \mathcal{A}_L \), it follows further that

\[ \mathcal{O}_d^\sigma(n) \mathcal{O}_d^\sigma(n)^* = \mathcal{A}_L \]

for all \( n \in \mathbb{N} \). If \((\hat{\sigma}, \hat{\omega})\) denotes the pair of extensions of \((\sigma, \omega)\) to the weak closure \( \mathcal{O}_d' \) of \( \mathcal{O}_d \) in the representation defined by \( \omega \), it follows from (3.14) that the \( \Gamma \)-spectrum of the extension is

\[ \Gamma(\hat{\sigma}) = \hat{T} = \mathbb{Z}. \]

Also, since \( \omega \) is a \( \sigma^{(L)}_t \)-KMS state at value \( \beta \), where \( \beta \) is defined by (3.5), it follows that

\[ t \mapsto \hat{\sigma}(-t\beta) \]

is the modular automorphism group of \( \hat{\omega} \); see [14, Definition 5.3.1 and Theorem 5.3.10].

Now, since \( \tau = \omega|_{\mathcal{A}_L} \) is the unique trace state on \( \mathcal{A}_L \), it defines a type \( \Pi_1 \) factor representation of \( \mathcal{A}_L \). Using (3.14) in the form

\[ \mathcal{O}_d^\sigma(n) \mathcal{A}_L \mathcal{O}_d^\sigma(n)^* = \mathcal{A}_L, \]
it follows that the representation of $O_d$ defined by $\omega$, restricted to $\mathfrak{A}_L$, is quasiequivalent to the trace representation, and in particular $\mathfrak{A}_L'$ is isomorphic to the hyperfinite II$_1$ factor,

\begin{equation}
\mathfrak{A}_L' \cong \mathcal{R}.
\end{equation}

Using the definition (4.2), we see that

\begin{equation}
\sigma_\alpha \sigma_\gamma^* \in O_d' (n) \iff L(\alpha) - L(\gamma) = n \quad \text{for all multi-indices } \alpha, \gamma.
\end{equation}

Thus, using (3.6), we see that, if $y \in \mathfrak{A}_L$ and $x \in O_d' (n)$ with $x^* xy = y = yx^* x$, then

\begin{equation}
\omega (xyz^*) = e^{-\beta n} \omega (y),
\end{equation}

as follows from (3.16), (3.18), and (3.20). To see this, consider for example $x = s_\alpha s_\gamma^*$ with $L(\alpha) - L(\gamma) = n$. Let $y$ be the initial projection of the partial isometry $x$, i.e.,

\[ y = x^* x = s_\gamma s_\gamma^* s_\alpha s_\alpha^* = s_\gamma s_\gamma^* \in \mathfrak{A}_L. \]

Then

\[ \omega (y) = e^{-\beta L(\gamma)} \]

from (3.6). But

\[ xyz^* = s_\alpha s_\gamma s_\gamma^* s_\gamma s_\gamma^* \]

and so

\[ \omega (xyz^*) = e^{-\beta L(\alpha)} = e^{-\beta (L(\alpha) - L(\gamma))} e^{-\beta L(\gamma)} = e^{-\beta n} \omega (y). \]

An elaboration of this computation proves (3.20).

It now follows from (3.16), (3.18), (3.20), and (19) or (68, Proposition 29.1) that $O_d'$ is the hyperfinite II$_{\infty}$-factor. The factor $O_d'$ can be written as the crossed product of $\mathfrak{A}_L' \otimes B (\mathcal{H})$ (= the hyperfinite II$_{\infty}$-factor) by an automorphism scaling the trace by $e^{-\beta}$, something which is reflected in (3.20). This automorphism is described in the end of Chapter 5, and should not be confused with a stabilized version of the endomorphism $\lambda = \sum_i s_i \cdot s_i^*$, except when $L_1 = L_2 = \cdots = L_d = 1$.

We defer a detailed analysis of the case when the $L_i$'s are not pairwise rationally dependent to a later paper. Although $\mathfrak{A}_L$ is still an AF-algebra, it is no longer simple, and it does not have a unique trace state. For example if $d = 2$ and $L_1, L_2$ are rationally independent, then $\mathfrak{A}_L$ is the GICAR algebra which is a primitive, non-simple $C^*$-algebra, and the extremal boundary of the compact convex set of trace states is homeomorphic to the unit interval $[0, 1]$; see [4], [65], or [24, Examples III.5.5 and IV.3.7]. Hence the analysis of the algebras $\mathfrak{A}_L$ will be radically different for general $L$ than in the remaining chapters of the present paper.
Chapter 4

Subalgebras of $\mathcal{O}_d$

In this chapter we will study the fixed-point subalgebras of $\mathcal{O}_d$ under the oneparameter groups $\sigma = \sigma^{(L)}$ of automorphisms defined by

$$\sigma_t^{(L)}(s_j) = e^{itL_j}s_j, \quad j = 1, \ldots, d,$$

where we will assume that all the $L_j$ have the same sign and any pair $(L_j, L_k)$ is rationally dependent. By a renormalization of the variable $t$ we may, and will, assume that all the $L_j$ are positive integers and that the greatest common divisor of $L_1, \ldots, L_d$ is 1. The group $\sigma_t^{(L)}$ is then periodic with period $2\pi$. If $\alpha = (\alpha_1 \ldots \alpha_k)$ is a multi-index with $\alpha_m \in \mathbb{Z}_d$, we define the weight function

$$L(\alpha) = \sum_{j=1}^d \#_j(\alpha)L_j = \sum_{m=1}^k L_{\alpha_m}$$

where

$$\#_j(\alpha) = \# \{ \alpha_i \mid \alpha_i = j \}$$

and using the standard multi-index notation

$$s_\alpha = s_{\alpha_1}s_{\alpha_2} \cdots s_{\alpha_k}$$

we have

$$\sigma_t(s_\alpha s_\gamma^*) = e^{it(L(\alpha) - L(\gamma))}s_\alpha s_\gamma^*.$$ 

Since these elements span $\mathcal{O}_d$, it follows that the eigenspace $\mathcal{O}_d^\nu(\nu)$ in $\mathcal{O}_d$ is the closed linear span of the $s_\alpha s_\gamma^*$ with $L(\alpha) - L(\gamma) = \nu$. In particular, the fixed-point algebra $\mathfrak{A}_L = \mathcal{O}_d^0 = \mathcal{O}_d^0(0)$ is the closure of the linear span of $s_\alpha s_\gamma^*$ with $L(\alpha) = L(\gamma)$.

The first result on $\mathfrak{A}_L$ is that it is an AF-algebra, i.e., it is the closure of the union of an increasing sequence of finite-dimensional subalgebras:

**Proposition 4.1.** Let $L_1, \ldots, L_d$ be integers and consider the periodic one-parameter group $\sigma$ of $*$-automorphisms of $\mathcal{O}_d$ defined by

$$\sigma_t(S_j) = e^{itL_j}S_j.$$ 

Then the following conditions are equivalent.

(i) The fixed-point algebra $\mathfrak{A}_L$ is an AF-algebra.

(ii) All the $L_i$ have the same sign (in particular none are zero).

(iii) There is a $\beta \in \mathbb{R}$ such that $\mathcal{O}_d$ admits a $(\sigma, \beta)$-KMS state.

Furthermore, if these conditions are not fulfilled, $\mathfrak{A}_L$ contains an isometry which is not unitary.
Proof. (ii)$\Rightarrow$(iii) was established in Proposition 3.1.

(i) $\Rightarrow$ (ii): Assume that (ii) does not hold. Then there exist $i, j \in \{1, \ldots, d\}$ with $L_i > 0, L_j < 0$. Put

\begin{equation}
\text{7.47} \quad s = s_i^{-L_i} s_j^{L_j}.
\end{equation}

Then $s$ is an isometry in $A_L$ which is not unitary. Hence $A_L$ cannot be an AF-algebra. This also establishes the final remark in Proposition 4.1.

(ii) $\Rightarrow$ (i): We may assume that all $L_i$ are positive. We have noted that $C_d^\gamma = C_d^\alpha (0)$ is the closure of the linear span of $s_\alpha s_\gamma^*$ with $L(\alpha) = L(\gamma)$. If $L(\alpha) = L(\gamma)$, we define

\begin{equation}
\text{7.48} \quad \text{grade } (s_\alpha s_\gamma^*) = L(\alpha),
\end{equation}

and we set grade $(\mathbb{A}) = \text{grade } (0) = 0$. Now, if $s_\alpha s_\gamma^*, s_\delta s_\eta^*$ are in $C_d^\alpha$ then either the product $s_\alpha s_\gamma^* s_\delta s_\eta^*$ is zero, or we have $\gamma = \delta\gamma'$ and the product is $s_\alpha s_{\gamma'}^*$, or we have $\delta = \gamma\delta'$ and the product is $s_{\alpha\delta'} s_\gamma^*$. In the latter two cases grade $(s_\alpha s_\gamma^* s_\delta s_\eta^*) = \max \{\text{grade } (s_\alpha s_\gamma^*), \text{grade } (s_\delta s_\eta^*)\}$, and, in the former case, grade $(s_\alpha s_{\gamma'}^*) = 0$. Thus in general,

\begin{equation}
\text{7.49} \quad \text{grade } (s_\alpha s_\gamma^* s_\delta s_\eta^*) \leq \max \{\text{grade } (s_\alpha s_\gamma^*), \text{grade } (s_\delta s_\eta^*)\}.
\end{equation}

Thus if we define

\begin{equation}
\text{7.50} \quad A_n = \text{lin span } \{s_\alpha s_\gamma^* \mid L(\alpha) = L(\gamma) \leq n\},
\end{equation}

then $A_n$ is a $*$-algebra, and $A_n$ is finite-dimensional since $L_i > 0$ for $i = 1, \ldots, d$. Since any $s_\alpha s_\gamma^* \in C_d^\gamma$ has a grade, it follows that $\bigcup_n A_n$ is dense in $C_d^\gamma = A_L$. Thus $A_L$ is an AF-algebra, and Proposition 4.1 is proved.

We refer to [4] and Remark 5.6 for AF-algebras and Bratteli diagrams, to [1] for $K$-theory, and to [24] and [39] for good recent treatments of both. In order to analyze the AF-algebra $A_L$ further, it turns out to be convenient to define subalgebras $A_n$ in a more sophisticated way than above, and this is the object of the following. Note that, except for simple cases (like $d = 2$), the finite-dimensional subalgebras introduced below are larger than $A_n$. The main structure theorem on $A_L$ is the following.

**Theorem 4.2.** Let $L_1 \leq L_2 \leq \cdots \leq L_d$ be positive integers such that the greatest common divisor of $L_1, \ldots, L_d$ is 1. It follows that $A_L$ is a simple AF-algebra with a unique trace state defined as follows: Let $\beta$ be the positive real number such that

\begin{equation}
\text{7.51} \quad \sum_{i=1}^d e^{-\beta L_i} = 1,
\end{equation}

and put

\begin{equation}
\text{7.52} \quad p_i = e^{-\beta L_i}.
\end{equation}

Then the unique trace state is the restriction to $A_L$ of the state $\omega$ defined on $C_d$ by

\begin{equation}
\text{7.53} \quad \omega (s_\alpha s_{\gamma}^*) = \delta_{\alpha\gamma} p_\alpha^a
\end{equation}

where

\begin{equation}
\text{7.54} \quad p_\alpha^a = p_{\alpha_1} p_{\alpha_2} \cdots p_{\alpha_k}
\end{equation}

for $\alpha = (\alpha_1 \ldots \alpha_k)$. 
Remark 4.3. During the proof of Theorem 4.2, we will show that the AF-algebra $\mathcal{A}_L$ has a Bratteli diagram which stabilizes after a finite number of steps to having constant incidence matrices. This diagram may be described explicitly as follows: The nodes are indexed by $(n,m)$, where $n$ indexes the rows, $n = 0, 1, 2, \ldots$, and $m$ indexes the nodes in the row, $m = 0, 1, \ldots, L_d - 1$. Some of the nodes in the first rows may correspond to the algebra 0: for example, $(0, m), m = 0, 1, \ldots, L_d - 1$, correspond to the algebras $M_1 = \mathbb{C}, 0, 0, 0, \ldots, 0$. The embedding from one row to the next is given as follows: There are lines from $(n-1, 0)$ to $(n, m)$ if and only if $m = L_k - 1$ for some $k$, and the number of lines between these nodes is equal to the number of such $k$'s. There is a single line from $(n-1, m)$ to $(n, m - 1)$ for $m = 1, \ldots, L_d - 1$. Finally, to obtain the actual Bratteli diagram, one should throw away all nodes corresponding to the algebra 0 as well as the edges emanating from such nodes. The assumption that the greatest common divisor of $L_1, \ldots, L_d$ is 1 will imply that there are just finitely many such nodes. It will be clear from the proof how this pattern appears. We give some examples in the figures below.

We will show that the unique positive eigenvalue of the constant incidence matrix (the Frobenius eigenvalue) is $e^{\beta}$.

Before proving Theorem 4.2 and Remark 4.3, we look at some examples.

Figure 1 is the CAR-algebra of type $2^\infty$; see [38], [4], [27], [14] and [65].

Figure 2 is the AF-algebra with same dimension group as the rotation algebra $\mathcal{A}_\theta$ for $\theta = \frac{\sqrt{5} - 1}{2}$ = the golden ratio. Pimsner and Voiculescu [62] embedded $\mathcal{A}_\theta$ into this AF-algebra.

Figure 3 illustrates that the Bratteli diagram is more “slow” in stabilizing when the $L_i$-numbers are dispersed. Figures 4 and 5 illustrate how the multi-indices build up as the sizes of the matrix algebras increase going down the Bratteli diagram.
Figure 2. $d = 2$; $L_1 = 1, L_2 = 2; \beta = -\ln\left(\frac{\sqrt{5} - 1}{2}\right)$. Then the Bratteli diagram is given by the Fibonacci sequence. Detail on the right shows the multi-indices for each node in the top five rows.
Figure 3. \( d = 4 \); \( L = \{4, 4, 5, 8\} \); first matrix column = 
\[(0 \ 0 \ 0 \ 2 \ 1 \ 0 \ 0 \ 1)^T\); \( \beta = -\ln z \) where \( z = (-2 + \sqrt{100 + 12\sqrt{69}} + \\
\sqrt{100 - 12\sqrt{69}})/6 \approx 0.7549 \) solves \( 2x^4 + x^5 + x^8 = 1 \). (Actually \( z \) solves \( x^2 + x^3 = 1 \).) See the \( n = 5 \) case in Example 5.3.
Figure 4. $d = 2; L = \{2, 3\}$; first matrix column = $(0 \ 1 \ 1)^t$; 
$\beta = -\ln x$ where $x > 0$ solves $x^2 + x^3 = 1$. Detail on the right shows the multi-indices for each node in the top five rows. See the proof of Lemma 4.6.
Figure 5. $d = 3$; $L = \{2, 3, 5\}$; first matrix column = (0 1 1 0 1)$^T$; $\beta = -\ln x$ where $x > 0$ solves $x^2 + x^3 + x^5 = 1$. 

4. SUBALGEBRAS OF $\mathcal{O}_d$

$m = 0 \quad m = 1 \quad m = 2 \quad m = 4$

$n = 0 \quad 1$

$n = 1 \quad 1 \quad 1 \quad 1$

$n = 2 \quad 1 \quad 1 \quad 1$

$\vdots \quad 1 \quad 1 \quad 2 \quad 1$

$\vdots \quad 1 \quad 3 \quad 1 \quad 1 \quad 1$

$\vdots \quad 3 \quad 2 \quad 2 \quad 1 \quad 1$

$n = 5 \quad 2 \quad 5 \quad 4 \quad 1 \quad 3$

$n = 6 \quad 5 \quad 6 \quad 3 \quad 3 \quad 2$

$n = 7 \quad 6 \quad 8 \quad 8 \quad 2 \quad 5$

$n = 8 \quad 8 \quad 14 \quad 8 \quad 5 \quad 6$

$n = 14 \quad 14 \quad 16 \quad 13 \quad 6 \quad 8$

$n = 16 \quad 16 \quad 27 \quad 20 \quad 8 \quad 14$

$n = 27 \quad 27 \quad 36 \quad 24 \quad 14 \quad 16$

$n = 36 \quad 36 \quad 51 \quad 41 \quad 16 \quad 27$

$n = 51 \quad 51 \quad 77 \quad 52 \quad 27 \quad 36$
The significance of the choices of \( L_{1} \)-numbers will become more clear in Chapter 5 below where we study isomorphism invariants for the AF-algebras \( \mathfrak{A}_{L} \) in general.

Figure 4 represents \((0 1 1)\), the first of two AF-algebras which share Perron–Frobenius eigenvalue \( \lambda = e^{3} \) where \( a = e^{-3} \approx 0.7549 \) is the real root of \( x^{2} + x^{3} = 1 \). The other one, \((1 0 0 0 1)\), is obtained from \( x + x^{3} = 1 \), which has the same positive root \( a \). (See Remark 4.10 and Chapter 5 for more details on the Perron–Frobenius eigenvalue.) Yet these two AF-algebras are non-isomorphic, since their dimension groups have rank 3 and 5, respectively. (See Theorem 7.8.) They correspond to the pair of lattice points \((2,3)\), \((1,5)\) that is illustrated in Figure 18.

Figure 6 illustrates the procedure in the proof of Lemma 4.6, below.

Let \( \tau \) be the additive real character defined on the dimension group \( K_{0}(\mathfrak{A}_{L}) \) by the trace state, \([27]\). Figure 12 represents two examples with the same \( \ker(\tau) \) \((\cong \mathbb{Z}^{5})\), the same \( \tau(K_{0}) \) \((\cong \mathbb{Z} \left[ \frac{1}{3} \right])\) but still non-isomorphic AF-algebras, as they represent different elements of \( \text{Ext}(\mathbb{Z} \left[ \frac{1}{3} \right], \mathbb{Z}^{5}) \). (Details in Chapter 10.)

We will prove Theorem 4.2 and Remark 4.3 via a series of lemmas. First a definition:

**Definition 4.4.** A set \( \{e_{\alpha \gamma}\}_{\alpha, \gamma \in I} \) of elements of a \( C^{*}\)-algebra \( \mathfrak{A} \), doubly indexed by a finite set \( I \), is said to be a system of matrix units if

1. \( e_{\alpha \gamma} e_{\epsilon \eta} = \delta_{\gamma \epsilon} e_{\alpha \eta} \),
2. \( e_{\gamma \alpha} = e_{\alpha \gamma} \).

In that case, matrices \( (A_{\alpha \gamma})_{\alpha, \gamma \in I} \) over \( \mathbb{C} \) may be represented in \( \mathfrak{A} \) as follows:

\( (A_{\alpha \gamma}) \mapsto \sum_{\alpha} \sum_{\gamma} A_{\alpha \gamma} e_{\alpha \gamma} \).

Note that we do not assume that the projection \( \sum_{\alpha} e_{\alpha \alpha} \) is the identity of \( \mathfrak{A} \).

**Lemma 4.5.** Let \( L_{1}, L_{2}, \ldots, L_{d} \) be positive integers and let \( \sigma = \sigma^{L} \) be the associated automorphism group \( (4.5) \). Let \( B_{I} = \{s_{\alpha} s_{\gamma}^{*}\}_{\alpha, \gamma \in I} \) be a finite set of elements of \( \mathfrak{A}_{L} = \mathcal{O}_{\sigma}^{d} \). The doubly indexed set \( B_{I} \) is then a set of matrix units if and only if there is an \( n \in \mathbb{N} \) such that \( L(\alpha) = n \) for all \( \alpha \in I \).

**Proof.** Consider arbitrary multi-indices \( \alpha, \gamma, \xi, \xi \) built from \( \mathbb{Z}_{d} \). The product

\[
(s_{\alpha} s_{\gamma}^{*})(s_{\xi} s_{\eta}^{*})
\]

is nonzero only if either \( \gamma \) is of the form \( \gamma = (\xi \gamma) \), or \( \xi \) is of the form \( \xi = (\xi \xi') \). If each of the factors in \((4.15)\) is in \( \mathcal{O}_{\sigma}^{d} \), then \( L(\alpha) = L(\gamma) \) and \( L(\xi) = L(\eta) \). Recall that the grade of the first factor is \( L(\alpha) \), and that of the second is \( L(\xi) \). If the two factors have different grades, and if the product is nonzero, then \( \gamma \neq \phi \) or \( \xi \neq \xi' \).

In the first case, the product is \( s_{\alpha} s_{\gamma}^{*} s_{\eta}^{*} \), and in the second it is \( s_{\alpha} s_{\gamma}^{*} s_{\xi}^{*} \). In either case, if \( \gamma \neq \phi \) or \( \xi' \neq \phi \), the product of the two elements from \( B_{I} \) will be nonzero with \( \gamma \neq \xi' \), see \((4.15)\), so \( B \) will not then be a set of matrix units, i.e., condition (i) of Definition 4.4 will not hold. This proves the "only if" part of Lemma 4.5.

Conversely, if there exists an \( n \) such that \( L(\alpha) = n \) for all \( \alpha \in I \), then the case \( \gamma = (\xi \gamma) \) with \( \gamma ' \neq \phi \) is excluded since \( L(\xi \gamma) = L(\xi) + L(\gamma) \). For if \( L(\gamma) = L(\xi) = n \), then \( L(\gamma') = 0 \), and \( \gamma' = \phi \). The same argument also excludes \( \xi = (\xi \xi') \) with \( \xi' \neq \phi \). It follows that condition (i) of Definition 4.4 will be satisfied for \( e_{\alpha \gamma} = s_{\alpha} s_{\gamma}^{*} \) with \( I \) as an index set.

**Lemma 4.6.** Let \( d \in \mathbb{N} \) and let \( L_{1}, \ldots, L_{d} \) be positive integers. Define \( L(\alpha) = \sum_{j} \# j(\alpha) L_{j} \) on all finite multi-indices \( \alpha \) from \( \mathbb{Z}_{d} \) as in \((4.2)\). Define

\[
L^{-1}(n) = \{\alpha \mid L(\alpha) = n\}
\]
and put

\[(4.17) \quad E_n = \{ \gamma \mid \gamma = (\alpha i) \text{ where } L(\alpha) < n \text{ and } L(\alpha) + L_i > n \}.\]

Then

\[(4.18) \quad \sum_{\alpha \in L^{-1}(n)} s_\alpha s_\alpha^* + \sum_{\gamma \in E_n} s_\gamma s_\gamma^* = 1,\]

i.e., the projections in the family \(\{s_\alpha s_\alpha^* \mid \alpha \in L^{-1}(n)\}\) \(\cup\) \(\{s_\gamma s_\gamma^* \mid \gamma \in E_n\}\) are mutually orthogonal with sum 1.

**Proof.** Let us use the shorthand notation

\[(\alpha) = e_{\alpha \alpha} \quad (= s_\alpha s_\alpha^*).\]

It follows from the computations in the proof of Lemma 4.5 that, given two projections \((\alpha), (\gamma)\), then \((\alpha), (\gamma)\) are either mutually orthogonal, or one is contained in the other; and the latter case occurs in, and only in, the following two cases:

**Case 1.** \(\alpha = \gamma \alpha'.\) Then \((\alpha) \leq (\gamma).\) Or,

**Case 2.** \(\gamma = \alpha \gamma'.\) Then \((\gamma) \leq (\alpha)\) (with strict inequalities if and only if \(\alpha' \neq \phi, \gamma' \neq \phi\), respectively).

Using this, it follows easily from case-by-case considerations that the projections in the family

\[A_n := \{(\alpha) \mid \alpha \in L^{-1}(n) \cup E_n\}\]

are mutually orthogonal. For example, the projections \((\alpha), \alpha \in L^{-1}(n)\) are mutually orthogonal by Lemma 4.5, and if \(\alpha \in L^{-1}(n)\) and \(\gamma = (\delta i) \in E_n\) with \(L(\delta) < n, L(\delta + i) > n\), then both Case 1 and 2 are excluded, so \((\alpha) (\gamma) = 0\); and similarly, if \(\alpha = (\varepsilon j)\) and \(\gamma = (\delta i)\) are in \(E_n\), then \((\alpha) (\gamma) \neq 0\) implies \(\alpha = \gamma\). It remains to show that the projections in these two families add up to 1. If not, there would exist a multi-index \((\delta)\) such that \((\delta)\) is orthogonal to all projections in the two families. If then \(L(\delta) < n\), we could find a \(\delta'\) such that \(\delta\delta' \in L^{-1}(n)\) or \(\delta' \in E_n\), but since \((\delta) (\delta') = (\delta\delta') \neq 0\), this is impossible. If \(L(\delta) = n\), then \(\delta \in L^{-1}(n)\), which is impossible. If \(L(\delta) > n\), write \(\delta = (\delta_1\delta_2 \ldots \delta_k)\). If there exists an \(m < k\) such that \(\sum_{i=1}^{m} L_{\delta_i} = n\), then \((\delta) \leq ((\delta_1 \ldots \delta_m)),\) which is impossible; and, if not, there is an \(m\) with \(\sum_{i=1}^{m} L_{\delta_i} < n\) and \(\sum_{i=1}^{m+1} L_{\delta_i} > n\). But then \((\delta_1 \ldots \delta_{m+1}) \in E_n\), and \((\delta) \leq ((\delta_1 \ldots \delta_{m+1})),\) so this is equally impossible. Thus the projections in the two families add up to 1, and Lemma 4.6 is proved.

**Example 4.7.** The procedure in the proof of Lemma 4.6 may be illustrated graphically as follows: Let \(\alpha = (\alpha_1 \ldots \alpha_p) \in L^{-1}(n)\), and set

\[E_n(\alpha) = \{ \gamma \mid \exists q < p \text{ such that } \gamma = (\alpha_1 \ldots \alpha_q\gamma_{q+1}) \text{ and } L(\gamma) > n \} \]

For the example \(d = 3, L_1 = 1, L_2 = 2, L_3 = 4\), we have

\[E_4((1111)) = \{(1112), (1113), (113), (13)\};\]
\[E_4((121)) \setminus E_4((1111)) = \{(122), (123)\};\]
\[E_4((22)) \quad \text{contains a new element (23);}\]
\[E_4((211)) \quad \text{contains the rest, i.e., (212), (213).}\]
Figure 6. Illustration of procedure in proof of Lemma 4.6, with $d = 3, L = \{1, 2, 4\}$. Compare with Figure 7 and Example 4.7.
Figure 7. $d = 3$; $L = \{1, 2, 4\}$; first matrix column = \begin{pmatrix} 1 & 1 & 0 & 1 \end{pmatrix}$. Compare with Figure 6 and Example 4.7.
Figure 8. $L = \{2, 2, 3\}$; levels 1–4. Compare Figures 8, 9, and 10 with Figure 11.
Figure 9. $L = \{2, 2, 3\}$; levels 5–6.
Figure 10. $L = \{2, 2, 3\}$; level 7.
Figure 11. $d = 3; L = \{2, 2, 3\}$; first matrix column = $(0 \ 2 \ 1)^t$.
Compare with Figures 8, 9, and 10.
This is illustrated in Figure 6. Elements from $L^{-1}(4)$ have arrows coming from the left ending at dark bars, while elements from $E_d$ have arrows coming from the right ending at light bars. The points in $L^{-1}(4) \cup E_d$ together represent Cuntz algebra generators. The ordinary diagram for this $A_L$ is illustrated in Figure 7. Corresponding diagrams for $L_1 = L_2 = 2$, $L_3 = 3$ are shown in Figures 8, 9, 10, and 11.

**Proof of Theorem 4.2 and Remark 4.3.** Referring to Lemma 4.6, define

\[(4.19) \quad E_n(0) = L^{-1}(n)\]

and

\[(4.20) \quad E_n(m) = \{ \gamma \in E_n \mid L(\gamma) = n + m \}\]

for $m = 1, 2, \ldots, L_d - 1$; for greater $m$'s, $E_n(m)$ becomes the empty set. $E_n(m)$ may also be the empty set for some $m \in \{0, \ldots, L_d - 1\}$, but we will prove in a moment that if the greatest common divisor of $L_1, \ldots, L_d$ is 1, this only happens for finitely many pairs $(n, m)$. Now, define $A^{(n,m)}_d$ as the linear span of elements $e_{\alpha \gamma} = s_{\alpha} S_{\gamma}^*$ with $\alpha, \gamma \in E_n(m), m = 0, \ldots, L_d - 1$, with the convention that $A^{(n,m)}_d$ is empty if $E_n(m) = \emptyset$ and $A^{(n,0)}_d = C_1$, $A^{(0,m)}_d = 0$ for $m = 1, \ldots, L_d - 1$. It follows from Lemma 4.5 that each $A^{(n,m)}_d$ is a full $\#(E_n(m)) \times \#(E_n(m))$ matrix algebra, and that the units of $A^{(n,m)}_d$ are orthogonal and add up to 1 as $m$ runs over $0, 1, \ldots, L_d - 1$ for fixed $n$. Put

\[(4.21) \quad A_n = \bigoplus_{k=0}^{L_d-1} A^{(n,k)}_d.\]

If $L(\gamma) = n$, then

\[(4.22) \quad (\gamma) = \sum_{i=1}^{d} (\gamma_i)\]

and

\[(4.23) \quad \gamma_i \in E_{n+1}(L_i - 1), \quad i = 1, \ldots, d;\]

and hence $A^{(n,0)}_d$ is partially embedded in $A^{(n+1,m)}_d$ with multiplicity equal to the number of $k$'s such that $L_k - 1 = m$. We also have

\[(4.24) \quad E_{n+1}(m) \subseteq E_n(m + 1)\]

for $m = 0, 1, \ldots, L_k - 2$, and thus $A^{(n,m+1)}_d$ is embedded into $A^{(n+1,m)}_d$ with multiplicity 1 for $m = 0, 1, \ldots, L_k - 2$. It follows that $A_n$ is indeed an increasing sequence of finite-dimensional subalgebras, and in particular $A_n$ contains all monomials $s_{\alpha} S_{\gamma}^*$ in $A_L$ of grade $\leq n$. Thus $\bigcup A_n$ is dense in $A_L$, reestablishing that $A_L$ is an AF-algebra, and the description of the embedding $A_n \hookrightarrow A_{n+1}$ proves Remark 4.3. The remaining statements in Theorem 4.2 will be proved after Lemma 4.8, below.

By Proposition 3.1, the state defined on $O_d$ by \((4.13)\) is a $(\sigma, \beta)$-KMS state. Thus the restriction to $A_L = O_d^\sigma$ is a trace state. Now the embeddings $A_n \hookrightarrow A_{n+1}$
are given by a constant embedding matrix $J$: if, for example, $d = 4$, $L_1 = 1$, $L_2 = L_3 = 3$, $L_4 = 4$, then

$$J = \begin{pmatrix} 1 & 1 & 0 & 0 \\ 0 & 0 & 1 & 1 \\ 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \end{pmatrix}.$$ 

In general $J$ has the property that $J^n$ has strictly positive matrix elements for some positive $n$. This is in fact equivalent to the property that the numbers $L_1, \ldots, L_d$ have greatest common divisor 1, which may be seen as follows:

**Lemma 4.8.** Let $\mathcal{P}$ be the semigroup generated by $L_1, \ldots, L_d$:

$$(4.25) \quad \mathcal{P} = \left\{ \sum_{k=1}^d n_k L_k \mid n_k \in \mathbb{N} \cup \{0\} \right\}.$$ 

Then $\mathbb{N} \setminus \mathcal{P}$ is finite.

**Proof.** Since $L_1, \ldots, L_d$ have greatest common divisor 1, there are $n_k \in \mathbb{Z}$ such that

$$\sum_{k=1}^d n_k L_k = 1,$$

and hence there are $x_1, x_2 \in \mathcal{P}$ such that

$$x_1 = x_2 + 1.$$ 

Now, if ad absurdum $\mathbb{N} \setminus \mathcal{P}$ is infinite we may find arbitrarily large $y \in \mathbb{N} \setminus \mathcal{P}$, but then $y - x_1, y - x_2$ are not contained in $\mathcal{P}$; thus $y - x_1 - x_1, y - x_1 - x_2, y - x_2 - x_2$ are not in $\mathcal{P}$, etc., and thus we can find arbitrarily long sequences of the form $(x, z + 1, z + 2, \ldots, z + k)$ not in $\mathcal{P}$. But as $\mathcal{P}$ contains $NL_1$, this is impossible. Thus $\mathbb{N} \setminus \mathcal{P}$ is finite.

**End of proof of Theorem 4.2.** Since any node in the Bratteli diagram is connected to a node of the form $(n, 0)$ further down, and $(n, 0)$ is connected to all nodes $(n + m, 0)$ where $m \in \mathcal{P}$, it follows that all nodes in a row will be connected to all nodes in some row further down, which means that $J^n$ has strictly positive matrix elements for some $n \in \mathbb{N}$. Therefore $\mathfrak{A}_L$ is simple [4], and $\mathfrak{A}$ has a unique trace state [27, Theorem 6.1], [69]. This ends the proof of Theorem 4.2.

**Remark 4.9.** The semigroup $\mathcal{P}$ defined by (4.25) can be read off the diagram of $\mathfrak{A}_L$, as follows: $n \in \mathcal{P}$ if and only if the node $(n, 0)$ actually occurs in the diagram, i.e., if and only if $L^{-1}(n) \neq \emptyset$. To decide which $(n, m)$ actually occurs, start with the vector $(0, 0) = 1, (0, m) = 0, m = 1, \ldots, L_d - 1$, and apply the incidence matrix $J$. For example, in the example illustrated in Figure 3, with $L = \{4, 4, 5, 8\}$, we have $\mathcal{P} = \{4, 5, 8, 9, 10, 12, 13, 14\}$, while in the right-hand example in Figure 14, we have $\mathcal{P} = \{3, 6, 7, 9, 10, 12, 13, 14, \ldots\}$ (both $\mathcal{P}$'s continuing with no further gaps in the sequence).

**Remark 4.10.** The result on the unique trace state cited at the end of the proof above is actually related to the classical Perron–Frobenius theorem [37, 61, 35].
**Figure 12.** $d = 6; \ L = \{1,3,3,3,4,4\}$ (left), $L = \{2,2,2,3,4,4\}$ (right). These define non-isomorphic algebras (see Chapter 16).
If $v^{(n)}$ is the value of the trace state on the minimal projections in $\mathfrak{A}_m^{(n)} = \mathfrak{A}^{(n,m)}$, and $v^{(n)} = (v_0^{(n)}, \ldots, v_{L_d-1}^{(n)})$, then

$$v^{(n-1)} = v^{(n)} J,$$

provided $n$ is so large that the Bratteli diagram has stabilized, i.e., $\mathfrak{A}_m^{(n)} \neq \{0\}$ for $m = 0, 1, \ldots, L_d - 1$. Since the components of $v^{(n)}$ have to be nonnegative, the only solutions of (4.26) are such that each $v^{(n)}$ (for large $n$) is a multiple of the Perron–Frobenius eigenvector $v$ of $J$, i.e.,

$$v^{(n-1)} = v^{(n)} J,$$

provided $n$ is so large that the Bratteli diagram has stabilized, i.e., $\mathfrak{A}_m^{(n)} \neq \{0\}$ for $m = 0, 1, \ldots, L_d - 1$. Since the components of $v^{(n)}$ have to be nonnegative, the only solutions of (4.26) are such that each $v^{(n)}$ (for large $n$) is a multiple of the Perron–Frobenius eigenvector $v$ of $J$, i.e.,

$$v^{(n-1)} = v^{(n)} J,$$

provided $n$ is so large that the Bratteli diagram has stabilized, i.e., $\mathfrak{A}_m^{(n)} \neq \{0\}$ for $m = 0, 1, \ldots, L_d - 1$. Since the components of $v^{(n)}$ have to be nonnegative, the only solutions of (4.26) are such that each $v^{(n)}$ (for large $n$) is a multiple of the Perron–Frobenius eigenvector $v$ of $J$, i.e.,

$$v^{(n-1)} = v^{(n)} J,$$

provided $n$ is so large that the Bratteli diagram has stabilized, i.e., $\mathfrak{A}_m^{(n)} \neq \{0\}$ for $m = 0, 1, \ldots, L_d - 1$. Since the components of $v^{(n)}$ have to be nonnegative, the only solutions of (4.26) are such that each $v^{(n)}$ (for large $n$) is a multiple of the Perron–Frobenius eigenvector $v$ of $J$, i.e.,

$$v^{(n-1)} = v^{(n)} J,$$

provided $n$ is so large that the Bratteli diagram has stabilized, i.e., $\mathfrak{A}_m^{(n)} \neq \{0\}$ for $m = 0, 1, \ldots, L_d - 1$. Since the components of $v^{(n)}$ have to be nonnegative, the only solutions of (4.26) are such that each $v^{(n)}$ (for large $n$) is a multiple of the Perron–Frobenius eigenvector $v$ of $J$, i.e.,

$$v^{(n-1)} = v^{(n)} J,$$

provided $n$ is so large that the Bratteli diagram has stabilized, i.e., $\mathfrak{A}_m^{(n)} \neq \{0\}$ for $m = 0, 1, \ldots, L_d - 1$. Since the components of $v^{(n)}$ have to be nonnegative, the only solutions of (4.26) are such that each $v^{(n)}$ (for large $n$) is a multiple of the Perron–Frobenius eigenvector $v$ of $J$, i.e.,

$$v^{(n-1)} = v^{(n)} J.$$
Let $m_j = i_j - i_{j-1}$ be the multiplicities. Then, after stabilization, the partial embedding of $\mathfrak{A}_0^{(n-1)}$ into the factors $\mathfrak{A}_m^{(n)}$, $m = 0, \ldots, L_d - 1$, are given by the diagram in (4.29) below (illustrated in the case $L_1 = 1$):

\begin{equation}
M_1 \quad M_2 \quad M_3 \quad \cdots \quad M_k
\end{equation}

$m_1$ lines $m_2$ lines $m_3$ lines $m_k$ lines.

Then $J^{-1}$ is given by the matrix

\begin{equation}
J^{-1} = \begin{pmatrix}
0 & 0 & 0 & 0 & \cdots & \cdots & 0 & 0 & \frac{1}{m_k} \\
1 & 0 & 0 & 0 & \cdots & \cdots & 0 & 0 & -\frac{m_1}{m_k} \\
0 & 1 & 0 & 0 & \cdots & \cdots & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & \cdots & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & \cdots & \cdots & 0 & 0 & -\frac{m_2}{m_k} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \ddots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \ddots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \cdots & 0 & 1 & 0 & 0
\end{pmatrix}
\end{equation}

(4.30)

The characteristic polynomial for the corresponding inverse $J^{-1}$ is proportional to

\begin{equation}
p_m(x) = m_kx^{M_k} + m_{k-1}x^{M_{k-1}} + \cdots + m_1x^{M_1} - 1
\end{equation}

Since $\sum_{i=1}^k m_i e^{-\beta M_i} = 1$, we see that $x = e^{-\beta}$ is the unique positive root for this polynomial. Thus $e^\beta$ is the Perron–Frobenius eigenvalue for $J$.

**Remark 4.11.** Note that the implications (i) $\iff$ (ii) $\iff$ (iii) in Proposition 4.1 remain true even if $L_1, \ldots, L_d$ are not integers, by essentially the same proof. This is because the action $\alpha_i^{(L)}$ defined by (4.1) is almost periodic in all cases, and hence $\mathfrak{A}_L$ is the closure of the linear span of $s_\alpha s_i^*$ with $L(\alpha) = L(\gamma)$ even in the general case, using (4.5) and the definition

\[ L(\alpha) = \sum_{m=1}^k L_{\alpha_m}. \]
4. SUBALGEBRAS OF $O_d$

It is no longer true that (i) $\Rightarrow$ (ii). Take for example $d = 2$ and $L_1, L_2$ rationally independent irrational numbers of opposite sign. Then $\mathfrak{L}_L$ is the GICAR algebra [24].
Part B

Numerical AF-Invariants
CHAPTER 5

The dimension group of \( \mathfrak{A}_L \)

In this chapter and the following ones we will construct isomorphism invariants for \( \mathfrak{A}_L \) and try to classify the \( \mathfrak{A}_L \). It is known that there exists a complete isomorphism invariant for AF-algebras \( \mathfrak{A} \), namely the dimension group. In the case that \( \mathfrak{A} \) has a unit this is the triple \( (K_0(\mathfrak{A}), K_0(\mathfrak{A})_+, [1]) \) where \( K_0(\mathfrak{A}) \) is an abelian group, \( K_0(\mathfrak{A})_+ \) are the positive elements of \( K_0(\mathfrak{A}) \) relative to an order making \( K_0(\mathfrak{A}) \) into a Riesz ordered group without perforation, and \([1]\) is the class of the identity in \( K_0(\mathfrak{A}) \) (if \( \mathfrak{A} \) is nonunital, replace \([1]\) by the hereditary subset \{[p] | p projection in \( \mathfrak{A} \)\} of \( K_0(\mathfrak{A})_+ \)). See [27] for details on this and the following statements. (Connections to ergodic theory are also described in [72], [71].) Let us now specialize to the case that \( \mathfrak{A} \) is given by a constant \( N \times N \) incidence matrix \( J \) (with nonnegative integer entries) which is primitive, i.e., \( J^n \) has only positive entries for some \( n \in \mathbb{N} \). Then \( \mathfrak{A} \) is simple with a unique trace state \( \tau \). In the case that \( K_0(\mathfrak{A}) \cong \mathbb{Z}^N \), this class of AF-algebras (or rather dimension groups) has been characterized intrinsically in [41, Theorems 3.3 and 4.1]. In general when \( J \) is an \( n \times n = L_d \times L_d \) matrix with nonnegative entries, the dimension group is the inductive limit

\[
\mathbb{Z}^N \xrightarrow{J} \mathbb{Z}^N \xrightarrow{J} \mathbb{Z}^N \xrightarrow{J} \cdots
\]

with order generated by the order defined by

\[
(m_1, \ldots, m_N) \geq 0 \iff m_i \geq 0 \quad \text{on } \mathbb{Z}^N.
\]

This group can be computed explicitly as a subgroup of \( \mathbb{R}^N \) as follows when \( \det(J) \neq 0 \) (as is in our case): Put

\[
G_m = J^{-m} \left( \mathbb{Z}^N \right), \quad m = 0, 1, \ldots,
\]

and equip \( G_m \) with the order

\[
G_m^+ = J^{-m} \left( \left( \mathbb{Z}^N \right)^+ \right).
\]

Then

\[
G_0 \subseteq G_1 \subseteq G_2 \subseteq \cdots,
\]

and

\[
K_0(\mathfrak{A}_L) = \bigcup_m G_m,
\]

a subgroup of \( \mathbb{R}^N \) (containing \( \mathbb{Z}^N \)), with order defined by

\[
g \geq 0 \quad \text{if } g \geq 0 \text{ in some } G_m.
\]
The action of the trace state $\tau$ on $K_0(\mathfrak{A}_L)$ may be computed as follows: If $\lambda$ is the Frobenius eigenvalue of $J$, and $\alpha = (\alpha_1, \ldots, \alpha_N)$ is a corresponding eigenvector in the sense

$$\alpha J = \lambda \alpha$$

(i.e., $J^t \alpha^t = \lambda \alpha^t$, see [27, pp. 33–37]), then if $\alpha$ is suitably normalized (by multiplying with a positive factor), the trace applied to something at the $m$th stage of

$$g \begin{array}{c} 1 \\ 2 \\ 3 \\ \vdots \\ m \end{array}$$

is

$$\tau(g) = \lambda^{-m-1} \langle \alpha \mid g \rangle,$$

where $\langle \cdot \mid \cdot \rangle$ here denotes the usual inner product in $\mathbb{R}^N$, i.e., $\langle \alpha \mid g \rangle = \sum_{i=1}^N \alpha_i g_i$. Taking $\alpha$ as the Frobenius eigenvector in (5.10) makes the ansatz well defined: if $g \in G_m \subseteq G_{m+1}$, then

$$\lambda^{-m-1} \langle \alpha \mid g \rangle = \lambda^{-m-1} \langle \alpha \mid Jg \rangle.$$

Thus $\tau$ is an additive character on $K_0(\mathfrak{A}_L)$, and up to normalization the unique positive such. If we identify $[1]_0$ with $(1, 0, 0, \ldots)$ in the first $\mathbb{Z}^N$, the normalization of $\alpha$ is $\alpha_1 = 1$.

Elements of the kernel of the additive real-valued character $\tau$ on $K_0(\mathfrak{A})$ are called infinitesimal elements. Thus $K_0(\mathfrak{A})$ is an extension of $\tau(K_0(\mathfrak{A}))$ by the kernel of $\tau$. But in general it is not the trivial extension, i.e.,

$$K_0(\mathfrak{A}_L) \not\cong \tau(K_0(\mathfrak{A}_L)) \oplus \text{(kernel of } \tau),$$

which complicates classification; see Chapter 10.

Suppose we calculate the groups $\tau(K_0(\mathfrak{A}_L))$ and $\ker(\tau_L)$ for a specific pair, given by $L$ and $L'$, say. Then if one of the two groups $\tau(K_0(\mathfrak{A}_L))$ or $\ker(\tau_L)$ is different for $L$ and for $L'$, the AF-algebras $\mathfrak{A}_L$ and $\mathfrak{A}_{L'}$ are non-isomorphic. We show, however, in Chapter 10 that the AF-algebras can be non-isomorphic even if the two groups agree for $L$ and $L'$.

It can then be shown that the range of the trace on projections is $\tau(K_0(\mathfrak{A}_L)) \cap [0, 1]$.

When $K_0(\mathfrak{A}_L)$ is given concretely in $\mathbb{R}^N$ as above, the trace can be computed as

$$\tau(g) = \langle \alpha \mid g \rangle,$$

where $g \in m$th term $\mathbb{Z}^N$ is identified with its image $J^{-m-1}g$ in $\mathbb{R}^N$; and the positive cone in $K_0(\mathfrak{A}_L) \subseteq \mathbb{R}^N$ identifies with those $g$ such that $\tau(g) > 0$, or $g = 0$.

Let us now specialize to the case that $J = J_L$ has the special form we are interested in. So assume that $1 \leq L_1 \leq L_2 \leq \cdots \leq L_d$, that the greatest common divisor of $L_1, \ldots, L_d$ is 1, and put

$$\{L_1, \ldots, L_d\} = \left\{ \frac{M_1}{m_1}, \ldots, \frac{M_k}{m_k} \right\},$$

where
where $m_i$ is the multiplicity of $M_i$. Put

\begin{equation}
N = M_k = L_d.
\end{equation}

Then the incidence matrix $J$ is

\begin{equation}
J = \begin{pmatrix}
1 & 0 & 1 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & 1 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 1 & 0 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & 0 & 0
\end{pmatrix}
\end{equation}

Let $x = e^{-\beta}$ be the unique solution in $(0,1)$ of

\begin{equation}
1 - \sum_i m_i x^{M_i} = 0.
\end{equation}

If

\begin{equation}
\alpha = \left(1, e^{-\beta}, e^{-2\beta}, \ldots, e^{-(N-1)\beta}\right),
\end{equation}

then $\alpha$ is the left Frobenius eigenvector

\begin{equation}
\alpha J = e^\beta \alpha.
\end{equation}

As explained before, we have the identification

\begin{equation}
K_0(\mathbb{R}_L) = \bigcup_{n=0}^{\infty} J^{-n}\mathbb{Z}^N \quad (\subseteq \mathbb{R}^N)
\end{equation}

with the trace functional

\begin{equation}
\tau(y) = (\alpha | y), \quad y \in \bigcup_{n=0}^{\infty} J^{-n}\mathbb{Z}^N.
\end{equation}

Using

\begin{equation}
(\alpha | J^{-n}k) = e^{-n\beta} (\alpha | k) = e^{-n\beta} \sum_{i=1}^{N} k_i e^{-\beta(i-1)}
\end{equation}
for \( k \in \mathbb{Z}^N, n \in \mathbb{N} \), together with the fact that the range of the trace is a subgroup of the additive group \( \mathbb{R} \), it is clear that the range of the trace is \( \mathbb{Z} \left\{ x^{-\beta} \right\} \), i.e.,

(5.22) \[ \tau ( K_0 ( \mathcal{A}_L ) ) = \mathbb{Z} \left\{ x^{-\beta} \right\}, \]

and, furthermore, from [27],

(5.23) \[ \tau ( \{ p \mid p \text{ projection in } \mathcal{A}_L \} ) = \mathbb{Z} \left\{ x^{-\beta} \right\} \cap [0, 1]. \]

Now, if \( m = (m_1, \ldots, m_N) \) is an element of the \( k \)'th group

(5.24) \[ \mathbb{Z}^N \xrightarrow{J} \mathbb{Z}^N \xrightarrow{J} \mathbb{Z}^N \xrightarrow{J} \cdots \]

and \( m \) is an infinitesimal element then \( (\alpha | m) = 0 \), i.e.,

(5.25) \[ \sum_{i=1}^{N} m_i (e^{-\beta})^{i-1} = 0 \]

(where we include zero terms!). This sum \( \sum_{i=1}^{N} m_i x^{i-1} \) is a multiple of the minimal polynomial \( p^\beta (x) \) having \( e^{-\beta} \) as a root. If this minimal polynomial happens to be \( 1 - \sum_{i} m_i x^{Mi} \), which has degree \( N \), then there are no nontrivial infinitesimal elements, and

(5.26) \[ K_0 (G) \cong \mathbb{Z} \left\{ x^{-\beta} \right\}. \]

If \( p_\beta \) has degree \( \deg (p_\beta) < N \), it follows that

(5.27) \[ \sum_{i=1}^{N} m_i x^{i-1} = p(x) \cdot (\text{arbitrary polynomial of degree } \leq (N - 1) \cdot \deg p_\beta). \]

It follows that the group of infinitesimal elements of the \( m \)'th group \( \mathbb{Z}^N \) is isomorphic to

(5.28) \[ \mathbb{Z}^N \cdot \deg p_\beta, \]

and as \( J \) maps these groups into each other, we obtain the infinitesimal elements as an inductive limit

(5.29) \[ \mathbb{Z}^N \cdot \deg p_\beta \xrightarrow{J} \mathbb{Z}^N \cdot \deg p_\beta \xrightarrow{J_0} \cdots, \]

where \( J_0 \) is a restriction of \( J \), so \( J_0 \) is an injective matrix with integer entries, but the entries are no longer necessarily positive, as we see in the examples. See Chapter 7 for more details on \( J_0 \).

In conclusion, the complete invariant

(5.30) \[ (K_0 (\mathcal{A}_L), K_0 (\mathcal{A}_L)_+, [\mathbb{1}]) \]

of the algebras \( \mathcal{A}_L \) defines an extension

(5.31) \[ 0 \longrightarrow \ker (\tau) \overset{\cdot 1}{\longrightarrow} K_0 (\mathcal{A}_L) \overset{\tau}{\longrightarrow} \mathbb{Z} \left\{ x^{-\beta} \right\} \longrightarrow 0 \]

together with an element \([\mathbb{1}]\) of \( K_0 (\mathcal{A}_L) \) such that

(5.32) \[ \tau ([\mathbb{1}]) = 1. \]

See Chapter 10 for more details on these extensions. Concretely, \( K_0 (\mathcal{A}_L) \) is the subgroup (5.19) of \( \mathbb{R}^N \), \( \tau \) is given by (5.20) and (5.17) and

(5.33) \[ [\mathbb{1}] = (1, 0, 0, \ldots, 0) \]
and

\[ K_0(\mathfrak{A}_L)_+ = \{0\} \cup \{ v \in K_0(\mathfrak{A}_L) \mid \langle \alpha \mid v \rangle > 0 \} \].

Note in passing that if \( G \) is any countable abelian group which is an extension

\[ 0 \rightarrow G_0 \leftarrow G \rightarrow Z[a] \rightarrow 0 \]

where \( G_0 \) is a torsion-free abelian group and \( a \) is a real number, and \( Z[a] \) is equipped with the order coming from \( Z[a] \subseteq \mathbb{R} \), and if \( G \) is equipped with the order \( g > 0 \) if and only if \( \tau(g) > 0 \), then \( G \) is unperforated and has the Riesz interpolation property, so \( G \) is the dimension group of an AF-algebra by Effros–Handelman–Shen’s theorem [28], [24].

Another way of describing \((K_0(\mathfrak{A}_L), K_0(\mathfrak{A}_L)_+, [1])\) which will be quite useful in the sequel is the following: Let \( p_L(x) \) be \( |\det J| \) times the characteristic polynomial of \( J^{-1} \), see (4.31), (5.16), (5.48), and let \( a = e^{-\beta} \) be the positive real root of this polynomial (i.e., \( 1/\alpha \) is the Perron–Frobenius eigenvalue of \( J \)). Then

\[ K_0(\mathfrak{A}_L) \cong Z[x]/(p_L) \]

as additive groups, and the order on \( K_0(\mathfrak{A}_L) \) is given by that \( p + Z[x]p_L(x) > 0 \) if and only if

\[ p(a) > 0 \]

(this condition is well defined since \( p_L(a) = 0 \)). The element \([1] \) corresponds to \( 1 + Z[x]p_L(x) \) by this isomorphism. Application of \( J^{-1} \) on \( K_0(\mathfrak{A}_L) \) (which is well defined by (5.19)) corresponds to multiplication by \( x \), i.e.,

\[ J^{-1}(p(x) + Z[x]p_L(x)) = xp(x) + Z[x]p_L(x) \]

where the left-hand polynomial is identified with its representative in \( K_0(\mathfrak{A}_L) \) given as in (5.38), below. The isomorphism between the concrete realization of \( K_0(\mathfrak{A}_L) \) in (5.19) and \( Z[x]/(p_L) \) is thus given by

\[ (a_0, \ldots, a_{N-1}) \rightarrow a_0 + a_1x + \cdots + a_{N-1}x^{N-1} \mod p_L(x) \]

and using this and (5.21) the statements above follow immediately. Note also that in this picture

\[ \ker \tau = Z[x]/(p_x(x) \mod (p_L(x))) \]

where \( p_x \in Z[x] \) is the minimal polynomial of \( a \), which is a factor of \( p_L \). Factorizing

\[ p_L(x) = p_x(x)p_0(x) \]

we thus have

\[ \ker \tau \cong Z[x]/(p_0(x)) \].

This viewpoint will be important in Chapter 7 and later chapters.

One connection between the cone (5.2) and that of (5.34) can be made by the use of [36, Lemma 2], which shows that a given element \( g \) of \( K_0(\mathfrak{A}_L) = \bigcup_{k \geq 0} J^{-k}Z^N \) satisfies \( \tau(g) > 0 \) if and only if there are \( k \in \{0, 1, 2, \ldots \} \), \( n = (n_1, \ldots, n_N) \in Z^N \), such that \( n_1 > 0 \), and \( v \in \ker(\tau) \) such that

\[ g = v + J^{-k}n. \]

In applications, this “concrete” realization of \((K_0(\mathfrak{A}_L), K_0(\mathfrak{A}_L)_+, [1])\) is often nevertheless not concrete enough to decide isomorphism and non-isomorphism of
the algebras $\mathfrak{A}_L$, but there is a simple sufficient condition for isomorphism, namely equality:

**Corollary 5.1.** Let $1 \leq L_1 \leq \cdots \leq L_d$ and $1 \leq L'_1 \leq \cdots \leq L'_d$ be two sets of integers, each with greatest common divisor 1. Assume

\begin{equation}
1 - \sum_{i} x_{L_i} = 0 \quad \text{and} \quad 1 - \sum_{i} y_{L'_i} = 0 \quad \text{are the same, i.e., } x = y;
\end{equation}

and

\begin{equation}
L_d = L'_d (\quad = N) \quad \text{and} \quad \bigcup_{n=0}^{\infty} J^{-n}_L (\mathbb{Z}^N) = \bigcup_{n=0}^{\infty} J^{-n}_{L'} (\mathbb{Z}^N).
\end{equation}

It follows that $\mathfrak{A}_L$ and $\mathfrak{A}_{L'}$ are isomorphic $C^*$-algebras.

**Proof.** By condition (5.42) and (5.16)–(5.18) the Perron–Frobenius eigenvalue $e^\theta$ and the normalized left Perron–Frobenius eigenvector $\alpha$ are the same for $J_L$ and $J_{L'}$. But (5.40) states that $K_0 (\mathfrak{A}_L)$ and $K_0 (\mathfrak{A}_{L'})$ are the same subgroup of $\mathbb{Q}^N$, and by (5.34) the positive cones are the same. By (5.33), $[1]$ is represented by the same element of the two cases, and thus the complete invariants (5.30) are the same. Thus $\mathfrak{A}_L$ and $\mathfrak{A}_{L'}$ are isomorphic $C^*$-algebras. \hfill \Box

Still we will see in the examples that the computation of $\bigcup_{n=0}^{\infty} J^{-n}_L (\mathbb{Z}^N)$ is not so simple in general. But there is one simple special case, namely when $m_k = 1$ in (5.15), i.e., $|\det (J_L)| = 1$. Then $J^{-1}_L$ is a matrix with integer entries, so $J_L : \mathbb{Z}^N \to \mathbb{Z}^N$ is bijective and hence

\begin{equation}
K_0 (\mathfrak{A}_L) = \mathbb{Z}^N
\end{equation}

by (5.19). It follows immediately from Corollary 5.1 that

**Corollary 5.2.** Let $1 \leq L_1 \leq \cdots \leq L_d$ and $1 \leq L'_1 \leq \cdots \leq L'_d$ be two sets of integers, each with greatest common divisor 1. Assume

\begin{equation}
1 - \sum_{i} x_{L_i} = 0 \quad \text{and} \quad 1 - \sum_{i} y_{L'_i} = 0 \quad \text{are the same, i.e., } x = y;
\end{equation}

and

\begin{equation}
L_d = L'_d \quad \text{and} \quad L_{d-1} < L_d \quad \text{and} \quad L'_{d-1} < L'_d \quad (\text{i.e., the matrices } J_L \quad \text{and} \quad J_{L'} \quad \text{have the same rank, and the lower left matrix element is 1}).
\end{equation}

It follows that $\mathfrak{A}_L$ and $\mathfrak{A}_{L'}$ are isomorphic $C^*$-algebras.

**Proof.** In this case $|\det J_L| = |\det J_{L'}| = 1$ so $K_0 (\mathfrak{A}_L) = K_0 (\mathfrak{A}_{L'}) = \mathbb{Z}^N$ and the result follows from Corollary 5.1. \hfill \Box

In general we will see in the examples that the algebras $\mathfrak{A}_L$ for different $L$'s are "almost never" isomorphic. However, Corollary 5.2 may be used to make some isomorphic tuples:
Example 5.3. It is convenient from here and henceforth to write $J$ in the form

$$J = \begin{pmatrix}
m_1 & 0 & \cdots & 0 & 0 \\
m_2 & 0 & \cdots & 0 & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
m_{N-2} & 0 & \cdots & 0 & 1 \\
m_{N-1} & 0 & 0 & \cdots & 0 \\
m_N & 0 & 0 & \cdots & 0
\end{pmatrix},$$

(5.47)

instead of (5.15), and then equation (5.16) becomes

$$p_L(x) = \sum_{j=1}^{N} m_j x^j - 1 = 0.$$  

(5.48)

As noted in (4.30)–(4.31) this equation is $m_N$ times the characteristic equation of

$$J^{-1} = \begin{pmatrix}
0 & 0 & \cdots & 0 & \frac{1}{m_N} \\
1 & 0 & \cdots & 0 & -\frac{m_1}{m_N} \\
0 & 1 & \cdots & 0 & -\frac{m_2}{m_N} \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & 1 & -\frac{m_{N-2}}{m_N} \\
0 & 0 & \cdots & 0 & 1 - \frac{m_{N-1}}{m_N}
\end{pmatrix}$$

(5.49)

The condition in Corollary 5.2 is that $m_N = 1$, i.e., the polynomial (5.48) should be monic. Now it follows from Corollary 5.2 that two monic polynomials of the form (5.48) give rise to isomorphic algebras if they have the same degree $N$ and the root in $(0,1)$ is the same for the two polynomials (under the overall condition gcd $(\{i \mid m_i \neq 0\}) = 1$). (This is no longer true if the polynomials are not monic; see, e.g., the examples in Chapters 16 and 17.) To generate polynomials of the form (5.48) with the same root, one may start with a fixed polynomial of the required form, e.g.,

$$p_0(x) = x^3 + x^2 - 1,$$

and then multiply $p_0(x)$ with a polynomial

$$q(x) = x^n + k_{n-1} x^{n-1} + k_{n-2} x^{n-2} + \cdots + k_1 x + 1.$$  

Choose the coefficients $k_1, \ldots, k_{n-1}$ as integers such that $m_j \geq 0$ for all $j$ in

$$p_0(x) q(x) = x^{n+3} + \sum_{j=1}^{n+2} m_j x^j - 1.$$
This procedure, applied to \( n = 2, 3, 4, 5 \), gives the following values for the possible first column

\[
\begin{pmatrix}
m_1 \\
\vdots \\
m_{n+3}
\end{pmatrix} =
\begin{pmatrix}
m_1 \\
\vdots \\
m_N \\
1
\end{pmatrix} =
\begin{pmatrix}
m_1 \\
\vdots \\
m_{N-1} \\
1
\end{pmatrix}
\]

of the incidence matrix \( J \):

\( n = 2 \): Two isomorphic algebras:

\[
\begin{pmatrix}
1 & 0 \\
0 & 0 \\
0 & 1 \\
0 & 1 \\
1 & 1
\end{pmatrix}
\]

\( n = 3 \): Two isomorphic algebras:

\[
\begin{pmatrix}
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 1 & 1 \\
0 & 2 & 1 \\
1 & 1 & 1
\end{pmatrix}
\]

\( n = 4 \): Three isomorphic algebras, which are subalgebras of \( \mathcal{O}_5, \mathcal{O}_4, \mathcal{O}_3 \), respectively:

\[
\begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 2 \\
0 & 0 & 0 & 0 \\
2 & 1 & 0 & 0 \\
1 & 1 & 1 & 1
\end{pmatrix}
\]

See Figure 14.

\( n = 5 \): There are \( 6 + 1 \) possibilities to begin with,

\[
\begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 2 & 1 & 0 & 0 \\
2 & 1 & 1 & 0 & 0 \\
1 & 1 & 1 & 1 & 1
\end{pmatrix}
\]

but in the last example \( \gcd(L) = 2 \), so this falls outside our scope. The remaining 6 vectors give rise to isomorphic subalgebras of \( \mathcal{O}_d \) with \( d = 6, 5, 4, 4, 3, 4 \), respectively. Note that this shows that \( d \) is not an invariant. The next-to-last example is illustrated in Figure 3.
Figure 14. $L = \{5, 5, 6, 6, 7\}$ (top left), $\{3, 5, 6, 7\}$ (bottom left), and $\{3, 3, 7\}$ (right), illustrating the $n = 4$ case in Example 5.3. These represent isomorphic algebras.
Remark 5.4. The isomorphism of the algebras $\mathfrak{A}_L$ and $\mathfrak{A}_{L'}$ established in Example 5.3 for various pairs $L, L'$ was arrived at in a quite roundabout way. In general it follows from [4, Theorem 2.7] that $\mathfrak{A}_L$ and $\mathfrak{A}_{L'}$ are stably isomorphic if and only if there exist natural numbers $k_1, k_2, k_3, \ldots, l_1, l_2, l_3, \ldots$, and matrices $A_1, A_2, \ldots, B_1, B_2, \ldots$ with nonnegative integer matrix elements such that the following diagram commutes:

\[
\begin{array}{c}
  \bullet \\
  \downarrow \quad J^1_L \\
  \bullet \\
  \downarrow \quad k \\
  \bullet \\
  \downarrow \quad J^2_L \\
  \bullet \\
  \downarrow \quad \downarrow \quad J^3_L \\
  \bullet \\
  \downarrow \quad \downarrow \quad \downarrow \quad \downarrow \quad \downarrow \quad \downarrow \quad \downarrow \\
  B_1 \\
  \downarrow \quad \downarrow \quad J^1_{L'} \\
  B_2 \\
  \downarrow \quad \downarrow \quad \downarrow \quad \downarrow \quad \downarrow \quad \downarrow \\
  B_3 \\
  \downarrow \quad \downarrow \quad \downarrow \quad \downarrow \quad \downarrow \quad \downarrow \\
  \vdots
\end{array}
\]

\[\text{(5.50)}\]

This means that

\[
\begin{align*}
J^1_L &= B_1 A_i, \\
J^j_L &= A_{i+1} B_i
\end{align*}
\]

for $i = 1, 2, \ldots$. There are examples showing that the sequences $A, B, k, l$ cannot always be taken to be constant when they exist [10]. In our case, when the $J_L$'s are nonsingular, the existence of constant sequences would entail that $J_L$ and $J_{L'}$ have the same dimension, and $J^j_L$ be conjugate to $J^j_{L'}$. Note in this connection that
$J_L$ is conjugate to $J_{L'}$ if and only if $L = L'$, because the characteristic polynomial of $J_L$ completely determines $L = (L_1, \ldots, L_d)$, as we have seen.

In the covariant version of this isomorphism problem, it is known from a theorem by Krieger that the sequences can be taken to be constant. Let $G(L)$ be the dimension group associated to $L$, and $(\sigma_L)_+$ the automorphism of $G(L)$ determined by $J_L$. Let now $\mathfrak{B}_L = \mathfrak{B}_L \otimes \mathcal{K}(\ell^2)$ be the stable AF-algebra associated to $G(L)$, and $\sigma_L$ an automorphism of $\mathfrak{B}_L$ such that the corresponding automorphism of $G(L)$ is $(\sigma_L)_+$. Then Krieger’s theorem [50] says that $(G(L), (\sigma_L)_+)$ is isomorphic to $(G(L'), (\sigma_{L'})_+)$ if and only if there is a $k \in \mathbb{N}$ and nonnegative rectangular matrices $A, B$ such that

$$AJ_L = J_{L'}A,$$
$$BJ_L = J_{L'}B,$$
$$AB = J_k^k,$$
$$BA = J_{k'}^k.$$

(5.52)

If also $N > 1$, it was proved recently in [12] that this is also equivalent to outer conjugacy of $\sigma_L$ and $\sigma_{L'}$. All these results were proved in the more general setting of constant incidence matrices. In the $J_L$ case, the conditions simply mean $L = L'$. In fact, the third condition in (5.52) implies that both $A$ and $B$ are nonsingular. Hence, the first condition reads $J_{L'} = AJ_LA^{-1}$, and we conclude that $J_L$ and $J_{L'}$ have the same characteristic polynomial. Since the coefficients in the characteristic polynomial of $J_L$ are the numbers in the first column of $J_L$, it follows that $J_L = J_{L'}$ as claimed. (See also (11.1)–(11.2) for more details.)

Note that the Williams conjecture discussed at the end of Chapter 6 in [27] has been settled in the negative in [47].

Let us end this chapter by mentioning another corollary of results in [12], which classifies the actions $\sigma^{(L)}$ of $T$ on $O_d$ defined by (4.1):

**Corollary 5.5.** Let $1 \leq L_1 \leq \cdots \leq L_d$ and $1 \leq L'_1 \leq \cdots \leq L'_d$ be two sets of integers, each with greatest common divisor 1. The following conditions are equivalent.

(i) The automorphism $\sigma_L$ of $\mathfrak{B}_L \otimes \mathcal{K}(\ell^2)$ defined prior to (5.52) is outer conjugate to $\sigma_{L'}$.

(ii) $(G(L), (\sigma_L)_+)$ is isomorphic to $(G(L'), (\sigma_{L'})_+)$.

(iii) The action $\sigma^{(L)}$ of $T$ on $O_d$ defined by (4.1) is outer conjugate to the action $\sigma^{(L')}$.

(iv) $\sigma^{(L)}$ and $\sigma^{(L')}$ are conjugate actions of $T$.

(v) $L = L'$.

**Proof.** We already noted above that (i) $\iff$ (ii) is [12, Corollary 1.5]. But (ii) $\iff$ (iv) follows from [12, Corollary 4.1]. The implication (iii) $\implies$ (ii) follows by noting that the stabilization of the dual actions of $\sigma^{(L)}$, $\sigma^{(L')}$ is outer conjugate to $\sigma_L$, $\sigma_{L'}$ by Takai duality. The only remaining nontrivial implication is (ii) $\implies$ (v); as noted in [10], the relations (5.52) imply that $J_L$ and $J_{L'}$ are similar, and thus have the same characteristic polynomial. But by (10.10), the characteristic polynomial determines $J_L$ and thus $L$ uniquely. Thus (ii) $\implies$ (v).
Remark 5.6. The equivalence relation of Bratteli diagrams referred to in the second paragraph in the Introduction can be described as follows: The diagram itself can be described as a sequence of incidence matrices

\[(5.53) \quad J_1, J_2, J_3, J_4, \ldots.\]

These are (not necessarily square) matrices with integer nonnegative matrix units such that the number of columns in \(J_{n+1}\) is equal to the number of rows in \(J_n\). One way of obtaining an equivalent diagram is then to remove rows from the diagram and connect the remaining vertices by edges with multiplicity given by the number of ways one can go from the upper vertex to the lower along the original diagram. In terms of incidence matrices, one picks an increasing sequence \(1 \leq n_1 < n_2 < n_3\) of integers, and replaces the sequence (5.53) by

\[(5.54) \quad J_{n_2-1}J_{n_2-2}\cdots J_{n_1}, \quad J_{n_3-1}J_{n_3-2}\cdots J_{n_2}, \quad \ldots.\]

The equivalence relation is then simply the equivalence relation on sequences of incidence matrices generated by this relation. One has to apply the relation or its inverse four times to go from one diagram to another. Roughly, start from

\[\mathcal{A}_1 \to \mathcal{A}_2 \to \mathcal{A}_3 \to \cdots\]

by removing rows to obtain

\[\mathcal{A}_{n_1} \to \mathcal{A}_{n_2} \to \mathcal{A}_{n_3} \to \cdots,\]

then insert new rows to obtain

\[\mathcal{A}_{n_1} \to \mathcal{B}_{m_1} \to \mathcal{A}_{n_2} \to \mathcal{B}_{m_2} \to \cdots,\]

then remove rows to obtain

\[\mathcal{B}_{m_1} \to \mathcal{B}_{m_2} \to \mathcal{B}_{m_3} \to \cdots,\]

and finally insert rows to obtain

\[\mathcal{B}_1 \to \mathcal{B}_2 \to \mathcal{B}_3 \to \cdots.\]
One example from [4], where the first and last steps are unnecessary, is

Here the algebra is the UHF algebra $\bigotimes^\infty M_2$ of Glimm type $2^\infty$, also illustrated in Figure 1. The algebra to the left is the fixed-point subalgebra of $\bigotimes^\infty M_2$ under the infinite-product action $\bigotimes^\infty \text{Ad} \left( \begin{smallmatrix} 0 & 1 \\ -1 & 0 \end{smallmatrix} \right)$ of $\mathbb{Z}_2$, and the figure shows that this fixed-point algebra is isomorphic to the full algebra [67]. To show directly that the pairs or triples of diagrams shown in Figures 14, 15, 17, 19, and 20 can be transformed into each other by this method is presumably a much harder task, as it is to show directly that the pair in Figure 12 cannot be transformed into each other.
CHAPTER 6

Invariants related to the Perron–Frobenius eigenvalue

Let \( J, K \) be two nonsingular \( N \times N \) matrices with nonnegative matrix elements which are primitive, i.e., for sufficiently large \( n \in \mathbb{N} \), \( J^n \) and \( K^n \) have only strictly positive matrix elements. Let \( \lambda_1, \lambda_2 \) be the Perron–Frobenius eigenvalues of \( J, K \). Then \( \lambda_1, \lambda_2 \) are algebraic numbers, and \( \mathbb{Q}[\lambda_1] \) and \( \mathbb{Q}[\lambda_2] \) are fields which are finite extensions of \( \mathbb{Q} \). If \( \lambda_1 \) and \( \lambda_2 \) are rational, they are integers since they satisfy a monic equation. If in addition \( N = 1 \), then the stable \( C^* \)-algebras associated with the corresponding dimension groups characterized in (5.1)–(5.34) are \( M_{\lambda^\infty} \otimes \mathcal{K}(\mathcal{H}) \), where \( M_{\lambda^\infty} \) is the UHF algebra of Glimm type \( \lambda^\infty \) and \( \mathcal{K}(\mathcal{H}) \) is the compact operators on a separable Hilbert space \( \mathcal{H} \). It follows from Glimm’s theorem [38] that these algebras are isomorphic if and only if \( \lambda_1 \) and \( \lambda_2 \) contain the same prime factors. In particular, if \( J = (6) \) and \( K = (12) \) (as \( 1 \times 1 \) matrices), the associated \( C^* \)-algebras are isomorphic. See also [10, Example 9]. This was partly generalized in [10, Proposition 10], where it was proved that if \( J, K \) are nonsingular primitive \( N \times N \) matrices and the stable \( C^* \)-algebras they define are isomorphic, then \( \mathbb{Q}[\lambda_1] = \mathbb{Q}[\lambda_2] \) and \( \lambda_1, \lambda_2 \) are products of the same primes over this field (i.e., primes in the subring generated by the algebraic integers in the field). The example mentioned above shows that \( \lambda \) itself is not an invariant, and the purpose of this chapter is to show that \( \lambda \) itself is not an invariant in more interesting examples of matrices of type (5.47),

\[
J = \begin{pmatrix}
    m_1 & 0 & \cdots & 0 & 0 \\
    m_2 & 0 & \cdots & 0 & 0 \\
    \vdots & \ddots & \ddots & \vdots & \vdots \\
    m_{N-2} & 0 & \cdots & 1 & 0 \\
    m_{N-1} & 0 & \cdots & 0 & 1 \\
    m_N & 0 & \cdots & 0 & 0
\end{pmatrix}
\]

(6.1)

where the \( m_i \) are nonnegative integers, \( m_N \neq 0 \) and \( \gcd\{i \mid m_i \neq 0\} = 1 \). The characteristic polynomial of \( J \) is

\[
\det(tI - J) = t^N - m_1 t^{N-1} - m_2 t^{N-2} - \cdots - m_{N-1} t - m_N
\]

(6.2)

and the Perron–Frobenius eigenvalue \( \lambda \) is the unique positive solution of this equation.

More examples of this kind where the \( J \)'s are \( 2 \times 2 \) matrices can be constructed by a machine developed in Chapter 13; see in particular Example 13.5 and remarks prior to Proposition 13.4.
The example we shall give here is a modification of another example in [10, Example 9]. For $a = 2, 3, 4, \ldots$, consider the monic polynomial
\begin{equation}
(6.3) \quad p_a(t) = (t - a^2) (t^2 + at + a^2) = t^3 + (-a^2 + a^3) t^2 + (-a^3 + a^2) t - a^4.
\end{equation}
The last three coefficients are negative for $a = 2, 3, \ldots$, so this is the characteristic polynomial of
\begin{equation}
(6.4) \quad J = \begin{pmatrix}
a^2 - a & 1 & 0 \\
a^3 - a^2 & 0 & 1 \\
a^4 & 0 & 0
\end{pmatrix}.
\end{equation}
The spectrum of $J_a$ consists of the roots
\begin{equation}
(6.5) \quad \text{sp}(J_a) = \left\{ a^2, \left(-\frac{1}{2} + \frac{i}{2} \sqrt{3}\right) a, \left(-\frac{1}{2} - \frac{i}{2} \sqrt{3}\right) a \right\},
\end{equation}
and hence we observe
\begin{equation}
(6.6) \quad \text{sp}(J_{a^2}) = \{ \lambda^2 \mid \lambda \in \text{sp}(J_a) \}.
\end{equation}
Thus $J_{a^2}$ and $J_a^2$ are conjugate over $\mathbb{Q}[\sqrt{3}]$, and hence over $\mathbb{Q}$. Now put
\begin{equation}
(6.7) \quad K = J_2 = \begin{pmatrix}
2 & 1 & 0 \\
4 & 0 & 1 \\
16 & 0 & 0
\end{pmatrix}, \quad J = J_4 = \begin{pmatrix}
12 & 1 & 0 \\
48 & 0 & 1 \\
256 & 0 & 0
\end{pmatrix}.
\end{equation}
Then we compute that
\begin{equation}
(6.8) \quad JT = TK^2
\end{equation}
for
\begin{equation}
(6.9) \quad T = \begin{pmatrix}
1 & 0 & 0 \\
-4 & 2 & 1 \\
0 & 16 & -4
\end{pmatrix}.
\end{equation}
Let
\begin{equation}
(6.10) \quad S = T^{-1} = \begin{pmatrix}
1 & 0 & 0 \\
\frac{2}{3} & \frac{1}{3} & -\frac{1}{12} \\
\frac{8}{3} & \frac{2}{3} & -\frac{1}{12}
\end{pmatrix}.
\end{equation}
It follows from (6.8) that
\begin{equation}
(6.11) \quad SJ = K^2 S.
\end{equation}
For a given $n \in \mathbb{N}$, put
\begin{equation}
(6.12) \quad A = K^{2n} S = SJ^n, \quad B = T.
\end{equation}
It follows from (6.8), (6.11), and $ST = TS = I$ that
\begin{equation}
(6.13) \quad J^n = TSJ^n = BA, \quad K^{2n} = K^{2n} ST = AB.
\end{equation}
This is a version of (5.51) except that $A, B$ are not necessarily matrices with positive integer matrix elements, only rational elements. To remedy this we now replace $J$, $K$ by scaled versions
\begin{equation}
(6.14) \quad K_d = \begin{pmatrix}
2d & 1 & 0 \\
4d^2 & 0 & 1 \\
16d^3 & 0 & 0
\end{pmatrix}, \quad J_d = \begin{pmatrix}
12d^2 & 1 & 0 \\
48d^4 & 0 & 1 \\
256d^6 & 0 & 0
\end{pmatrix},
\end{equation}
where \( d \) is an integer. One now checks that the eigenvalues of both \( K_d^2 \) and \( J_d \) are
\[
(6.15) \quad 16d^2, \quad 4 \left( -\frac{1}{2} \pm \frac{i}{2} \sqrt{3} \right) d^2, 
\]
and then
\[
(6.16) \quad J_d T_d = T_d K_d^2, \quad S_d J_d = K_d^2 S_d, 
\]
with
\[
(6.17) \quad T_d = \begin{pmatrix} 1 & 0 & 0 \\ -4d^2 & 2d & 1 \\ 0 & 16d^3 & -4d^2 \end{pmatrix}, \quad S_d = T_d^{-1} = \begin{pmatrix} 1 & 0 & 0 \\ \frac{d}{3} & \frac{1}{8d} & \frac{1}{24d^2} \\ \frac{d^2}{3} & \frac{d}{3} & -\frac{1}{12d^3} \end{pmatrix}.
\]

With this change, we note that \( K_d^2 \) is a multiple of an arbitrary large power of \( d \) with an integer matrix provided \( n \) is large enough. Taking \( n = 4 \) we compute
\[
(6.18) \quad K_d^4 S_d = \begin{pmatrix} 192d^4 & 12d^2 & 1 \\ \frac{1184d^6}{3} & \frac{80d^3}{3} & \frac{2}{3} \frac{d}{3} \\ \frac{2432d^6}{3} & \frac{128d^4}{3} & \frac{8}{3} d^2 \end{pmatrix}.
\]

Choosing \( d = 3 \) we see that
\[
(6.19) \quad A = K_3^4 S_3 = S_3 J_3^2
\]
is a positive integer matrix. Similarly
\[
(6.20) \quad T_d K_d^4 = \begin{pmatrix} 144d^4 & 40d^3 & 8d^2 \\ 640d^6 & 96d^5 & 48d^4 \\ 2048d^6 & 512d^5 & 256d^4 \end{pmatrix}
\]
is a positive integer matrix whatever integer value \( d \) has, and we put
\[
(6.21) \quad B = T_3 K_3^4 = J_3^2 T_3.
\]

Now, redefining
\[
(6.22) \quad K := K_3 = \begin{pmatrix} 6 & 1 & 0 \\ 36 & 0 & 1 \\ 432 & 0 & 0 \end{pmatrix}, \quad J := J_3 = \begin{pmatrix} 108 & 1 & 0 \\ 3888 & 0 & 1 \\ 186624 & 0 & 0 \end{pmatrix},
\]
it follows from (6.16), (6.17), (6.19), and (6.21) that
\[
AJ = K^2 A, \\
JB = BK^2, \\
(6.23) \quad J^4 = BA, \\
K^8 = AB.
\]

Thus, \( J \) and \( K \) are shift equivalent in the sense of (5.52), and in particular, \( J \) and \( K \) define isomorphic AF-algebras by (5.51). But the Perron–Frobenius eigenvalues of these matrices are \( 16d^2 = 12^2 \) = 144 and \( 4d = 12 \), respectively. Hence this eigenvalue in itself is not an isomorphism invariant.
CHAPTER 7

The invariants $N$, $D$, Prim$(m_N)$, Prim$(R_D)$, Prim$(Q_{N-D})$

In this chapter, we establish a triangular representation $J_L = \begin{pmatrix} J_0 & Q \\ 0 & J_D \end{pmatrix}$ of a matrix $J_L$ in the standard form (7.2) such that the submatrices $J_0$ and $J_D$ are again in the same standard form (with the exception that the integers corresponding to $m_1, \ldots, m_N$ are no longer necessarily positive), and ker$(\tau)$ is obtained from $J_0$ the same way $K_0(\mathfrak{A}_L)$ is obtained from $J_L$. We then use this for the derivation of numerical $C^*$-isomorphism invariants.

Proposition 8.1, Corollary 8.3, and Theorem 7.5 below account for the terms $\mathbb{Z}[\frac{i}{L}]$ (where $k \in \mathbb{Z}$, $k \geq 2$) in $K_0(\mathfrak{A}_L)$ and in ker$(\tau_L)$ when they are present, as they are in many examples; see, e.g., Examples 18.1 and 18.2. The convention regarding $L = (L_1, \ldots, L_d)$ is as in Theorem 4.2. We assume $1 \leq L_1 \leq L_2 \leq \cdots \leq L_d$, and we count the values of the $L_i$’s with multiplicity according to:

$$m_j := \# \{L_i \mid L_i = j\}$$

for $j = 1, \ldots, N$ where $N := L_d$. Then the matrix $J = J_L$ takes the form

$$J_L = \begin{pmatrix} m_1 & 1 & 0 & \cdots & 0 & 0 \\ m_2 & 0 & 1 & \cdots & 0 & 0 \\ m_3 & 0 & 0 & \ddots & \vdots & \vdots \\ \vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\ m_{N-1} & 0 & 0 & \cdots & 0 & 1 \\ m_N & 0 & 0 & \cdots & 0 & 0 \end{pmatrix}$$

(7.2)

We always assume gcd$\{i \mid m_i \neq 0\} = 1$. With this convention, we have $m_N \geq 1$. Let $\alpha := e^{-\beta}$ where $\beta$ is the unique solution to

$$\sum_i e^{-\beta L_i} = \sum_j m_j e^{-\beta j} = 1.$$  

(7.3)

As explained in (5.15)–(5.18), $\lambda := e^\beta$ is the Perron–Frobenius eigenvalue for $J_L$.

The results in this chapter are somewhat technical. The matrix $J$ is given a representation which admits a triangular form $\begin{pmatrix} J_0 & Q \\ 0 & R \end{pmatrix}$ where $J_0$ and $R$ have the same type (7.2) as $J$, and $Q$ is of rank one (see Theorem 7.5). Hence it is easy to read off the determinants of $J$ and $J_0$. We use this to show that the prime factors of these determinants are $C^*$-isomorphism invariants (Theorem 7.8).
Each lattice $\mathbb{Z}^N$ is (linearly) isomorphic to the space $\mathcal{V}_N$ of polynomials $f \in \mathbb{Z}[x]$ of degree $\leq N - 1$. This means that matrix multiplication by $J_L$ in $\mathbb{Z}^N$ is equivalent to an operation on the polynomials $\mathbb{Z}[x]$ of degree $\leq N - 1$. This operation can be described by the following explicit representation.

**Lemma 7.1.** Define

$$\mathcal{V}_N := \{ f(x) \in \mathbb{Z}[x] \mid \deg f \leq N - 1 \}. \quad (7.4)$$

Let

$$f_m(x) := m_1 + m_2 x + \cdots + m_N x^{N - 1}. \quad (7.5)$$

Then matrix multiplication by $J$ in $\mathbb{Z}^N$ induces the following operation $\tilde{J}$ on $\mathcal{V}_N$: \[ (\tilde{J}f)(x) = f(0)f_m(x) + \frac{f(x) - f(0)}{x}, \quad f \in \mathcal{V}_N. \quad (7.6) \]

**Proof.** For $k = (k_1, \ldots, k_N) \in \mathbb{Z}^N$, let $f_k(x) = k_1 + k_2 x + \cdots + k_N x^{N - 1}$. Then

$$(\tilde{J}f_k)(x) = f_{Jk}(x) \quad = m_1 k_1 + m_2 k_2 + (m_2 k_1 + k_3) x + \cdots + (m_{N-1} k_1 + k_N) x^{N-2} + m_N k_1 x^{N-1}$$

$$\quad = k_1 \sum_{i=1}^N m_i x^{i-1} + \sum_{j=2}^N k_j x^{j-2}$$

$$\quad = f_k(0)f_m(x) + \frac{f_k(x) - f_k(0)}{x},$$

which proves the lemma. \[ \square \]

The construction of $K_0(\mathfrak{A}_L)$ and $\ker(\tau_L)$ involves the Frobenius eigenvector $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_N)$ which solves

$$\alpha J = \lambda \alpha \quad (7.7)$$

where $\lambda = e^\beta$ is the Frobenius eigenvalue. (See (5.8).)

**Lemma 7.2.** Let $\lambda := \lambda^{-1} = e^{-\beta}$. When normalized with $\alpha_1 = 1$, the eigenvector $\alpha$ from (7.7) is

$$\alpha = (1, a, a^2, \ldots, a^{N-1}). \quad (7.8)$$

**Proof.** This was verified in (5.17). \[ \square \]

**Lemma 7.3.** Let $\alpha = (1, a, \ldots, a^{N-1})$ be the Frobenius eigenvector, and let

$$p_\alpha(x) \in \mathbb{Z}[x]$$

be the minimal polynomial of $\alpha = e^{-\beta}$. With the identification

$$\mathbb{Z}^N \cong \mathcal{V}_N = \{ f \in \mathbb{Z}[x] \mid \deg f \leq N - 1 \},$$

as in (7.4), the following two conditions are equivalent for $k = (k_1, \ldots, k_N) \in \mathbb{Z}^N$:

(i) $k \in \{ \alpha \}^{-1}$.

(ii) $p_\alpha(x)f_k(x)$, where $f_k(x) = \sum_{i=1}^N k_i x^{i-1}$. 

7. THE INVARIANTS $N, D, \text{Prim}(m_N), \text{Prim}(R_D), \text{Prim}(Q_{N-D})$

Proof. We have

(7.9) \[ \langle k \mid a \rangle = \sum_{i=1}^{N} k_i a^{i-1} = f_k(a), \]

showing that $f_k(a) = 0$ if and only if $k \in \{a\}^\perp$. But $f_k(x)$ is divisible by $p_a(x)$ if and only if $a$ is a root. \qed

**Corollary 7.4.** If $D := \text{degree of } p_a \leq N - 1$, then the subgroup $\{a\}^\perp \cap \mathbb{Z}^N$ may be represented in the form

\[ \{q(x)p_a(x) \mid q(x) \in \mathcal{V}_{N-D}\}. \]

If $D = N$, then $\{a\}^\perp \cap \mathbb{Z}^N = \{0\}$. In any case, $J$ leaves $\{a\}^\perp \cap \mathbb{Z}^N$ invariant, and if $D \leq N - 1$, $J$ induces an operator $q \mapsto J_0(q)$ on $\mathcal{V}_{N-D}$ by

(7.10) \[ J(qp_a)(x) = (J_0q)(x)p_a(x), \quad q \in \mathcal{V}_{N-D}. \]

Proof. The representation $q(x)p_a(x)$ is unique since $p_a(x)$ is irreducible. To see that $\{a\}^\perp \cap \mathbb{Z}^N$ is invariant under $J$, use (7.7) directly, or substitute $x = a$ into (7.6) as follows: If $f \in \mathbb{Z}[x]$ satisfies $f(a) = 0$, then

\[ (Jf)(a) = f(0)f_m(a) + \frac{f(a) - f(0)}{a} = f(0)a^{-1} - f(0)a^{-1} = 0, \]

where we used the identity $f_m(a) = a^{-1}$ which in turn is equivalent to (7.3). \qed

We need one more prelude to the main theorem of this chapter. As in Lemma 7.3, let $p_a \in \mathbb{Z}[x]$ be the minimal polynomial of $a = e^{-\beta}$, and let $p_\lambda$ be the minimal polynomial of the Perron–Frobenius eigenvalue $\lambda = 1/a = e^{\beta}$. It is clear that these polynomials have the same degree $D$, and up to a sign

(7.11) \[ p_\lambda(x) = x^Dp_a\left(\frac{1}{x}\right), \quad p_a(x) = x^Dp_\lambda\left(\frac{1}{x}\right). \]

Since $\lambda$ is a root of the monic polynomial (10.10) in $\mathbb{Z}[x]$, it follows that $p_\lambda$ is a monic polynomial, and hence the constant term in $p_a(x)$ is $\pm 1$, i.e.,

(7.12) \[ p_a(0) \in \{\pm 1\}. \]

(This also follows from (4.31), or (5.48).) We will often fix the normalization of $p_a$ such that $p_a(0) = 1$.

**Theorem 7.5.** Let $J$ be a matrix of the form (7.2) with the $m_i$ positive integers, $m_N \neq 0$, $\gcd\{i \mid m_i \neq 0\} = 1$. Normalize the minimal polynomial $p_a(x)$ by $p_a(0) = 1$. Decompose the polynomial $f_m(x) = m_1 + m_2x + \cdots + m_Nx^{N-1}$, given in (7.5), by the Euclidean algorithm, yielding

(7.13) \[ f_m(x) = q_m(x)p_a(x) + r_m(x), \]

where $q_m(x) = \sum_{k=1}^{N-D} Q_kx^{k-1}$, $r_m(x) = \sum_{k=1}^{D} R_kx^{k-1}$. It follows that, in the basis

(7.14) \[ \{p_a(x), xp_a(x), \ldots, x^{N-D-1}p_a(x), 1, x, \ldots, x^{D-1}\}. \]
for $\mathbb{Z}^N \cong \mathbb{V}_N$, the operator $J$ is given by

$$J = \begin{pmatrix}
Q_1 & 1 & 0 & \cdots & 0 & 0 \\
Q_2 & 0 & 1 & \cdots & 0 & 0 \\
Q_3 & 0 & 0 & \ddots & \ddots & \ddots \\
\vdots & \vdots & \ddots & \ddots & \ddots & \ddots \\
Q_{N-D-1} & 0 & 0 & \cdots & 0 & 1 \\
Q_{N-D} & 0 & 0 & \cdots & 0 & 0 \\
0 & \cdots & 0 & R_1 & 1 & 0 & \cdots & 0 & 0 \\
& & & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
& & & & & 0 & \cdots & 0 & R_{D-1} & 0 & 0 & 0 & 1 \\
& & & & & 0 & \cdots & 0 & R_D & 0 & 0 & \cdots & 0 & 0
\end{pmatrix}$$

(7.15)

In the extreme case $D = N$, the upper left-hand matrix in (7.15) disappears, and the lower right-hand matrix is just (7.2). If $D = N - 1$, the upper left-hand matrix is $(Q_1)$, and if $D = 1$, the lower right-hand matrix is $(R_1) = (R_D)$. In general, the coefficients $R_1, \ldots, R_D$ can be computed from the formula

$$r_m (x) = \frac{1 - p_a (x)}{x}.$$  

(7.16)

(Without the normalization $p_a (0) = 1$, the upper left-hand matrix elements $Q_i$ must be replaced by $p_a (0) Q_i$ where $p_a (0) \in \{\pm 1\}$.)

**Proof.** We leave the modifications needed to cope with the extremal cases $D = N, N - 1, 1$ to the reader, and consider the generic situation $1 < D < N - 1$. We use formula (7.6) in calculating $J$ in the basis defined from Lemma 7.3 and Corollary 7.4. Define

$$e_j := x^j p_a (x), \quad j = 0, \ldots, N - D - 1.$$  

(7.17)

Then $\{e_j\}$ is a basis for $\{\alpha\}^\perp \cap \mathbb{Z}$ by Lemma 7.3. Furthermore,

$$J (e_0) = J (p_a) = p_a (0) f_m (x) + \frac{p_a (x) - p_a (0)}{x}$$

$$= p_a (0) q_m (x) p_a (x) + \left( p_a (0) r_m (x) + \frac{p_a (x) - p_a (0)}{x} \right).$$

Since deg $((p_a (x) - p_a (0)) / x) < D$ it follows from Corollary 7.4 that the remainder is zero (this accounts for (7.16)), and

$$J (e_0) = p_a (0) q_m (x) p_a (x) = p_a (0) \sum_{j=1}^{N-D} Q_j e_{j-1},$$
which accounts for the upper left column in (7.15) via formula (7.13). Since for \( j > 0 \)
\[
J(x^j p_a) = 0 + \frac{x^j p_a - 0}{x} = x^{j-1} p_a,
\]
the rest of the left half of the matrix (7.15) is accounted for.

For the rest of the entries in the formula (7.15) for \( J \), pick the monomials
\( 1, x, \ldots, x^{D-1} \) as a basis for the remainder terms in the Euclidean representation
of \( \mathbb{Z}^N \cong V_N \). Using again (7.6), we get
\[
J(1) = f_m(x) = q_m(x) p_a(x) + r_m(x),
\]
which accounts for the \((N - D + 1)\)'st column in (7.15).

For \( j \) such that \( 0 < j < D \) we have, using (7.6):
\[
J(x^j) = 0 + \frac{x^j - 0}{x} = x^{j-1},
\]
and that accounts for the remaining columns in (7.15).

\[\square\]

**Corollary 7.6.** Assume \( 1 \leq D \leq N - 1 \). Then the relationship between the determinants of \( J \) and the restriction \( J_0 \) of \( J \) to \( \{a\}^N \cap \mathbb{Z}^N \) is given by

\[
\text{det}(J) = (-1)^{D-1} R_D \text{det}(J_0) = (-1)^{N-1} m_N,
\]

and

\[
\text{det}(J_0) = (-1)^{N-D-1} p_a(0) Q_{N-D},
\]

and therefore

\[
p_a(0) Q_{N-D} = (-1)^D \frac{m_N}{R_D},
\]

which implies that \( Q_{N-D} \neq 0 \).

**Proof.** Use the standard rules for computing determinants on (7.15), and use (7.13).

\[\square\]

Note that the number \( m_N \) is *not* an isomorphism invariant. See, for example, (6.22)–(6.23), or let us consider the following example from [10, Theorem 5 and following remark]. If

\[
J = \begin{pmatrix} 4 & 1 \\ 32 & 0 \end{pmatrix}, \quad J' = \begin{pmatrix} 6 & 1 \\ 16 & 0 \end{pmatrix},
\]

then in both cases the dimension group \( G_J \) (resp. \( G_{J'} \)) is \( \mathbb{Z} \left[ \frac{1}{2} \right] \oplus \mathbb{Z} \left[ \frac{1}{3} \right] \) with order given by \( (x, y) > 0 \iff 8x + y > 0 \). Furthermore, \( a = \frac{1}{3} \), so the minimal polynomial is \( p_a(x) = 8x + 1 \) in both cases. Clearly \( m_2 = 32 \) for \( J \) and \( m'_2 = 16 \) for \( J' \), so \( m_N = m_2 \) is not an invariant. But, as

\[
4 + 32x = 4p_a(x) + 8, \quad 6 + 16x = 2p_a(x) + 8
\]

we have \( R_4 = 8 \) for both \( J \) and \( J' \), so this does not *a priori* rule out that \( R_D \) is an invariant. This is, however, ruled out by (6.22), where \( R_D \) has the value 144, 12 for the two matrices respectively. We will in fact prove in Theorem 7.8 that the sets of prime factors of \( m_N, R_D \), respectively, are invariants. See (10.11) and Figure 15 for more on (7.21).
Proposition 7.7. Let \((J, \mathbb{Z}^N)\), \(D = \text{deg}(p_0)\), and the trace \(\tau(\cdot) = \langle \cdot | \alpha \rangle\) be as described in Theorem 7.5 and (5.20). Let \(J_0\) denote the restriction of \(J\) to \(\{\alpha\}^\perp \cap \mathbb{Z}^N \cong \mathbb{Z}^{N-D}\). Then
\[
\ker(\tau) = \bigcup_{n \geq 0} J_0^{-n} (\mathbb{Z}^{N-D}),
\]
where the equality refers to the identification (7.17).

Proof. This proposition is essentially also true in the more general situation where \(J\) is a primitive nonsingular matrix. Using the standard basis for \(\mathbb{Z}^N\), we saw in (5.3)-(5.6) that
\[
K_0(\mathfrak{nil}) = \bigcup_{m=1}^\infty J^{-m} (\mathbb{Z}^N).
\]
But \(g = J^{-m}(n)\) is in \(\ker \tau\) if and only if (using (5.8) and (5.10)):
\[
0 = \tau(g) = \tau(J^{-m}(n)) = \langle \alpha | J^{-m} n \rangle = \lambda^{-m} \langle \alpha | n \rangle,
\]
i.e., if and only if \(n \in \mathbb{Z}^N \cap \{\alpha\}^\perp\), that is,
\[
J^{-m}(n) \cap \ker \tau = J^{-m}(\mathbb{Z}^N \cap \{\alpha\}^\perp).
\]
Using the basis (7.14) in Theorem 7.5, this is (7.18). More specifically, we saw in (7.15) of Theorem 7.5 that \(J\) takes the block form \(\begin{pmatrix} J_0 & Q \\ 0 & J_R \end{pmatrix}\) relative to the decomposition
\[
\mathbb{Z}^N \cong L_0 \oplus \mathbb{Z}^D, \quad L_0 = \mathbb{Z}^{N-D}.
\]
The submatrices \(J_0\) and \(J_R\) are both invertible in dimensions \(N-D\) and \(D\), respectively. Moreover (7.15) shows that each of the submatrices \(J_0\) and \(J_R\) has a form which is similar to that of \(J\) itself. The \((N-D) \times D\) matrix \(Q\) was also computed in (7.15). For \(J^{-1}\), we therefore have the formula
\[
J^{-1} = \begin{pmatrix} J_0^{-1} & -J_0^{-1} Q J_R^{-1} \\ 0 & J_R^{-1} \end{pmatrix}
\]
and, similarly,
\[
J^{-n} = \begin{pmatrix} J_0^{-n} & \ast & \ast \\ 0 & J_R^{-n} \end{pmatrix}.
\]

\[\square\]

Theorem 7.8. The following numbers and sets of primes are isomorphism invariants for the AF-algebras \(\mathfrak{A}_L\), where the members of \(L\) satisfy the hypothesis in Theorem 4.2:

(i) \(N\), i.e., \(L_d\),

(ii) the set of prime factors of \(m_N\),

(iii), resp. (iii)', the set of prime factors of \(Q_{N-D}\), resp. \(R_{D}\), the coefficient in the highest-order term in \(q_m(x)\), resp. \(r_m(x)\), where
\[
m_1 + m_2 x + \cdots + m_N x^{N-1} = q_m(x) p_a(x) + r_m(x),
\]
and
(iv) \( D = \deg (p_n) \).

The invariants can be read off from the following commutative diagram:

\[
\begin{array}{cccccc}
0 & 0 & 0 & 0 & \downarrow & \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \\
Z^{N-D} & Z^{N-D} & Z^{N-D} & Z^{N-D} & \cdots & \rightarrow_{\text{ind}} \ker (\tau) \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \\
Z^N & Z^N & Z^N & Z^N & \cdots & \rightarrow_{\text{ind}} K_0 (\mathfrak{A}) \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \\
Z^D & Z^D & Z^D & Z^D & \cdots & \rightarrow_{\text{ind}} Z [\lambda^{-1}] \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \\
0 & 0 & 0 & 0 & 0 &
\end{array}
\]

where the vertical sequences of maps are short exact sequences, and the horizontal maps are injective, and where \( J \) has the form (7.15), \( J = \begin{pmatrix} J_0 & Q \\ 0 & J_R \end{pmatrix} \). This picture is also valid when \( J \) is a general nonsingular primitive \( N \times N \) matrix, except that \( J_0, Q, J_R \) do not then have the special form in Theorem 7.5. Nevertheless, \( N, D, \text{Prim}(\det J), \text{Prim}(\det J_0), \text{Prim}(\det J_R) \) are still invariants for stable C*-isomorphism, where \( \text{Prim}(n) \) denotes the set of prime factors of \( n \) for any \( n \in \mathbb{Z} \setminus \{0\} \).

Remark 7.9. The \text{Prim}-invariants are independent in the following sense: In Chapter 16, we give examples \( J, J' \) for the same fixed values of \( N \) and \( D \) where

\[
\text{Prim} (Q_{N-D}) = \text{Prim} (Q'_{N-D})
\]

but

\[
\text{Prim} (R_D) \neq \text{Prim} (R'_D);
\]

and also examples with

\[
\begin{cases}
\text{Prim} (m_N) = \text{Prim} (m'_N) \\
\text{Prim} (R_D) = \text{Prim} (R'_D)
\end{cases}
\]

but

\[
\text{Prim} (Q_{N-D}) \neq \text{Prim} (Q'_{N-D})
\]

Proof of Theorem 7.8. (i) We have already commented that \( N = L_d \) is the rank of the group \( K_0 (\mathfrak{A}_L) \), so \( N \) is an isomorphism invariant.

(ii) If \( n \in \mathbb{N} \), let again \( \text{Prim} (n) \) denote the set of prime factors of \( n \), with the convention \( \text{Prim} (1) = \emptyset \). If \( \mathfrak{A}_L \) and \( \mathfrak{A}_L' \) are isomorphic, it follows from (5.51) by taking the determinant on both sides that

\[
\begin{align*}
\text{Prim} (m_N) &= \text{Prim} (|\det (B_i)|) \cup \text{Prim} (|\det (A_i)|), \\
\text{Prim} (m'_N) &= \text{Prim} (|\det (A_{i+1})|) \cup \text{Prim} (|\det (B_i)|), \\
\text{Prim} (m_N) &= \text{Prim} (|\det (B_{i+1})|) \cup \text{Prim} (|\det (A_{i+1})|), \\
\text{Prim} (m'_N) &= \text{Prim} (|\det A_{i+2}|) \cup \text{Prim} (|\det B_{i+1}|),
\end{align*}
\]

where we used Corollary 7.6. Hence

\[
\text{Prim} (m'_N) \subseteq \text{Prim} (m_N) \subseteq \text{Prim} (m'_N).
\]
Thus in particular Prim \((m_N)\) is an isomorphism invariant, as claimed.

As the exact sequence

\[
0 \longrightarrow \ker \tau \longrightarrow K_0(\mathfrak{A}_L) \longrightarrow \tau(K_0(\mathfrak{A}_L)) \longrightarrow 0
\]

is uniquely determined by the dimension group \((K_0(\mathfrak{A}_L), K_0(\mathfrak{A}_L)_+)\), the group \(\ker \tau\) is an isomorphism invariant. But if \(J_0\) denotes the restriction of \(J\) to \(\ker \tau = \mathbb{Z}^N \cap \{\alpha\}^L\), then \(J_0\) identifies with the upper left-hand part of the matrix \((7.15)\). But \(Q_{N-D} \neq 0\) by Corollary 7.6 and hence \(\det J_0 \neq 0\) by \((7.19)\). It follows from Proposition 7.7 that \(N-D = \text{rank} (\ker \tau)\) is an isomorphism invariant and thus \(D\) is so. Thus \((iv)\) is proved. Furthermore, if \(J'\) is another nonsingular primitive incidence matrix defining the same dimension group as \(J\), it follows from Proposition 7.7 that

\[
\bigcup_{n \geq 0} (J'_0)^-n (\mathbb{Z}^{N-D}) \cong \bigcup_{n \geq 0} J_0^-n (\mathbb{Z}^{N-D})
\]

and thus \(J_0\) and \(J'_0\) are related as \(J_L\) and \(J_L'\) in \((5.51)\), except that the \(B_i, A_i\) now are just (necessarily nonsingular) integer matrices, without any positivity. (See an elaboration of this in the following paragraph.) But positivity did not play any role in the first part of the present proof, and hence

\[
\text{Prim } (|\det J_0|) = \text{Prim } (|\det J'_0|).
\]

But \(|\det J_0| = |Q_{N-D}|\) and \(|\det J'_0| = |Q'_{N-D}|\), so Prim \((Q_{N-D})\) is an isomorphism invariant, which shows \((iii)\).

By \((27)\), the groups \(K_0(\mathfrak{A}(J_L))\) and \(K_0(\mathfrak{A}(J_L'))\) order isomorphic. Let \(\theta\) be the corresponding order isomorphism. It follows from \((5.34)\) that \(\theta\) restricts to an isomorphism of \(\ker (\tau)\) onto \(\ker (\tau')\). We have shown in Proposition 7.7 that \(\ker (\tau)\) is constructed from \(J_0\) the same way \(K_0(\mathfrak{A}(J_L'))\) is gotten from \(J_L\) as an inductive limit. Now apply \((7.22)\) to both \(\ker (\tau)\) and \(\ker (\tau')\). Then the argument from \((5.51)\) yields

\[
J_0^{k_i} = C_i E_i,
\]

\[
(J'_0)^{k_i} = E_{i+1} C_i,
\]

where \(k_1, k_2, \ldots, l_1, l_2, \ldots\) are natural numbers, and the matrices \(C_1, C_2, \ldots\) and \(E_1, E_2, \ldots\) are \((N-D) \times (N-D)\) over \(\mathbb{Z}\).

The argument which yields \(\ker (\tau)\) as the inductive limit \(\bigcup_{n \geq 0} J_0^-n \mathbb{Z}^{N-D}\) in \((7.22)\) also yields the following associated isomorphism:

\[
K_0(\mathfrak{A}_L) / \ker (\tau) \cong \bigcup_{n \geq 0} J_R^-n \mathbb{Z}^D.
\]

This follows by general category theory from the commutativity of the diagram \((7.27)\) and exactness of the vertical short exact sequences of this diagram. Let us elaborate on this: Use induction, and \((7.22)\) for \(\ker (\tau)\), starting with the obvious isomorphism

\[
\mathbb{Z}^N / \mathbb{Z}^{N-D} \cong \mathbb{Z}^D
\]
given by
\[
\begin{pmatrix}
Z^{N-D} \\
Z^D
\end{pmatrix}
\ni \begin{pmatrix} k \\ l \end{pmatrix} \mapsto l \in Z^D,
\]
and arriving at
\[
J^{-n} \begin{pmatrix} k \\ l \end{pmatrix} \overset{\rho_n}{\mapsto} J_R^{-n} l.
\]
Since
\[
J^{-n} \begin{pmatrix} k \\ l \end{pmatrix} = \begin{pmatrix} J_0^{-n}k + Q_n l \\ J_R^{-n} l \end{pmatrix}
\]
for a suitable matrix $Q_n$ by (7.25), we get
\[
J^{-n} Z^N / J_0^{-n} Z^{N-D} \cong J_R^{-n} Z^D
\]
with the isomorphism induced by $\rho_n$ of (7.33). It is an isomorphism, for if $J_R^{-n} l = 0$ then $l = 0$ since $J_R$ is nonsingular. So then
\[
J^{-n} \begin{pmatrix} k \\ 0 \end{pmatrix} = \begin{pmatrix} J_0^{-n}k \\ 0 \end{pmatrix}
\]
by (7.34). This proves (7.35).

By (7.27), we get
\[
K_0(\mathfrak{A}_L) / \ker(\tau) \cong (\text{the inductive limit})
\]
constructed from $J^{-n} Z^N / J_0^{-n} Z^{N-D}$,

and so
\[
K_0(\mathfrak{A}_L) / \ker(\tau) \cong \text{ind } \bigcup_{n \geq 0} J_R^{-n} Z^D
\]
by (7.35). To see this, we must also check that the defining homomorphism (7.33) does indeed pass to the respective inductive limit groups $\bigcup_{n \geq 0} J^{-n} Z^N$ and $\bigcup_{n \geq 0} J_R^{-n} Z^D$. But note that
\[
J^{-n} \begin{pmatrix} k \\ l \end{pmatrix} = J^{-(n+1)} \begin{pmatrix} J_0^{-n}k + Ql \\ J_R^{-n} l \end{pmatrix}
\]
and the right-hand side is mapped into
\[
J_R^{-(n+1)} J_R l = J_R^{-n} l
\]
under $\rho_{n+1}$ from (7.33). So we have the commutative diagram
\[
\begin{array}{ccc}
J^{-n} Z^N & \xrightarrow{\rho_n} & J^{-(n+1)} Z^N \\
\downarrow & & \downarrow \\
J_R^{-n} Z^D & \xleftarrow{\rho_{n+1}} & J_R^{-(n+1)} Z^D
\end{array}
\]
of homomorphisms of abelian groups. As a result, there is an induced homomorphism of the respective inductive limit groups
\[
K_0(\mathfrak{A}_J) \xrightarrow{p} \bigcup_{n \geq 0} J_R^{-n} Z^D,
\]
where \( J = J_L \) for short. The formula (7.34) shows that
\[
\ker(\rho) \cong \bigcup_{n \geq 0} J_0^{-n} \mathbb{Z}^{N-D} \cong \ker(\tau)
\]
where we used (7.22) in the last step. Hence, by the homomorphism theorem, we have
\[
K_0(\mathfrak{A}_J) / \ker(\tau) \cong \bigcup_{n \geq 0} J_R^{-n} \mathbb{Z}^D,
\]
which is the assertion (7.32).

Let \( L \) and \( L' \) be as in Theorem 4.2 with associated matrices \( J = J_L \) and \( J' = J_{L'} \), and suppose the \( C^* \)-algebras \( \mathfrak{A}_L \) and \( \mathfrak{A}_{L'} \) are isomorphic. The corresponding order isomorphism
\[
\theta : K_0(\mathfrak{A}_L) \to K_0(\mathfrak{A}_{L'})
\]
therefore induces isomorphisms
\[
\theta_{\text{restriction}} : \ker(\tau) \to \ker(\tau')
\]
and
\[
\theta_{\text{quotient}} : K_0(\mathfrak{A}_L) / \ker(\tau) \to K_0(\mathfrak{A}_{L'}) / \ker(\tau').
\]
It follows further that \( \theta_{\text{quotient}} \) then induces an isomorphism
\[
\bigcup_{n \geq 0} J_R^{-n} \mathbb{Z}^D \cong \bigcup_{n \geq 0} (J'_{R})^{-n} \mathbb{Z}^D.
\]
This makes sense since we have already concluded that \( N = N' \) and \( D = D' \). (Recall that \( N - D = \text{rank}(\ker(\tau)) \).)

Now the argument after (7.31) applies to \( J_R \) and \( J'_{R} \), the same way as we used it to get identity of the sets of primes for \( |\det J_0| \) and \( |\det J_0'| \). Using finally
\[
R_D = |\det J_R|, \quad R'_D = |\det J'_{R}|,
\]
we conclude that
\[
\text{Prim}(R_D) = \text{Prim}(R'_D),
\]
which is the claim. The final statement of Theorem 7.8 is clear from the proof in the special case that \( J \) has the form (7.2). The only thing that separates the general case from the special one is the special form of \( J_0, Q, J_R \) in (7.15), and thus the formulae \( |\det(J)| = m_N, |\det(J_0)| = |Q_{N-D}| \) and \( |\det J_R| = |R_D| \).

**Corollary 7.10.** Assume that \( J \) satisfies the hypotheses of Theorem 7.5 and let \( \lambda \) be the Perron–Frobenius eigenvalue of \( J \). Define \( J_R \) as in the proof of Proposition 7.7.

(i) There is a natural isomorphism between the two (unordered) groups \( \mathbb{Z} \left[ \frac{1}{\lambda} \right] \) and \( \text{ind}(J_R) = \bigcup_{n \geq 0} J_R^{-n} \mathbb{Z}^D \).
(ii) If \( \alpha_D := (1, 1/\lambda, \ldots, 1/\lambda^{D-1}) \), so that \( \alpha_D J_R = \lambda \alpha_D \), the isomorphism is determined by \( \langle \alpha_D | \cdot \rangle \) as follows:

\[
\begin{align*}
0 & \rightarrow \text{ind} (J_R) \rightarrow \mathbb{Z} [1/\lambda] \rightarrow 0 \\
\uparrow & \uparrow \\
Q^D & \rightarrow \mathbb{R} \\
\psi & \psi \\
v & \mapsto \langle \alpha_D | v \rangle
\end{align*}
\]

where \( \langle \cdot | \cdot \rangle \) is the usual inner product in \( \mathbb{R}^D \).

**Proof.** The result follows from the equality \( \tau (K_0 (A_J)) = \mathbb{Z} \left[ \frac{1}{\lambda} \right] \) in (5.22), and the natural isomorphism

\[\tau (K_0 (A_J)) \cong K_0 (A_J) / \ker (\tau) \cong \bigcup_{n \geq 0} J_R^{-n} \mathbb{Z}^D\]

coming from (7.27) in Theorem 7.8 above. See also (7.40)-(7.43) below. \(\square\)

**Corollary 7.11.** If \( J, J' \) are two matrices of the form (7.2), one of them has a rational Perron–Frobenius eigenvalue, and they define isomorphic AF-algebras, then both the Perron–Frobenius eigenvalues \( \lambda, \lambda' \) are integral, and \( R_D = \lambda \) and \( R'_D = \lambda' \), so

\[\text{Prim} (R_D) = \text{Prim} (\lambda) = \text{Prim} (\lambda') = \text{Prim} (R'_D).\]

**Proof.** If for example \( \lambda \) is rational then \( \lambda \) is integral since it is a solution of a monic polynomial. If \( J \) and \( J' \) define isomorphic AF-algebras, then it follows from [10, Proposition 10] that \( \mathbb{Q}[\lambda'] = \mathbb{Q}[\lambda] = \mathbb{Q} \), i.e., \( \lambda' \) is rational and thus integral, and \( \lambda, \lambda' \) are products of the same primes, \( \text{Prim} (\lambda) = \text{Prim} (\lambda') \). But in this case \( p_a (x) = 1 - \lambda x \), and by (7.16) \( r_m (x) = \lambda x / x = \lambda = R_D = R \). \(\square\)

**Remark 7.12.** If \( g \in K_0 (A_J) \subseteq \mathbb{Q}^N \) has coordinates \( g^A = (k_0, k_1, \ldots, k_{N-1}) \) relative to the old basis \( A = (1, x, \ldots, x^{N-1}) \) and coordinates \( g^B = (l_0, l_1, \ldots, l_{N-1}) \) relative to the new basis in Theorem 7.8, then \( g \) corresponds to the polynomial

(7.36) \[ p_g (x) = \sum_{i=0}^{N-1} k_i x^i = \sum_{i=0}^{N-D-1} l_i x^i p_a (x) + \sum_{i=N-D}^{N-1} l_i x^{i-N+D}. \]

If

(7.37) \[ p_a (x) = \sum_{m=0}^{D} a_m x^m, \]

we hence compute

(7.38) \[ p_g (x) = \sum_{j=0}^{N-1} \left( \sum_{i=(j-D) \vee 0}^{j \wedge (N-D-1)} a_j \cdot \delta_i \right) x^j + \sum_{j=0}^{D-1} l_j x^{j+N-D}. \]
and hence the transformation matrix between the new and the old coordinate system is

\[
I_B^A = \left( \begin{array}{ccccccc}
0 & N-D-1 & N-D & N-1 \\
0 & a_0 & 0 & 0 & \cdots & 0 & 0 & 1 & 0 & \cdots & 0 & 0 \\
a_1 & a_0 & 0 & \cdots & 0 & 0 & 0 & 1 & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
ad_{D-1} & ad_{D-2} & \cdots & 0 & \cdots & 0 & 0 & \cdots & 0 & \cdots & 0 & 0 \\
d & ad_{D-1} & \cdots & a_0 & \cdots & 0 & 0 & \cdots & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & \cdots & ad & a_{D-1} & \cdots & 0 & 0 & \cdots & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 & ad & 0 & \cdots & 0 & \cdots & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 & 0 & ad & 0 & \cdots & 0 & \cdots & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 & 0 & 0 & ad & 0 & \cdots & 0 & \cdots & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 & 0 & 0 & 0 & ad & a_{D-1} & \cdots & 0 & \cdots & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 & 0 & 0 & 0 & 0 & ad & 0 & \cdots & 0 & \cdots & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 & 0 & 0 & 0 & 0 & 0 & ad & 0 & \cdots & 0 & \cdots & 0 & \cdots & 0 \\
\end{array} \right)
\]

More interestingly, let us illustrate the power of the polynomial representation in the computation of the trace functional \( \tau(g) \) in the new representation. Recall from Lemma 7.2 that

\[
\tau(g) = \langle \alpha \mid g^A \rangle = p_{\alpha}(g).
\]

If \( \beta \in (\mathbb{R}^N)^* \) is the row vector such that

\[
\tau(g) = \langle \beta \mid g^B \rangle = \langle \beta \mid I_B^A g^A \rangle
\]

we have \( \beta = \alpha I_B^A = \alpha (I_A^B)^{-1} \). But note that

\[
\tau(g) = p_a(\alpha) = \sum_{i=0}^{N-1} k_i a^i = \sum_{i=0}^{N-D-1} l_i a^i p_a(\alpha) + \sum_{i=N-D}^{N-1} l_i a^{i-N+D} = \sum_{i=0}^{N-1} l_i a^{i-N+D}
\]

and hence

\[
\beta = (0, 0, \cdots, 0, 1, a, a^2, a^3, \cdots, a^{D-1})
\]

gives the trace functional in the representation (7.14)-(7.15). This is useful in explicit computations of the dimension group from the formulae (5.19)-(5.20):

\[
K_0(\mathfrak{A}_L) = \bigcup_{n=0}^{\infty} J^{-n} \mathbb{Z}^N,
\]
which in the new representation becomes

\[(7.45) \quad K_0(\mathfrak{A}_L) = \bigcup_{n=0}^{\infty} (J_B^R)^{-n} I_A^R \mathbb{Z}^N.\]

Here \(J_B^R\) is \(J\) in the alias (7.15) and \(I_A^R = (I_B^A)^{-1}\) where \(I_B^A\) is given in (7.39). Note that

\[(7.46) \quad |\det I_B^A| = |a_D|^{N-D}\]

so \(I_A^R \mathbb{Z}^N\) is a lattice containing \(\mathbb{Z}^N\) as a proper sublattice if \(|a_D| \neq 1\).
CHAPTER 8

The invariants $K_0(\mathfrak{A}_L) \otimes_{\mathbb{Z}} \mathbb{Z}_n$ and $(\ker \tau) \otimes_{\mathbb{Z}} \mathbb{Z}_n$ for $n = 2, 3, 4, \ldots$

In this chapter we will mainly study invariants deductible from the groups $K_0(\mathfrak{A}_L) = G$ and $\ker \tau = G_0$ alone without the order structure. Of course any invariant associated to these groups will be an invariant of the algebra. For example viewing $G$ as a $\mathbb{Z}$-module, the groups $G \otimes \mathbb{Z}_p$ for $p = 2, 3, \ldots$, are invariants. We will also discuss structure on $G$ coming from the embedding $\mathbb{Z}^N \hookrightarrow G$ given by (5.3)–(5.6) and the shift automorphism defined by $G$, but since this is extraneous structure it is not clear that it leads to invariants (the shift itself is not an invariant by the example (6.22)–(6.23)).

Both in the construction of $K_0(\mathfrak{A}_L)$, and in that of $\ker (\tau_L)$, the following inductive limit is involved:

(8.1) $\mathcal{L} \subseteq J^{-1} (\mathcal{L}) \subseteq J^{-2} (\mathcal{L}) \subseteq \cdots$

where $\mathcal{L}$ is a lattice of the same rank as the matrix $J$. But both $\mathcal{L}$ and $J$ change in passing from $K_0(\mathfrak{A}_L)$ to $\ker (\tau_L)$ for the inductive limit construction.

We next show that quotients of these lattices, which are obviously finite groups, are necessarily cyclic when $J$ is the original $J_L$.

**Proposition 8.1.** The quotient

(8.2) $J^{-(k+1)} (\mathcal{L}) \big/ J^{-k} (\mathcal{L})$

is isomorphic to the cyclic group $\mathbb{Z}_{m_N} = \mathbb{Z}/m_N \mathbb{Z}$ for each $k = 0, 1, \ldots$.

**Proof.** In general, if $\Gamma$ is a lattice in $\mathbb{R}^N$ and if $M$ is an $N \times N$ matrix such that $M (\Gamma) \subseteq \Gamma$, then $\Gamma/M (\Gamma)$ is a finite abelian group of order $|\det (M)|$. See, e.g., [74, Proposition 5.5, p. 109]. Applying this to (8.2) for each $k$, we get that

(8.3) $A_k := J^{-(k+1)} \mathcal{L} \big/ J^{-k} \mathcal{L}$

has order $= |\det J| = m_N$. Note from Corollary 7.6 that

(8.4) $\det (J) = (-1)^{N-1} m_N$.

A further calculation shows that the usual matrix multiplication, $\mathcal{L} \ni l \mapsto Jl$, induces an isomorphism of abelian groups $A_k \cong A_{k+1}$ for each $k$; so, in proving cyclicity, it is enough to deal with $k = 0$ where the assertion amounts to the

**Claim 8.2.** There is an isomorphism

(8.5) $\mathbb{Z}^N / J\mathbb{Z}^N \rightarrow \mathbb{Z}_{m_N}$
given by

\[
\begin{pmatrix}
0 \\
0 \\
\vdots \\
0 \\
i
\end{pmatrix} + JZ^N \mapsto i + m_i Z, \quad i \in Z.
\]  

(8.6)

Proof of Claim. Since \(Z^N / JZ^N\) has order \(m_i\) it is enough to show that the lattice element \(v_i := \begin{pmatrix} 0 \\ 0 \\ \vdots \\ 0 \\ i \end{pmatrix} \) is in \(JZ^N\) if and only if the number \(i\) is divisible by \(m_i\).

Hence, we must show that, if \(i \in Z\), then the equation \(v_i = Jk\) is solvable in \(Z^N\) if and only if \(m_i | i\). But \(k = J^{-1}(v_i) = iJ^{-1}(e_N)\) is a solution in \(\mathbb{R}^N\); in fact, the explicit formula is given by (4.30) or (5.49) as follows:

\[
\begin{align*}
k_1 &= \frac{i}{m_i}, \\
k_2 &= -m_1 \frac{i}{m_i}, \\
k_3 &= -m_2 \frac{i}{m_i}, \\
&\vdots \\
k_N &= -m_{N-1} \frac{i}{m_i}.
\end{align*}
\]  

(8.7)

This proves that \(k \in Z^N\) if and only if \(m_i | i\) as claimed. \(\Box\)

As mentioned, the claim proves Proposition 8.1. \(\Box\)

This can be used to give a unique representation of elements \(g \in G\).

**Corollary 8.3.** Let \(G\) be the inductive limit group formed from (8.1).

(i) In terms of the elements \(v_i = i e_N, i = 1, \ldots, m_i\), introduced in the proof of Claim 8.2, the following unique representation for points \(g \in G\) is valid:

\[
g = l + J^{-1}v_1 + J^{-2}v_2 + \cdots
\]

where \(l \in L, v_1, v_2, \ldots \in \{0, 1, \ldots, m_i - 1\}\), and the sum is finite.

(ii) The \(Z^N\)-coordinates of \(g\) in (8.8) are elements of \(\mathbb{Z} \left[ \frac{1}{m_i} \right] \).

(iii) If \(g\) is represented as in (8.8) and \(l = (l_1, \ldots, l_N) \in Z^N\), and the trace \(\tau\) is given by the Frobenius eigenvector \(\alpha\) in (7.8) as in (5.20), then

\[
\tau (g) = \sum_{j=1}^{N} l_j a_j^{d^{-1}} + \sum_{k \geq 1} i_k a^{k+1}.
\]  

(8.9)

Proof. Follows directly from Proposition 8.1, Lemma 7.1, and Lemma 7.2. See in particular (8.7) and (5.3)–(5.6). \(\Box\)

**Remark 8.4.** Note that the right-hand side of (8.9) is related to the \(\beta\)-expansion \((\alpha = 1/\beta, or \beta = \lambda)\) of the number \(\tau (g)\) ([58] or [36]). But the expansion here is finite.
Corollary 8.5. If \( G \) is described in the polynomial representation (5.35) as
\[
G \cong \mathbb{Z}[x]/p_L(x) \mathbb{Z}[x],
\]
where
\[
p_L(x) = \sum_{j=1}^{N} m_j x^j - 1,
\]
then the element \( g \) in (8.8) is given in this representation by the polynomial
\[
p(x) = \sum_{j=1}^{N} l_j x^{j-1} + \sum_{k \geq 1} i_k x^{N+k-1}.
\]
This representation is unique within the constraint \( 0 \leq i_k \leq m_N - 1 \).

Proof. Immediate from (5.35)–(5.38) and Corollary 8.3.

We will consider an analogue of Corollary 8.3 for \( \ker(\tau) \) later, in (8.16) and Corollary 8.8.

Remark 8.6. If \( q(x) \) is some representative polynomial in \( \mathbb{Z}[x] \) for \( g \in G = \mathbb{Z}[x]/(p_L(x)) \), one may obtain \( p(x) \) as follows: Let \( nx^M \) be the leading term in \( q(x) \). If \( M \leq N - 1 \), there is nothing to do. If \( M \geq N \), add an integer multiple of \( p_L(x) x^{M-N} \) to \( q(x) \) such that the leading coefficient is contained in \( \{0, 1, \ldots, m_N - 1\} \). Then do the same thing for the second leading term in the new polynomial, etc. We are soon going to adapt this procedure to the case where \( \mathbb{Z} \) is replaced by \( \mathbb{Z}_p = \mathbb{Z}/p\mathbb{Z} \).

So far we have mainly considered ordered groups in this chapter and Chapter 7. The order is not essential for most of the results, however. Let us first consider Theorem 7.5.

Let \( J \) be a nonsingular \( N \times N \) matrix over \( \mathbb{Z} \), and set \( \text{ind}(J) := \bigcup_{n \geq 0} J^{-n} \mathbb{Z}^N \). We identify it concretely as a subgroup of \( \mathbb{Q}^N \) (actually of \( \mathbb{Z}[1/|\det J|^N] \)), by the natural inclusion mapping
\[
\text{ind}(J) \hookrightarrow \mathbb{Q}^N.
\]

Corollary 8.7. Let \( J \) be a nonsingular \( N \times N \) matrix over \( \mathbb{Z} \), and suppose that there is some \( D \) such that \( J \) has the triangular representation
\[
\begin{pmatrix}
J_0 & V \\
0 & J_D
\end{pmatrix}^{N-D} = \begin{pmatrix} D_N & D \\
N-D & D
\end{pmatrix}
\]
where the entry block matrices are also over \( \mathbb{Z} \), and their sizes are as indicated. Then there is a natural short exact sequence in the category of abelian groups
\[
0 \rightarrow \text{ind}(J_0) \rightarrow \text{ind}(J) \rightarrow \text{ind}(J_D) \rightarrow 0
\]
\[
\downarrow \quad \downarrow \quad \downarrow \quad \downarrow
\]
\[
0 \rightarrow \mathbb{Q}^{N-D} \rightarrow \mathbb{Q}^N \rightarrow \mathbb{Q}^D \rightarrow 0
\]
\[
\mathbb{Q}^{N-D} \quad \| \quad \mathbb{Q}^N \quad \| \quad \mathbb{Q}^D
\]
\[
u \quad \mapsto \ \begin{pmatrix} u \\ 0 \end{pmatrix} \quad \in \quad \begin{pmatrix} \mathbb{Q}^{N-D} \\ \mathbb{Q}^D \end{pmatrix} \quad \ni \quad \begin{pmatrix} u \\ v \end{pmatrix} \quad \mapsto \quad v
\]
where the morphisms in the first row are restrictions of those in the second one, as follows: If \( k \in \mathbb{Z}^{N-D} \), and \( l \in \mathbb{Z}^D \), then
\[
\iota \left( J_0^{-n}k \right) = J^{-n} \begin{pmatrix} k \\ 0 \end{pmatrix}
\]
and
\[
\pi \left( J^{-n} \begin{pmatrix} k \\ t \end{pmatrix} \right) = J_D^{-n}l.
\]

**Proof.** The details are contained in the last part of the proof of Theorem 7.8. \( \square \)

We now specialize to the case where \( J \) has a form similar to (5.47),
\[
J_0 = \begin{pmatrix}
q_1 & 1 & 0 & \cdots & 0 & 0 \\
q_2 & 0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots & \vdots \\
q_{M-2} & 0 & \cdots & 1 & 0 \\
q_{M-1} & 0 & 0 & 0 & 1 \\
q_M & 0 & 0 & \cdots & 0 & 0
\end{pmatrix},\]
but now we merely assume that \( q_1, \ldots, q_M \) are (not necessarily positive) integers and that \( J_0 \) is nonsingular, i.e., \( q_M \neq 0 \). Again one verifies that \( q_M \) times the characteristic polynomial of \( J_0^{-1} \) is
\[
p_0 (x) = \sum_{j=1}^{M} q_j x^j - 1,
\]
and one verifies as in (5.35)–(5.38) that \( G_0 = \text{ind} J_0 \) identifies with the additive group
\[
G_0 \cong \mathbb{Z} [x] / (p_0 (x))
\]
in such a way that application of \( J_0^{-1} \) corresponds to multiplication by \( x \).

**Corollary 8.8.** Adopt the notation and assumptions in the preceding paragraph, in particular
\[
G_0 = \text{ind} (J_0) = \bigcup_{n=0}^{\infty} J_0^{-n} \mathbb{Z}^M.
\]
Then the results (i), (ii) in Corollary 8.3 and (8.12) in Corollary 8.5 remain valid, i.e.,

(i) In terms of the elements \( v_i = i e_M, \ i = 1, \ldots, q_M \), the following unique representations of elements \( g \) of \( G_0 \) are valid:
\[
g = l + J_0^{-1} v_1 + J_0^{-2} v_2 + \cdots
\]
where \( l \in \mathbb{Z}^M, i_1, i_2, \ldots \in \{0, 1, \ldots, q_M - 1\} \), and the sum is finite.

(ii) The polynomial representative of \( g \) in (8.18) is
\[
\sum_{j=1}^{M} l_j x^{j-1} + \sum_{k \geq 1} l_k x^{M+k-1},
\]
and this form of the representative (i.e., with $0 \leq i_k < q_M$) is unique.

Proof. As the proofs of Corollary 8.3 and Corollary 8.5.

In the following we will consider derived groups of the form $G_0 \otimes \mathbb{Z} C$ where $C$ is an abelian group. Recall from [15] that $G_0 \otimes \mathbb{Z} C$ is the free abelian group generated by $g \otimes C$, with $g \in G_0$, $c \in C$, modulo the relations $(g_1 + g_2) \otimes C = g_1 \otimes C + g_2 \otimes C$, $g \otimes (C_1 + C_2) = g \otimes C_1 + g \otimes C_2$. (This and all the other remarks also apply to $G$ as an unordered abelian group with the obvious modifications.) We will be interested in the case $C = \mathbb{Z}_n$, where $n \in \{2, 3, \ldots \}$.

Since $G_0 = \mathbb{Z} [x] / p_0 (x) \mathbb{Z} [x]$ we have a short exact sequence

$$(8.20) \quad 0 \rightarrow p_0 (x) \mathbb{Z} [x] \rightarrow \mathbb{Z} [x] \rightarrow G_0 \rightarrow 0.$$ 

But by [15, Proposition II.4.5] the functor $\cdot \otimes \mathbb{Z} C$ is right exact for any abelian group $C$, so in particular,

$$(8.21) \quad p_0 (x) \mathbb{Z} [x] \otimes \mathbb{Z} \mathbb{Z}_n \rightarrow \mathbb{Z} [x] \otimes \mathbb{Z}_n = \mathbb{Z}_n [x] \rightarrow G_0 \otimes \mathbb{Z} \mathbb{Z}_n \rightarrow 0$$

is exact for $n = 2, 3, 4, \ldots$. Thus $G_0 \otimes \mathbb{Z} \mathbb{Z}_n$ is isomorphic to $\mathbb{Z}_n [x]$ modulo the image of $p_0 (x) \mathbb{Z} [x] \otimes \mathbb{Z} \mathbb{Z}_n$ in $\mathbb{Z}_n [x]$, and this image is easily seen to be $p_0^{(n)} (x) \mathbb{Z}_n [x]$, where $p_0^{(n)} (x)$ is the polynomial $p_0 (x)$ with the coefficients reduced modulo $n$. (This is because the map $m \rightarrow m \mod n$ is a ring morphism $\mathbb{Z} \rightarrow \mathbb{Z}_n$.) Thus

$$(8.22) \quad G_0 \otimes \mathbb{Z} \mathbb{Z}_n \cong \mathbb{Z}_n [x] / (p_0^{(n)} (x) \mathbb{Z}_n [x]).$$

**Corollary 8.9.** Adopt the notation and assumptions in Corollary 8.8, and let $n \in \{2, 3, \ldots \}$. Let

$$(8.23) \quad \text{div} = \gcd \{n, q_M\},$$

where $q_M$ is the leading coefficient in $p_0 (x)$ (see (8.15)). Then any

$$(8.24) \quad g \in G_0 \otimes \mathbb{Z}_n \cong \mathbb{Z}_n [x] / p_0^{(n)} (x) \mathbb{Z}_n [x]$$

has a unique polynomial representative of the form

$$(8.25) \quad \sum_{j=1}^{M} l_j x^{j-1} + \sum_{k \geq 1} i_k x^{M+k-1},$$

where $0 \leq l_j < n$, $0 \leq i_k < \text{div} = \gcd \{n, q_M\}$, and the right-hand sum is finite. In particular, if $\gcd \{n, q_M\} = 1$, then

$$(8.26) \quad G_0 \otimes \mathbb{Z}_n \cong \mathbb{Z}_n^M.$$ 

Proof. If $q (x)$ is a polynomial in $\mathbb{Z}_n [x] / (p_0^{(n)} (x))$, we may assume that all the coefficients of $q$ are in $\{0, 1, \ldots, n - 1\}$ by reducing modulo $n$. Let $mx^N$ be the leading term in $q (x)$. If $N \leq M - 1$, there is nothing to do. If $N \geq M$ add an integer multiple of $p_0 (x) x^{N-M}$ to $q (x) \mod n$ such that the leading coefficient is contained in $\{0, 1, \ldots, \gcd \{n, q_M\} - 1\}$. Then do the same thing for the second leading term in the new polynomial, etc. It is clear that this procedure determines the coefficients $i_k$ uniquely.

In the special case that $\gcd \{n, q_M\} = 1$, the expansion (8.25) reduces to

$$\sum_{j=1}^{M} l_j x^{j-1}.$$
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and hence

$$G_0 \otimes \mathbb{Z}_n \cong \mathbb{Z}_n^M$$

in that case.

Remark 8.10. We will see later, in Chapter 16, that Corollary 8.9 gives an efficient method of distinguishing cases which are not distinguished by the invariants in Chapters 6 and 7.
CHAPTER 9

Associated structure of the groups $K_0(\mathfrak{M}_L)$ and $\ker \tau$

In this chapter we will study associated structure of the groups $K_0(\mathfrak{M}_L)$ and $\ker \tau$ which is related to the action of $J$, to the embeddings $\mathbb{Z}^N \subseteq K_0(\mathfrak{M}_L)$ and $\mathbb{Z}^{N-D} \subseteq \ker \tau$, and to invariant subgroup structure of $J$. It is not clear that these additional structures define invariants per se, but we will see in Chapter 16 that they can be used to establish a quite effective machine to determine non-isomorphism when the basic invariants from Chapter 7 are the same.

**Remark 9.1.** Let $J$ be a nonsingular matrix with nonnegative integer entries, and suppose, for some $k \in \mathbb{N}$, that $J^k$ has only positive entries. We saw near (5.1)–(5.6) that then $G_J$ may be obtained as the inductive limit

$$Z^N \hookrightarrow J^{-1}Z^N \hookrightarrow J^{-2}Z^N \hookrightarrow \cdots,$$

and $N$ is the rank of $G_J$. Moreover, (9.1) defines an embedding of $Z^N$ as a subgroup of $G_J$, and we can consider the quotient group $F(J) := G_J/Z^N$. (It is not clear that the group $F(J)$ is an isomorphism invariant.) Using Theorem 7.5 we can similarly show that $\ker (\tau)$ has an analogous representation. Its rank is $M = N - D$, and it is obtained as an inductive limit

$$Z^M \rightarrow J_0^{-1}Z^M \rightarrow J_0^{-2}Z^M \rightarrow \cdots,$$

where $J_0$ is the upper left-hand submatrix of (7.15):

$$J_0 = \begin{pmatrix}
Q_1 & 1 & \cdots & 0 & 0 \\
Q_2 & 0 & \ddots & 0 & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
Q_{M-1} & 0 & \cdots & 0 & 1 \\
Q_M & 0 & \cdots & 0 & 0
\end{pmatrix}, \quad Q_i \in \mathbb{Z}, \; Q_M \neq 0.$$

The number $m_N$ cannot be derived from the groups $F(L) := G_L/Z^N$ and $F_\tau (L) := \ker (\tau)/Z^M$ by the example below, where $N$, resp. $M$, is still the rank of $G_L$, resp. $\ker (\tau)$.

Three important properties we establish in Lemma 9.2 below, which relate $m_N$ and the group $F(J)$, are the following (see details below):

(i) $F(J)$ has elements of minimal order $m_N$;

(ii) every element of $F(J)$ has a finite order which is a divisor of a power of $m_N$; and

(iii) $m_N F(J) = F(J)$. 
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Lemma 9.2. Let the \((L_i)_{i=1}^d\) system be as in Theorem 4.2. Let \(J\) be the incidence matrix \((7.2)\), and assume \(|\det J| = m_N > 1\). Consider the group \(F(L) = K_0(\mathfrak{A}_L)/\mathbb{Z}^N\), where we use the concrete realization \((5.6)\) or \((9.1)\) of \(K_0(\mathfrak{A}_L)\).

Let \(e_1, \ldots, e_N\) be the standard basis for \(\mathbb{Z}^N\), and define

\[ g_i = J^{-i}e_N \quad \text{for } i = 1, 2, 3, \ldots, \]

\[ g_{-i} = e_{N-i} \quad \text{for } i = 0, 1, \ldots, N-1. \]

Then the elements \(g_i\) generate \(K_0(\mathfrak{A})\) as an abelian group, and satisfy the relations

\[ m_N g_{N+i} = g_i - m_1 g_{i+1} - \cdots - m_{N-1} g_{N+i-1} \quad \text{for } i = -(N-1), -(N-1) + 1, \ldots. \]

Moreover, \(K_0(\mathfrak{A})\) can be characterized as a group as the abelian group generated by elements \(g_{-N+1}, g_{-N+2}, \ldots\) satisfying these relations, and the order in \(K_0(\mathfrak{A})\) is given by

\[ \sum_{i \geq 1-N} c_i g_i > 0 \iff \sum_{i \geq 1-N} c_i \lambda^{-i} > 0, \]

where the sums are finite and \(\lambda\) is the Perron–Frobenius eigenvalue of \(J\).

Correspondingly, if we put

\[ x_i = g_i \quad \text{mod } \mathbb{Z}^N, \]

the \(x_i\) satisfy the relations

\[ x_i = 0 \quad \text{for } i = 1 - N, 2 - N, \ldots, 0 \]

\[ m_N x_{N+i} = x_i - m_1 x_{i+1} - \cdots - m_{N-1} x_{N+i-1} \quad \text{for } i = 1 - N, 2 - N, \ldots, \]

and \(F(L)\) can be characterized as the abelian group generated by these relations.

Proof. Let \(g_i = J^{-i}e_N \in G(L), x_i = g_i \mod \mathbb{Z}^N, \) and \(m = m_N\). Then

\[ mg_1 = e_1 - m_1 e_2 - \cdots - m_{N-1} e_N, \]

\[ mg_2 = J^{-1}e_1 - m_1 J^{-1}e_2 - \cdots - m_{N-1} J^{-1} e_N = e_2 - m_1 e_3 - \cdots - m_{N-2} e_N - m_{N-1} g_1, \]

and

\[ mg_3 = e_3 - m_1 e_4 - \cdots - m_{N-2} g_1 - m_{N-1} g_2, \]

\[ \vdots \]

\[ mg_{N+i} = g_i - m_1 g_{i+1} - \cdots - m_{N-1} g_{N+i-1}. \]
and in $F(L) = G(L)/\mathbb{Z}^N$:

$$mx_1 = 0,$$
$$mx_2 = -m_{N-1}x_1,$$
$$mx_3 = -m_{N-2}x_1 - m_{N-1}x_2,$$
$$\vdots$$
$$mx_N = -m_1x_1 - \cdots - m_{N-1}x_{N-1},$$
$$\vdots$$
$$mx_{N+i} = x_i - m_1x_{i+1} - \cdots - m_{N-1}x_{N+i-1}.$$  

This proves the relations (9.6), (9.9) and (9.10). To prove that the relations (9.6) actually characterize $K_0(\mathfrak{A}_L)$ we use the polynomial representation (5.35)–(5.38). There $K_0(\mathfrak{A}_L)$ is characterized as the additive group $\mathbb{Z}[x]$ modulo the linear combinations of the elements

$$x^np_L(x)$$

for $n = 0, 1, 2$, where $p_L(x)$ is given by (5.48) as

$$p_L(x) = \sum_{j=1}^N m_jx^j - 1.$$  

Thus $K_0(\mathfrak{A}_L)$ is characterized as the abelian group generated by elements $1, x, x^2, \ldots$ with the relations

$$m_Nx^{N+i} = x^i - m_1x^{i+1} - \cdots - m_{N-1}x^{N+i-1}$$

for $i = 0, 1, 2, \ldots$. But then the abelian group defined by the relations (9.6) above is isomorphic to this polynomial group through the map

$$g_i \mapsto x^{i+N-1}$$

for $i = 1 - N, 2 - N, \ldots$. This proves that the abelian group defined by (9.6) is isomorphic to $K_0(\mathfrak{A}_L)$, and furthermore, an isomorphism between the groups is given by

$$\sum_{i \geq 1-N} c_ig_i \mapsto \sum_{i \geq 1-N} c_ix^{i+N-1}.$$  

Using (5.36), we thus see that (9.7) is valid.

Since $\mathbb{Z}^N \subseteq K_0(\mathfrak{A})$ identifies with the free abelian group generated by $g_{1-N}, g_{2-N}, \ldots, g_0$ in the above picture, the remaining statement about $F(L)$ is immediate. □

**Remark 9.3.** For the example $J = \begin{pmatrix} 1 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix}$, the relations for the $x_i$ take the form

$$4x_1 = 0,$$
$$4x_2 = 0,$$
$$4x_3 = -x_1,$$
$$\vdots$$
$$4x_i = x_{i-3} - x_{i-2}, \quad i = 4, 5, \ldots.$$
This example has Perron–Frobenius eigenvalue $\lambda = 2$. Thus we see that the group $F(L)$ for this example is isomorphic to $\left(\mathbb{Z} \left[\frac{1}{2}\right] / \mathbb{Z}\right)^2$ by the isomorphism

$$
\begin{align*}
x_1 &\rightarrow \left(\frac{1}{4}, 0\right), \\
x_2 &\rightarrow \left(0, \frac{1}{4}\right), \\
x_3 &\rightarrow \left(-\frac{1}{4^2}, 0\right), \\
x_4 &\rightarrow \left(\frac{1}{4^2}, -\frac{1}{4}\right), \\
x_5 &\rightarrow \left(\frac{1}{4^3}, \frac{1}{4^2}\right), \\
x_6 &\rightarrow \left(-\frac{2}{4^3}, \frac{1}{4^2}\right), \quad \text{etc.}
\end{align*}
$$

We will later, in Proposition 11.25 and Remark 11.23, use these relations to prove the useful scaling property

$$
\left\{ g \in K_0(\mathbb{A}_J) \mid 4^i g \in \mathbb{Z}^3 \right\} = J^{-2i}\mathbb{Z}^3
$$

for $i = 1, 2, \ldots$; see, e.g., Corollary 11.22 for the use of the scaling. We know from (5.31) that $K_0(\mathbb{A}_J)$ is an extension of $\mathbb{Z} \left[\frac{1}{2}\right]$ by $\ker \tau$, and we will show in Example 18.1 by using relations analogous to the above for $\ker \tau$ that $\ker \tau$ is an extension of $\mathbb{Z} \left[\frac{1}{2}\right]$ by $\mathbb{Z}$.

For the example $J = \left(\frac{1}{4} \, 1 \right)$, $\lambda = 2 \cdot \left(1 + \sqrt{2}\right)$, we have $N = 2$. Here order $(x_1) = \text{order } (x_2) = 4$, while

$$
\begin{align*}
4x_{2i+1} &= x_{2i-1}, \\
4x_{2i+2} &= 3x_{2i-1} + x_{2i}
\end{align*}
$$

for $i \in \mathbb{N}$; that is, the transition matrix in this example is $\left(\frac{1}{4} \, 1 \right)$. It follows from Proposition 11.25 and Remark 11.23 that also this example has the scaling property

$$
\left\{ g \in K_0(\mathbb{A}_J) \mid 4^i g \in \mathbb{Z}^2 \right\} = J^{-2i}\mathbb{Z}^2.
$$

**Remark 9.4.** The spectra of the respective matrices of the decomposition $J = \begin{pmatrix} J_0 & Q \\ 0 & J_R \end{pmatrix}$ in Theorem 7.8 and Corollary 7.10 may be summarized by the factorization

$$
\begin{align*}
\det (t \mathbb{I}_N - J) &= \det (t \mathbb{I}_{N-D} - J_0) \det (t \mathbb{I}_D - J_R).
\end{align*}
$$

Since all three matrices $J$, $J_0$, and $J_R$ have the form (7.2), the coefficients in the respective characteristic polynomials are just the numbers from the first columns in the three matrices. It is also clear from Theorem 7.5 that the Perron–Frobenius eigenvalue $\lambda$ is in the spectrum of $J_R$, and so the points $\sigma$ in the spectrum of $J_0$ satisfy $|\sigma| < \lambda$.

**Corollary 9.5.** Let $(J, \mathcal{L})$, $\mathcal{L} = \mathbb{Z}^N$, be as described in Proposition 7.7. Then there is a finite decomposition series of lattices $\mathcal{L}_1, \mathcal{L}_2, \ldots, \mathcal{L}_p$ such that

(i) the characteristic polynomial of $J|_{\mathcal{L}_p}$ is irreducible;
(ii) $N > \text{rank} \mathcal{L}_1 > \text{rank} \mathcal{L}_2 > \cdots > \text{rank} \mathcal{L}_p$ (if more than one term) with each \( \mathcal{L}_i \) invariant under \( J \); 

(iii) when the corresponding inductive limit groups \( G_i \) are formed from each \( \mathcal{L}_i \), they satisfy \( G_p \rhd \cdots \rhd G_2 \rhd G_1 \rhd K_0 (\mathfrak{A}_L) \) and \( G_1 = \ker (\tau) \). The step from \( \mathcal{L}_i \) to \( \mathcal{L}_{i+1} \) is that of Theorems 7.5 and 7.8. The first column in \( J_i = J|_{\mathcal{L}_i} \) defines an element of \( \mathbb{Z}[x] \) by (7.5). If this polynomial is irreducible, then the algorithm stops. If not, it has a real root \( a_i \), and we use the corresponding minimal polynomial \( p_{a_i}(t) \in \mathbb{Z}[t] \) in passing to the next step \( i+1 \) of the algorithm as done above in the proof of Theorems 7.5 and 7.8. The corresponding absolute determinants \( \det J_i \) and polynomials \( p_i(t) \) form successions of divisors.

Proof. The proof is similar to the proof of Proposition 7.7. We use the fact that if 

\[
J = \begin{pmatrix}
J_0 & Q \\
0 & J_R
\end{pmatrix}
\]

represents a step in the algorithm, and if \( p_J(t), p_{J_0}(t) \) and \( p_{J_R}(t) \) are the corresponding characteristic polynomials, then \( p_J(t) = p_{J_0}(t) \cdot p_{J_R}(t) \).

As described in (iii), the argument is by recursion: Suppose

\[
J \equiv \begin{pmatrix}
J_1 & V_1 \\
0 & K_1
\end{pmatrix}
\]

is a triangular representation as in Corollary 8.7. Then formula (9.11) yields divisibility for the respective characteristic polynomials 

\[
(9.12) \quad \text{ch}_J(t) = \text{ch}_{J_1}(t) \cdot \text{ch}_{K_1}(t).
\]

If this first reduction decreases the rank, then (9.12) shows that \( \text{ch}_J(t) \) could not be irreducible. At the first step in the reduction, Theorem 7.8 and Corollary 7.10 show that the Perron–Frobenius eigenvalue \( \lambda \) is a root of \( \text{ch}_{K_1}(t) \). We must show that, if \( \text{ch}_{J_1}(t) \) factors nontrivially, i.e., \( \text{ch}_{J_1}(t) = q(t) \cdot p(t) \), with \( q(t), p(t) \in \mathbb{Z}[t] \), and say \( p(t) \) irreducible, then the process may continue. Since the matrices \( J_1 \) and \( K_1 \) have the same form as \( J \) at the outset, we would get

\[
(9.13) \quad J_1 \equiv \begin{pmatrix}
J_2 & V_2 \\
0 & K_2
\end{pmatrix},
\]

again with the properties from the proof of Theorem 7.8 and Corollary 8.7. Let \( f(t) = \text{ch}_{J_1}(t) \). Then \( J_1 \) may be represented, via (7.11), as multiplication by \( t \) on \( \mathbb{Z}[t] \) \( \subseteq (f(t)) \). Let \( W \) denote the following induced linear mapping (quotient by ideals):

\[
\mathbb{Z}[t] \xrightarrow{W} \mathbb{Z}[t] / (f(t)),
\]

\[
W(h(t) + q) := p(t) h(t) + (f), \text{ for } h(t) \in \mathbb{Z}[t].
\]

It is well defined and injective due to the assumptions made on \( f(t) \). Since \( J_1 \) is represented as multiplication by \( t \) in \( \mathbb{Z}[t] / (f(t)) \), the range of \( W \) is then a nontrivial invariant subspace (over \( \mathbb{Z} \)) for \( J_1 \), and we arrive at the triangular form (9.13). The argument from the proof of Theorem 7.8 shows that the entries of (9.13) must have the same standard form as described in the previous step. Hence the process may continue until at some step, \( p \), say, \( \text{ch}_{J_p}(t) \) is irreducible. \( \Box \)
CHAPTER 10

The invariant $\operatorname{Ext}(\tau(K_0(\mathfrak{A}_L)), \ker \tau)$

In this chapter and the next we study the set $\mathcal{L}(\lambda)$ of matrices $J_m$ of the form (7.2) such that $\lambda^N - m_1 \lambda^{N-1} - \cdots - m_{N-1} \lambda - m_N = 0$. For the case when $\lambda \in \mathbb{Z}_+$, we will show in Theorem 11.10, Corollary 11.12, Corollary 11.13, Theorem 11.17, Corollary 11.20, and Proposition 11.21 that $\tau(v)$ can be used to show non-isomorphism where $\tau$ is the normalized trace, and $v$ is the right Perron–Frobenius eigenvector, i.e., $Jv = \lambda v$, $v_1 = 1$. See (14.5) for the explicit form of $v$.

There are examples $J$, $J'$ such that all the three Prim-invariants agree on $J$ and $J'$ while the $C^*$-algebras $\mathfrak{A}_J$ and $\mathfrak{A}_{J'}$ are non-isomorphic. Take, for example, $N = 3$, $D = 1$, $\lambda = \lambda' = 2$, and

$$m = \begin{pmatrix} m_1 \\ m_2 \\ m_3 \end{pmatrix} = \begin{pmatrix} 1 \\ 0 \\ 4 \end{pmatrix}, \quad \text{and} \quad m' = \begin{pmatrix} m'_1 \\ m'_2 \\ m'_3 \end{pmatrix} = \begin{pmatrix} 0 \\ 2 \\ 4 \end{pmatrix}. $$

(For more examples, see also Chapter 16 and Table 1 in Chapter 11.) Then the respective triangular forms are

$$J \cong \begin{pmatrix} -1 & 1 & 1 \\ -2 & 0 & 2 \\ 0 & 0 & 2 \end{pmatrix}, \quad J' \cong \begin{pmatrix} -2 & 1 & 2 \\ -2 & 0 & 2 \\ 0 & 0 & 2 \end{pmatrix},$$

and therefore

$$Q_2 = Q'_2 = R_1 = R'_1 = 2.$$ 

In the next chapters, we identify additional quantities which can be used to distinguish $\mathfrak{A}_J$ and $\mathfrak{A}_{J'}$. If $v$ denotes the right Perron–Frobenius eigenvector, then one of these quantities is $\tau(v)$. The actual non-isomorphism of the two specimens above can, however, be established by using (8.26) in Corollary 8.9; see the $N = 3$ case in Chapter 16.

We mentioned in Chapter 5 that the dimension group $D(\mathfrak{A}_L)$, that is the group $K_0(\mathfrak{A}_L)$ with the Riesz order and the element $[1]_0$, is a complete isomorphism invariant by the general theory. Objects that can be derived from $D(\mathfrak{A}_L)$, like $\tau(K_0(\mathfrak{A}_L))$, $\ker \tau$, $\operatorname{Ext}$, $N = \operatorname{rank}(K_0(\mathfrak{A}_L))$, and the sets of prime factors of $m_N$, $R_D$, and $Q_{N-D}$, are secondary invariants. In this chapter and the next we shall treat the invariant in $\operatorname{Ext}(\tau(K_0(\mathfrak{A}_L)), \ker \tau)$ defined by $K_0(\mathfrak{A}_L)$.

Aside from the two groups $\ker \tau$ and $\tau(K_0(\mathfrak{A}_L))$ themselves, $D(\mathfrak{A}_L)$ determines the intrinsic exact sequence:

\begin{equation}
0 \longrightarrow \ker(\tau) \overset{\iota}{\longrightarrow} G \overset{\tau}{\longrightarrow} \tau(G) \longrightarrow 0,
\end{equation}
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where we use the shorthand notation \( G = G_L := K_0(\mathfrak{A}_L) \). Hence the complete invariant \( D(\mathfrak{A}_L) \) for isomorphism of the AF-C*-algebras \( \mathfrak{A}_L \) includes (10.1), characterized as an element of Ext(\( \tau(G), \ker(\tau) \)). We shall need a few facts from homology about the Ext-groups, and we refer to [52] for background material: if \( A \) and \( C \) are abelian groups, an element of Ext(\( C, A \)) is an equivalence class of short exact sequences of abelian groups

\[
0 \to A \xrightarrow{i} E \xrightarrow{\tau} C \to 0.
\]

It is conventional to use the same letter \( E \) also to denote this exact sequence and \( E \) or \( [E] \) to denote the equivalence class. Two elements \( E \) and \( E' \) are said to be equivalent in Ext(\( C, A \)) if there is an isomorphism \( \theta : E \to E' \) of abelian groups such that

\[
\begin{array}{cccc}
E' & \xrightarrow{\tau'} & C' & \to 0 \\
\downarrow \theta & & \downarrow \gamma & \\
E & \xrightarrow{\tau} & C & \to 0
\end{array}
\]

commutes, or more globally if

\[
0 \to A \xrightarrow{\alpha} E \to C \to 0
\]

\[
0 \to A' \xrightarrow{\alpha'} E' \to C' \to 0
\]

commutes, where \( \alpha, \gamma \) are isomorphisms of abelian groups. Note if we have \( \theta \in \text{Hom}(E, E') \), and if \( \alpha \) and \( \gamma \) are isomorphisms, then \( \theta \) will be an isomorphism by the Short Five Lemma; see [52]. With a standard addition \( E + E' \), Ext(\( C, A \)) itself acquires the structure of an abelian group. \( E'' = E + E' \) is defined by

\[
E'' = \{(x, y) \in E \oplus E' \mid \tau'(x) = \tau'(y)\} \setminus \{[(\tau(a), -\tau'(a)) \mid a \in A\}
\]

with

\[
\iota'' : A \to E'' : a \mapsto [(\iota(a), 0)]
\]

and

\[
\tau'' : E'' \to C : [(x, y)] \mapsto \tau(x).
\]

(In these considerations, \( \tau, \tau', \) and \( \tau'' \) are only viewed as maps of abelian semigroups.) This makes Ext(\( C, A \)) into an abelian semigroup, with identity element the trivial extension

\[
E_0 = A \oplus C,
\]

\[
\iota_0 : A \to E_0 : a \mapsto (a, 0),
\]

\[
\tau_0 : E_0 \to C : (a, b) \mapsto b.
\]

Any element has an inverse given by

\[
E' = E,
\]

\[
\iota' = -\iota,
\]

\[
\tau' = \tau,
\]

and this makes Ext(\( C, A \)) into an abelian group.
We say that (10.2) splits if there is a \( \psi \in \text{Hom}(C, E) \) such that \( \tau \circ \psi = \text{id} \). This is equivalent to
\[
E \cong A \oplus C \quad \text{(direct sum of abelian groups),}
\]
with trivial maps \( \iota, \tau \), and then the corresponding \( E \) is the zero element of the abelian group \( \text{Ext}(C, A) \). Note that \( \text{Ext}(\mathbb{Z}_2, \mathbb{Z}) \cong \mathbb{Z}_2 \). The corresponding two group elements, 0, resp., 1, are (the equivalence classes of) (10.5) and (10.6):
\[
0 \to 2\mathbb{Z} \hookrightarrow (2\mathbb{Z}) \oplus \mathbb{Z}_2 \xrightarrow{0+1\text{id}} \mathbb{Z}_2 \to 0
\]
and
\[
0 \to 2\mathbb{Z} \hookrightarrow \mathbb{Z} \xrightarrow{\text{proj.}} \mathbb{Z}_2 \to 0,
\]
where the second, (10.6), is non-split. More generally,
\[
\text{Ext}(\mathbb{Z}_m, A) \cong A/mA;
\]
see [52]. A refinement of (10.7), also due to Mac Lane et al., is the characterization of
\[
\text{Ext}(\mathbb{Z}_k^l, \mathbb{Z}^l)
\]
as a solenoid, depending on \( k, l \in \mathbb{N}, k > 1 \). In particular, (10.8) is overcountable. The description of our \( \mathfrak{A}_L \)'s associated with \( |\det J_L| = k \) in the special case that \( \ker(\tau) \cong \mathbb{Z}^l \), must be given in terms of (10.8).

In the general case, we have \( J_L \) of the form
\[
J_L = \begin{pmatrix}
m_1 & 1 & 0 & \cdots & 0 & 0 \\
m_2 & 0 & 1 & \cdots & 0 & 0 \\
m_3 & 0 & 0 & \ddots & \vdots & \vdots \\
\vdots & \vdots & \ddots & \ddots & \vdots & \vdots \\
m_{N-1} & 0 & 0 & \cdots & 0 & 1 \\
m_N & 0 & 0 & \cdots & 0 & 0
\end{pmatrix},
\]
where \( m_N = (-1)^{N-1} \det J_L \), and the characteristic polynomial \( p_L(\lambda) \) is
\[
p_L(\lambda) = \det(\lambda - J_L) = \lambda^N - m_1\lambda^{N-1} - \cdots - m_{N-1}\lambda - m_N.
\]
Here \( N \) is the rank of \( G_L \). Then \( \mathbb{Z}^N \) is embedded in \( G_L \), and we can introduce the quotient group \( G_L/\mathbb{Z}^N \). Using this, we show that \( G_L/\mathbb{Z}^N \) is a specific extension of the inductive limit group \( C_{m_N} \) defined by
\[
\mathbb{Z}_{m_N} \xrightarrow{m_N} \mathbb{Z}_{m_N^2} \xrightarrow{m_N} \mathbb{Z}_{m_N^3} \xrightarrow{\cdots}.
\]
Let \( \tau \) be the normalized trace on \( G_L \). Then there is a short exact sequence
\[
0 \to \ker(\tau) \to G_L \xrightarrow{\tau} (G_L) \to 0.
\]
We further show that, if \( M \) is the rank of \( \ker(\tau) \), then \( \ker(\tau)/\mathbb{Z}^M \) is an extension of a second inductive limit group \( C_k \) formed from finite cyclic groups:
\[
\mathbb{Z}_k \xrightarrow{k} \mathbb{Z}_{k^2} \xrightarrow{k} \mathbb{Z}_{k^3} \xrightarrow{k} \cdots.
\]
where $k$ divides $m_N$. It will follow in particular from the construction that every element of $G_L/\mathbb{Z}^N$ has a (finite) order which divides a power of $m_N$; and, similarly, that every element of $\ker(\tau)/\mathbb{Z}^M$ has an order which is a divisor of $k^i$ for some $i$ (depending on the element).

Note that, as a consequence of (10.10), the vector $(m_1, \ldots, m_N)$ is a similarity invariant for $J_L$, i.e., two nonsingular matrices $J_L$ and $J_{L'}$ of the form (10.9) are similar if and only if they are equal. But similarity of two $J_L$'s is a condition which a priori is much more restrictive than isomorphism of the corresponding pair of $C^*$-algebras, $A_L$ and $A_{L'}$. In [10] this is discussed in detail, and we show for example that the matrices we discussed in (7.21),

\[(10.11) \quad J_L = \begin{pmatrix} 4 & 1 \\ 32 & 0 \end{pmatrix} \quad \text{and} \quad J_{L'} = \begin{pmatrix} 6 & 1 \\ 16 & 0 \end{pmatrix},\]

define isomorphic $C^*$-algebras. (See Figure 15, below.) Other examples are in Example 5.3, in (6.22), in Chapters 13 and 16, and in [10].

Let $L$ be such that $\tau(G_L) = \mathbb{Z} \left[ \frac{1}{k} \right]$ for some $k$. Then $A_L$ corresponds to a nonzero element of $\text{Ext}(\mathbb{Z} \left[ \frac{1}{k} \right], \ker(\tau))$, if and only if

\[(10.12) \quad 0 \to \ker(\tau) \to G_L \xrightarrow{\tau} \mathbb{Z} \left[ \frac{1}{k} \right] \to 0\]

is non-split. Let $J_L$ be given as usual (see (10.9)), and let $G_L$ be the inductive limit from

\[(10.13) \quad \mathbb{Z}^N \subseteq J_L^{-1} (\mathbb{Z}^N) \subseteq J_L^{-2} (\mathbb{Z}^N) \subseteq \cdots .\]

For the pair (10.11) we show in [10], or, more generically, in Proposition 13.3, that (10.12) is the following exact sequence:

\[(10.14) \quad 0 \to \mathbb{Z} \left[ \frac{1}{k} \right] \xrightarrow{\tau(\zeta - 8\varepsilon)} \mathbb{Z} \left[ \frac{1}{k} \right] \times \mathbb{Z} \left[ \frac{1}{k} \right] \xrightarrow{\tau = (1, 1/8)} \mathbb{Z} \left[ \frac{1}{k} \right] \to 0.\]

This is the zero element of $\text{Ext}(\mathbb{Z} \left[ \frac{1}{k} \right], \mathbb{Z} \left[ \frac{1}{k} \right])$: an injection $\psi: \mathbb{Z} \left[ \frac{1}{k} \right] \to \mathbb{Z} \left[ \frac{1}{k} \right] \times \mathbb{Z} \left[ \frac{1}{k} \right]$ may be defined by

\[(10.15) \quad \psi(u) := \left( \frac{7}{8} u, u \right), \quad u \in \mathbb{Z} \left[ \frac{1}{k} \right].\]

Then clearly $\tau(\psi(u)) = u$, so $\psi$ defines a section, and (10.14) splits.

The inductive limit $G_L$ from (10.13), and $\tau(G_L) = \mathbb{Z} \left[ \frac{1}{k} \right]$, $k > 1$, in general define a nontrivial element of $\text{Ext}$, i.e., (10.12) is non-split in general. It is split if and only if there is an element $g \in G_L$ such that $(k^{-i})g \in G_L$, $\forall i \in \mathbb{N}$, and $\tau(g) = 1$. 
Figure 15. $L = \{1, 1, 1, 1, 2, \ldots, 2\}$, first column = $(4, 32)^{48}$ (left); $L = \{1, 1, 1, 1, 1, 1, 2, \ldots, 2\}$, first column = $(6, 16)^{52}$ (right). See (10.11). These diagrams represent isomorphic algebras.
CHAPTER 11

Scaling and non-isomorphism

In this chapter we introduce a number $\tau (v)$, and prove in Theorem 11.10 and Corollary 11.22 that it can be used to establish non-isomorphism for classes of algebras where the basic invariants in Theorem 7.8 are the same.

Let $\lambda \in \mathbb{R}_+$, and let

$$\mathcal{L} (\lambda) = \{ J \mid J \text{ is of the form (11.2) with Perron--Frobenius eigenvalue } \lambda \}.$$ 

In particular, the standard matrix $J_m$ is in $\mathcal{L} (\lambda)$ if and only if

$$\lambda^N - m_1 \lambda^{N-1} - m_2 \lambda^{N-2} - \cdots - m_{N-1} \lambda - m_N = 0. \tag{11.1}$$

The admissible numbers $\lambda$ must therefore be algebraic. These algebraic integers $\lambda$ may be specified further; see, e.g., [42], [66], and [58] for more details on this point.

We are not restricting the size $N \times N$ of the matrices $J$ in $\mathcal{L} (\lambda)$.

Our main result, Theorem 11.10, in this chapter, is that $\tau (v) = \langle \alpha \mid v \rangle$, introduced in (11.3)–(11.4), can be used to show non-isomorphism of a class of cases in $\mathcal{L} (\lambda)$ when $\lambda \in \mathbb{Z}_+ \setminus (1, \lambda)$.

We consider matrices $J = J_m = J_L$ having the form

$$J_m = \begin{pmatrix} m_1 & 1 & 0 & \cdots & 0 & 0 \\ m_2 & 0 & 1 & \cdots & 0 & 0 \\ m_3 & 0 & 0 & \ddots & \ddots & \ddots \\ \vdots & \vdots & \vdots & \ddots & \ddots & \ddots \\ m_{N-1} & 0 & 0 & \cdots & 0 & 1 \\ m_N & 0 & 0 & \cdots & 0 & 0 \end{pmatrix}, \tag{11.2}$$

with $m_k \in \mathbb{Z}$, $m_1 \geq 0$, $m_N > 0$, and satisfying the further requirement that for some $k \in \mathbb{N}$, $J^k$ has only positive entries (equivalently, $\gcd \{ i \mid m_i \neq 0 \} = 1$). Non-unimodularity means $m_N > 1$.

Recall from (5.17) that the vector $\alpha = \alpha_\lambda = (1, \lambda^{-1}, \ldots, \lambda^{-(N-1)})$ satisfies

$$\alpha J = \lambda \alpha, \tag{11.3}$$

and also there is a unique $v \in \mathbb{Z} [\lambda]^N$ such that

$$J v = \lambda v \quad \text{and} \quad v_1 = 1. \tag{11.4}$$

An explicit expression for $v$ is given in (14.5). When $J$ is given, let $\mathfrak{A}_J$ be the corresponding AF-algebra.
11. SCALING AND NON-ISOMORPHISM

Table 1. Parameters for Examples A and B in (11.5)–(11.6).

| $\lambda$ | $m_N$ | $R_D$ | $\ker(\tau)$ | $F = K_0/\mathbb{Z}^3$ | $\langle \alpha | \nu \rangle$ |
|-----------|-------|-------|---------------|-------------------------|----------------------------|
| Example A | 2     | 2     | $\mathbb{Z}^2$ | $\mathbb{Z}_4 / \mathbb{Z}$ | $\frac{9}{4}$ |
| Example B | 4     | 4     | $\mathbb{Z}^2$ | $\mathbb{Z}_3 / \mathbb{Z}$ | $\frac{33}{16}$ |

Our list of invariants, so far, cannot separate the AF-isomorphism classes corresponding to the following pair of examples (Examples A and B) where:

$\begin{pmatrix} m_1 \\ m_2 \\ m_3 \end{pmatrix}_A = \begin{pmatrix} 0 \\ 3 \\ 2 \end{pmatrix}$ and $\begin{pmatrix} m_1 \\ m_2 \\ m_3 \end{pmatrix}_B = \begin{pmatrix} 0 \\ 15 \\ 4 \end{pmatrix}$, \quad $\lambda_A = 2$ and $\lambda_B = 4$.

The stabilized Bratteli diagrams:

Example A:

(11.5)

Example B:

(11.6)

For both these examples, the basic invariants in Chapter 7 have the values $N = 3$, $D = 1$, $\text{Prim}(m_N) = \{2\}$, $\text{Prim}(R_D) = \{2\}$, $\text{Prim}(Q_{N-D}) = \emptyset$. These invariants do not directly separate the isomorphism classes of the examples. However, since one Perron–Frobenius eigenvalue is a power of the other, we will show that $\tau(\nu)$ can be used to check non-isomorphism of the two AF-algebras $\mathfrak{A}_A$ and $\mathfrak{A}_B$. This is shown for this specific example in Observation 11.2, and more generally in Theorem 11.10.

It is easy to check that both examples have $\ker(\tau) \cong \mathbb{Z}^2$, and $\tau(K_0) \cong \mathbb{Z}_4$. Strictly speaking, $\tau(K_0)$ is $\mathbb{Z}_4$ for Example A, and $\mathbb{Z}_3$ for Example B; but $\mathbb{Z}_4 = \mathbb{Z}_3$ with the natural isomorphism specified by

$$1 \quad \mapsto \quad \frac{1}{2^{2i}}.$$
Hence, both of the examples are characterized as elements of \( \text{Ext} \left( \mathbb{Z} \left[ \frac{1}{2} \right], \mathbb{Z}^2 \right) \), in the usual manner. Let \( G_A \) and \( G_B \) be the respective \( K_0 \)-groups. The rank of each group is clearly \( N = 3 \).

The next Observation illustrates the previous remarks about \( m_N \). Let \( F_A := G_A / \mathbb{Z}^3 \), and similarly for \( F_B \).

**Observation 11.1.** \( G_A / \mathbb{Z}^3 \cong G_B / \mathbb{Z}^3 \cong \mathbb{Z} \left[ \frac{1}{2} \right] / \mathbb{Z} \).

**Proof.** The respective quotient groups have the following generators:
\[
F_A : x_i = J_A^{-i} e_3 \mod \mathbb{Z}^3
\]
and
\[
F_B : y_i = J_B^{-i} e_3 \mod \mathbb{Z}^3,
\]
and a use of Lemma 9.2 yields:
\[
\begin{align*}
& (a) \ 2x_1 = 0, \ 2x_{i+1} = x_i, \ i \in \mathbb{N}, \ \text{and} \\
& (b) \ 4y_1 = 0, \ 4y_{i+1} = y_i, \ i \in \mathbb{N}.
\end{align*}
\]
Hence \( G_A / \mathbb{Z}^3 \cong \mathbb{Z} \left[ \frac{1}{2} \right] / \mathbb{Z} \), and \( G_B / \mathbb{Z}^3 \cong \mathbb{Z} \left[ \frac{1}{4} \right] / \mathbb{Z} = \mathbb{Z} \left[ \frac{1}{2} \right] / \mathbb{Z}. \)

The crucial property derived from (a)–(b) above is not really Observation 11.1, but that scaling by a power of 2 (in Example A) and 4 (in B) determines a filtration of \( G_A = \bigcup_{n \geq 0} J_A^{-n} \mathbb{Z}^3 \). Specifically, let \( \pi_A : G_A \to F_A = G_A / \mathbb{Z}^3 \) be the quotient mapping. If elements of \( F_A \) are represented as \((i_1, i_2, \ldots, i_{n-1}, 1)\), \( i_j \in \mathbb{Z}_2 \), we write
\[
g_n = x + i_1 J_A^{-1} e_3 + i_2 J_A^{-2} e_3 + \ldots + i_{n-1} J_A^{-n-1} e_3 + 1 \cdot J_A^{-n} e_3 \quad \text{for} \quad x \in \mathbb{Z}^3, \ i_j \in \{0,1\}.
\]
Recall from Corollary 8.3 that this representation is unique. Then
\[
\pi_A (g_n) = (i'_1, i'_2, \ldots, i'_{n-1}, 1), \quad g_n \in G_n (A) = J_A^{-n} \mathbb{Z}^3,
\]
and we note that
\[
\pi_A (2g_n) = (i'_2, i'_3, \ldots, i'_{n-1}, 1) = \pi_A (J_A g_n).
\]
A similar remark applies to \( F_B = G_B / \mathbb{Z}^3 \), but there the scaling is by a power of 4. We have proved the following:

An element \( g \) of \( G_A \) is in \( G_n (A) \) if and only if \( 2^n g \in \mathbb{Z}^3 \).

Similarly, when \( g \in G_B \), then \( g \in G_n (B) = J_B^{-n} \mathbb{Z}^3 \) if and only if \( 4^n g \in \mathbb{Z}^3 \). We shall need this in the proof of Observation 11.2 below. (See Figure 16.)

In summary, both examples have \( N = 3, D = 1, \) and \( \tau (K_0 (A)) = \mathbb{Z} \left[ \frac{1}{2} \right], \) and the other data are as in Table 1 (above).

The proof of non-isomorphism for \( A \) and \( B \) uses the fact that \( \langle \alpha_A \mid \nu_A \rangle \) and \( \langle \alpha_B \mid \nu_B \rangle \) have different prime factors than 2 for their numerators.

**Observation 11.2.** Examples A and B correspond to non-isomorphic AF-algebras \( \mathcal{A}_A \) and \( \mathcal{A}_B. \)

The argument proves that there is not even a nontrivial homomorphism \( \theta : G_B \to G_A \) which makes the diagrams in (11.7) and Figure 16 (below) commutative.
Figure 16. The (nonexistent) matrices $\psi_n$ in the proof of Observation 11.2 (example with $k = 3$).

The nonexistent isomorphism $\theta : G_B \rightarrow G_A$:

\[
\begin{array}{cccc}
0 & \rightarrow & \ker(\tau_B) & \xrightarrow{i_B} \ G_B & \xrightarrow{\tau_B} \ G_B (G_B) & \rightarrow & 0 \\
& & \cong & \mathbb{Z}^2 & \cong & \mathbb{Z} [\frac{1}{2}] & \cong & \mathbb{Z} \\
\rightarrow & \mathbb{Z}^2 & \xrightarrow{\varnothing} & \mathbb{Z} & \xrightarrow{\varnothing} & \mathbb{Z} & \xrightarrow{\varnothing} & 0 \\
0 & \rightarrow & \ker(\tau_A) & \xrightarrow{i_A} \ G_A & \xrightarrow{\tau_A} \ G_A (G_A) & \rightarrow & 0
\end{array}
\]
Proof. It is enough to show that $G_A$ and $G_B$ represent different elements of $\text{Ext} \left( \mathbb{Z} \left[ \frac{1}{3} \right], \mathbb{Z}^2 \right)$. This can be done by recursion, and use of the relations (a)–(b). Alternatively, it can be checked directly by the argument from the proof of Theorem 11.10 below that the two Ext-elements $G_A$ and $G_B$ are different in $\text{Ext} \left( \mathbb{Z} \left[ \frac{1}{3} \right], \mathbb{Z}^2 \right)$. Both arguments are essentially based on the $(\alpha | \psi)$-number, even though $\lambda_A \neq \lambda_B$. In the present case, $\lambda_A^2 = 4 = \lambda_B$, which is good enough. The present argument is essentially a “baby” version of the argument in the rest of this chapter.

We sketch the details. It is a proof by contradiction. Suppose $\theta$ were an isomorphism of the ordered $K_0$-groups, say $\theta: G_B \rightarrow G_A$, which made them the same element of $\text{Ext} \left( \mathbb{Z} \left[ \frac{1}{3} \right], \mathbb{Z}^2 \right)$. Since $G_A = \bigcup_{n \geq 0} J_A^{-n} \mathbb{Z}^3$, there is a $k$ such that $\theta (\mathbb{Z}^3) \subseteq J_A^{-k} \mathbb{Z}^3$. We then claim that $\theta (J_B^{-n} \mathbb{Z}^3) \subseteq J_A^{-(k+2n)} \mathbb{Z}^3$ for all $n$. The argument for this is based on properties (a)–(b) for the generators: Let $x \in \mathbb{Z}^3$. To verify that $\theta (J_B^{-n} x) \in J_A^{-(k+2n)} \mathbb{Z}^3$, we must check that $2^{2n+k+1} \theta (J_B^{-n} x) \in \mathbb{Z}^3$. This holds since $2^{2n+k+1} \theta (J_B^{-n} x) = 2^{2n+k} \theta (4^n J_B^{-n} x) \in 2^{k} \theta (\mathbb{Z}^3) \subseteq 2^{k} J_A^{k} \mathbb{Z}^3 \subseteq \mathbb{Z}^3$. Hence $2^{2n+k} \theta (J_B^{-n} x) \in \mathbb{Z}^3$, and therefore $\theta (J_B^{-n} x) \in J_A^{-(k+2n)} \mathbb{Z}^3$ as claimed.

These maps may be represented with matrices $\psi_n \in M_3 (\mathbb{Z})$ as follows:

$$\theta (J_B^{-n} x) = J_A^{-(k+2n)} \psi_n (x), \quad x \in \mathbb{Z}^3, \quad n = 0, 1, 2, \ldots,$$

with the consistency conditions

$$\psi_n = J_A^{2n} \psi_0 J_B^{-n}, \quad n \in \mathbb{N}.$$

Thus $\psi_0 = J_A^k \theta |_{\mathbb{Z}^3}$, and $\psi_n = J_A^{k+2n} \theta |_{\mathbb{Z}^3}$ (see Figure 16). This defines the sequence $\psi_n$ as a sequence of linear endomorphisms of $\mathbb{Z}^3$, and so each $\psi_n$ is represented by a matrix in $M_3 (\mathbb{Z})$. That turns out to be very restrictive. It is not satisfied for $\psi_0 = J_3$. In fact, even $J_A^2 J_B^{J_3}$ has a non-integral entry. (The matrices $\psi_n$ play the role of the intertwiners $A_n$ in the diagram (5.50), with $A_1 = \psi_0$, $A_2 = \psi_1$, etc., but in the reasoning here positivity does not play a role.)

Let $v_A = \left( \frac{1}{3} \right)$ and $v_B = \left( \frac{1}{4} \right)$ be the normalized Perron–Frobenius eigenvectors:

$$J_A v_A = 2 v_A, \quad J_B v_B = 4 v_B.$$

Hence

$$\psi_n (v_B) = J_A^{2n} \psi_0 J_B^{-n} v_B = 4^{-n} J_A^{2n} \psi_0 (v_B) \xrightarrow[n \rightarrow \infty]{} \frac{\tau_A (\psi_0 v_B)}{\tau_A (v_A)} v_A$$

by the Perron–Frobenius theorem. But

$$\tau_A (\psi_0 v_B) = 2^k \tau_B (v_B)$$

since $\theta$ preserves the normalized trace; see (11.7).

Hence, by taking $n$ large, $\psi_n (v_B) \in \mathbb{Z}^3$ will be arbitrarily close to $2^k \frac{\tau_B (v_B)}{\tau_A (v_A)} v_A = 2^k \frac{1}{12} \left( \frac{1}{2} \right)$, where we used the numbers from the last column in Table 1. If $\left( Q_{ij}^{(n)} \right)_{i,j=1}^3$ denote the matrix entries of $\psi_n$, then $Q_{ij}^{(n)} \in \mathbb{Z}$, and $\psi_n (v_B) = Q_{11}^{(n)} + 4 Q_{12}^{(n)} + Q_{13}^{(n)}$. But they are integers, so there is an $n_0 \in \mathbb{N}$ such that $\nexists \psi_n (v_B) \neq \frac{1}{12} 2^n$ for all $n > n_0$. Since 3 does not divide 11, this is a contradiction. We have proved that the Ext-elements are different as claimed. \qed

**Remark 11.3.** We will get back to the idea of defining $\theta$ by a matrix in $\text{GL} (N, \mathbb{R})$ in a more systematic way later, in Proposition 11.7.
Let $J$ be a matrix specified as in (11.2) and let $G = G_J$ be the corresponding inductive limit group (see Chapter 5). Recall $m_N = |\det J|$. Setting $G_i := J^{-i}Z^N$, we shall use the homomorphisms, $g \mapsto m_N^i g$, in localizing the scaling $G_i$, $i = 1, 2, \ldots$. It is immediate from the proof of Claim 8.2 that $m_N J^{-i}$ has integral entries, i.e., is in $M_N(Z)$. Since $m_N^i J^{-i} = (m_N J^{-1})^i$, this is also true for the iterations. We have proved the following implication:

$$g \in G_i \implies g \in G \quad \text{and} \quad m_N^i g \in Z^N.$$  

It will be useful that a scaled version of the converse also is true.

**Proposition 11.4.** Let $J$ be given as specified in (11.2). Then there exists a $p \in N$ such that the following implication $(a) \implies (b)$ holds for $g \in G_J$:

(a) $m_N g \in Z^N$

(b) $g \in J^{-p}Z^N$

Furthermore, for the same $p \in N$ we have the following implications for $g \in G_J$:

(c) $m_N^i g \in Z^N$

(d) $g \in J^{-ip}Z^N$ for $i = 1, 2, 3, \ldots$.

**Proof.** If $m_N g \in Z^N$, then $g \in \frac{1}{m_N} Z^N$, and hence $g$ has the form

$$g = \frac{(k_1, \ldots, k_N)}{m_N} + m$$

where $k_i \in \{0, 1, \ldots, m_N - 1\}$ for $i = 1, \ldots, N$, and $m \in Z^N$. But $G_J$ can contain at most $m_N^N$ elements of the form $(k_1, \ldots, k_N) / m_N$ where $k_i \in \{0, 1, \ldots, m_N - 1\}$, and since this number is finite and

$$G_J = \bigcup_{n} J^{-n}Z^N$$

is an increasing union, it follows that there is a $p \in N$ such that all these elements are contained in $J^{-p}Z^N$. But as $Z^N \subseteq J^{-p}Z^N$, the implication $(a) \implies (b)$ follows.

Next, choose $p \in N$ such that $(a) \implies (b)$ holds. We prove by induction with respect to $i$ that $(c) \implies (d)$ holds. $i = 1$ is $(a) \implies (b)$, so assume $(c) \implies (d)$ holds for $i - 1$, and assume that $g \in G_J$ and

$$m_N^i g = m_N^{i-1} m_N g \in Z^N.$$

By the induction hypothesis, we then have

$$m_N g \in J^{-p(i-1)}Z^N.$$

But applying $J^{p(i-1)}$ to both sides, we have

$$m_N J^{p(i-1)} g \in Z^N.$$

Applying the case $i = 1$, one obtains

$$J^{p(i-1)} g \in J^{-p}Z^N,$$

and applying $J^{-p(i-1)}$ to both sides

$$g \in J^{-pi}Z^N$$

and this proves $(c) \implies (d)$. \qed
Note that the implication (a) ⇒ (b) holds if there is a \( p \in \mathbb{N} \) and an \( E \in M_N(\mathbb{Z}) \), such that
\[
J^p = m_N E.
\]
If (c) ⇒ (d) holds for all \( g \in \mathbb{Z}^N \), then \( J_{i+1}^p(\mathbb{Z}^N) \subseteq m_N^i \mathbb{Z}^N \) for all \( i \), so (11.9) is valid. Thus (11.9) is stronger than (c) ⇒ (d).

**Definition 11.5.** Suppose \( J \) is a matrix of the form (11.2). We say that \( J \) has **scaling degree** \( \leq p \), and write \( \text{deg}(J) \leq p \) if there exists an \( n_0 \in \mathbb{N} \) such that, for \( g \in G_J \),
\[
m_N^i g \in \mathbb{Z}^N \implies g \in J^{-[ip]} - n_0 \mathbb{Z}^N.
\]
More generally, if \( m \) is a positive integer containing exactly the same prime factors as \( m_N \), we say that \( J \) has **\( m \)-scaling degree** \( \leq p = p(m) \) and write \( \text{m-deg}(J) \leq p \) if there exists an \( n_0 \in \mathbb{N} \) such that, for \( g \in G_J \),
\[
m^i g \in \mathbb{Z}^N \implies g \in J^{-[ip]} - n_0 \mathbb{Z}^N.
\]

Note that as \( m \) contains the same prime factors as \( m_N \), \( J \) has a finite \( m \)-scaling degree if and only if it has a finite scaling degree, and the last is true by Proposition 11.4.

We note *en passant* that the above remark implies the following corollary, which is true whether the Perron–Frobenius eigenvalue \( \lambda \) is rational or not. But if \( \lambda \) is rational under the conditions in the corollary, it follows from the characteristic equation that \( \text{Prim}(\lambda) \subseteq \text{Prim}(m_N) \).

**Corollary 11.6.** Let \( J \) be a matrix of the form (11.2), and assume that each \( m_i \) is either 0 or contains all the prime factors of \( m_N \). It follows that
\[
G = \mathbb{Z} \left[ \frac{1}{m_N} \right]^N
\]
when \( G \) is identified as a subgroup of \( \mathbb{Q}^N \) by (5.6).

**Proof.** Since \( J^{-1} = \frac{1}{m_N} E \) where \( E \) is a matrix with integer coefficients, it is clear from (5.6) that
\[
G \subseteq \mathbb{Z} \left[ \frac{1}{m_N} \right]^N.
\]
But it follows from (11.9) that
\[
\frac{1}{m_N^i} \mathbb{Z}^N \subseteq J^{-ip} \mathbb{Z}^N \subseteq G
\]
for \( n = 1, 2, \ldots \), and hence the converse inclusion is valid. \( \square \)

It follows from the inductive limit construction for \( G \), i.e., \( G = \bigcup_{i \geq 0} G_i, G_i \subseteq G_{i+1} \), that if the implication (c) ⇒ (d) holds for some \( p \in \mathbb{N} \), then it also holds for \( p + 1 \), and so the scaling degree is well defined.

While the two groups from (10.11), \( K_0(\mathfrak{A}_{J^i}) \) and \( K_0(\mathfrak{A}_{L^i}) \), agree, the relationship between the corresponding scale of subgroups is more subtle. Using (11.9) we can establish the following subgroup inclusions:
\[
\text{(11.10) \quad (a) } G_i \subseteq G_i' \quad \text{and} \quad \text{(b) } G_i' \subseteq G_i.
\]
where
\[
G_k := J_{L^{-k}}^N \mathbb{Z}^2 \quad \text{and} \quad G_k' := J_{L^{-k}g}^N \mathbb{Z}^2.
\]
To prove this, let \( J = J_L \) and \( K = J_L' \). We proved after the statement of (11.9) that there is an \( E \in M_2(\mathbb{Z}) \) such that \( J^3 = 16E \). Since \( 16K^{-1} \in M_2(\mathbb{Z}) \), we conclude that

\[
J^3K^{-1} = E \cdot (16K^{-1}) \in M_2(\mathbb{Z})
\]

and so

\[
K^{-1}Z^2 \subset J^{-3}Z^2.
\]

Similarly

\[
J^{3i}K^{-i} = E^i (16^iK^{-1}) \in M_2(\mathbb{Z})
\]

since each factor is in \( M_2(\mathbb{Z}) \). This yields

\[
K^{-i}Z^2 \subset J^{-3i}Z^2,
\]

which is the assertion (11.10)(b). The claim (11.10)(a) follows by the same argument applied to the factorization \( K^3 = 32F \) for some \( F \in M_2(\mathbb{Z}) \), and \( 32J^{-1} \in M_2(\mathbb{Z}) \).

The discussion above leads to the notion of the degree of an isomorphism or homomorphism \( \theta : G \to G' \) as follows. When talking about isomorphisms and homomorphisms, we will henceforth always assume that \( \theta(1) = 1' \), i.e., in the concrete representations,

\[
G = \bigcup_n J^{-n}Z^N = \bigcup_n G_n, \quad G' = \bigcup_n J^{-n'}Z^{'N} = \bigcup_n G'_n
\]

\( \theta \) maps \( \left( \begin{array}{c} 1 \\ \vdots \\ 0 \end{array} \right) \) into \( \left( \begin{array}{c} 1 \\ \vdots \\ 0 \end{array} \right) \). We may assume \( N = N' \) in the discussion since \( N \) is an isomorphism invariant. But as \( \theta \) is an order isomorphism, this means that \( \tau' \circ \theta = \tau \) for the associated normalized traces. Recall from (5.20) that

\[
(11.12) \quad \tau' = \langle 1, a', a'^2, \ldots, a'^{N'-1} \rangle, \quad \tau = \langle 1, a, a^2, \ldots, a^{N-1} \rangle
\]

where \( a' = 1/\lambda', a = 1/\lambda \) where \( \lambda \) is the Perron–Frobenius eigenvalue of \( J', J \), respectively.

The following proposition is a globalization of Corollary 5.1.

**Proposition 11.7.** A map

\[
(11.13) \quad \theta : G = \bigcup_n J^{-n}Z^N \to G' = \bigcup_n J^{-n'}Z^{'N}
\]

is an isomorphism between the ordered groups \( (G, G_+) \) and \( (G', G'_+) \) (mapping \([1] \) into \([1'] \)) if and only if there exists a matrix \( \Lambda \in \text{GL}(N, \mathbb{R}) \) and a sequence \( (n_i) \) in \( N \) with the following properties:

1. \( \theta(g) = \Lambda g \quad \text{for} \quad g \in G \subset \mathbb{R}^N \);
2. \( a\Lambda = \alpha \quad \text{where} \quad \alpha = (1, a, \ldots, a^{N-1}) \), etc.;
3. \( J'^{n_i}\Lambda^{-1}J^{-i} \in M_N(\mathbb{Z}) \quad \text{for} \quad i = 1, 2, \ldots \);
4. \( J^{n_i}\Lambda^{-1}J'^{-i} \in M_N(\mathbb{Z}) \quad \text{for} \quad i = 1, 2, \ldots \);
5. \( \Lambda \left( \begin{array}{c} 1 \\ \vdots \\ 0 \end{array} \right) = \left( \begin{array}{c} 1 \\ \vdots \\ 0 \end{array} \right) \).
Furthermore, \( \theta \) is a homomorphism from \((G, G_\lambda)\) into \((G', G'_\lambda')\) (mapping \([1]\) into \([1']\)) if and only if there exists a matrix \( \Lambda \in M_N(\mathbb{R}) \) with the properties (1), (2), (3) and (5). In both cases we actually have

\[
\Lambda \in M_N \left( \frac{1}{m_N^{n_1}} \mathbb{Z} \right)
\]

**Proof.** Assume first that \( \theta \) is given, and define the matrix \( \Lambda \) by

\[
\Lambda = \left( \begin{array}{ccc}
1 & 0 \\
0 & 1 \\
\vdots & \vdots \\
0 & 1
\end{array} \right)_{\ldots, \theta}.
\]

If \( g \in G \), then \( g \in G_t = J^{-i}Z^N \) for some \( i \), and hence \( g \in m_N^{n_i}Z^N \), i.e., \( m_N^{n_i}g \in Z^N \). But then

\[
m_N^{n_i}\theta(g) = \theta(m_N^{n_i}g) = \Lambda(m_N^{n_i}g) = m_N^{n_i}\Lambda g
\]

and as \( G \) has no torsion,

\[
\theta(g) = \Lambda g
\]

which shows (1). But then (2) follows from \( \tau' \circ \theta = \tau \). Furthermore, as \( G_t = J^{-i}Z^N \) is finitely generated, it follows that \( \theta(G_t) \subseteq G'_t \), for some \( n_i \), i.e.,

\[
\Lambda J^{-i}Z_N \subseteq J^{-n_i}Z_N
\]

which shows (3). The property (4) follows likewise from \( \theta^{-1}(G'_t) \subseteq G_{m_i} \), for some \( m_i \). Property (5) follows from

\[
\theta([1]) = [1'].
\]

Conversely, if \( \Lambda \in GL(N, \mathbb{R}) \) is given with the properties (2)–(4), one deduces that \( \theta \) defined by (1) has the properties:

\[
\tau' \circ \theta = \tau,
\]

\[
\theta(G_t) \subseteq G'_t,
\]

\[
\theta^{-1}(G'_t) \subseteq G_{m_i},
\]

\[
\theta([1]) = [1'],
\]

so \( \theta \) is an order-automorphism from the property (5.34), i.e.,

\[
G_+ = \{ g \in G \mid \tau(g) > 0 \} \cup \{ 0 \}.
\]

The last statements in Proposition 11.7 are straightforward from \( |\det(J''\nu)| = m_i^{n_i}m_j \).

Our next aim is to show that the constants \( n_i, m_i \) in Proposition 11.7 can be chosen such that they increase linearly with \( i \). First, a definition:

**Definition 11.8.** Adopt the notation (11.11), and let \( \theta \) be a homomorphism from \( G \) into \( G' \). We say that the degree of \( \theta \leq s \), and write \( \deg(\theta) \leq s \), if there exists an \( n_0 \in \mathbb{N} \) such that

\[
\theta(G_t) \subseteq G'_{n_0 + [si]}
\]

for all \( i \in \mathbb{N} \). (Here \([si]\) is the largest integer \( \leq si \).)
11. SCALING AND NON-ISOMORPHISM

We next show that any homomorphism \( \theta : G \rightarrow G' \) (mapping \([1]\) into \([1']\)) has a finite degree which can be computed in concrete examples.

**Proposition 11.9.** Let \( G = G_J, G' = G_{J'} \) and let \( \theta \) be a morphism from \( G \) into \( G' \) mapping \([1]\) into \([1']\). Assume that \( N = N', \text{Prim}(m_N) = \text{Prim}(m'_N) \) and let \( m = \text{lcm}(m_N, m'_N) \). Then

\[
\deg \theta \leq m \cdot \deg(J').
\]

(The last statement means that if \( m \cdot \deg(J') \leq s \), then \( \deg \theta \leq s \).)

**Proof.** If

\[
\theta : \bigcup_n J^{-n} \mathbb{Z}^N \rightarrow \bigcup_n J'^{-n} \mathbb{Z}^N
\]

is a morphism, there is a \( k_0 \) such that

\[
\theta(\mathbb{Z}^N) \subseteq J'^{-k_0} \mathbb{Z}^N = G'_{k_0}.
\]

Then

\[
m^{k_0+i} \theta(G_i) = \left( \frac{m}{m_N} \right)^i \left( \frac{m'_N}{m_N} \right) m^{k_0} \theta(m^i_N G_i)
\]

\[
\subseteq \left( \frac{m}{m_N} \right)^i m^{k_0} \theta(\mathbb{Z}^N)
\]

\[
= \left( \frac{m}{m_N} \right)^i \left( \frac{m}{m'_N} \right)^{k_0} \left( \frac{m'_N}{m_N} \right)^{k_0} \theta(\mathbb{Z}^N)
\]

\[
\subseteq \left( \frac{m}{m_N} \right)^i \left( \frac{m}{m'_N} \right)^{k_0} \mathbb{Z}^N
\]

Thus, if \( m \cdot \deg(J') \leq p \), then

\[
\theta(G_i) \subseteq G'_{[(i+k_0)q]+n_0}
\]

for some \( n_0 \) and all \( i \), and hence \( \deg \theta \leq p \). \( \square \)

Note now that if

\[
m \cdot \deg(J') \leq \frac{p}{q}
\]

where \( p, q \in \mathbb{N} \), then the conclusion in Proposition 11.9 says that there is an \( n_0 \) such that

\[
J'^{np+n_0} \Lambda J^{-nq} \in M_N(\mathbb{Z})
\]

for \( n = 1, 2, \ldots \), where \( \Lambda \) is the matrix in Proposition 11.7. This implies the main result on the Ext-invariant in this chapter, which, together with Remark 11.11, is surprisingly effective in establishing non-isomorphism when all the elementary invariants in Chapter 7 are the same.
Theorem 11.10. Let $J$, $J'$ be matrices of the form (11.2) with $N = N'$ and \( \text{Prim } m_N = \text{Prim } m_N' \). Assume that the associated Perron–Frobenius eigenvalues $\lambda, \lambda'$ are rational (and thus integers), and let $m = \text{lcm}(m_N, m_N')$. Assume there exist rational numbers $p, q$ with

\[
(11.30) \quad m_{-\deg(J')} \leq \frac{p}{q}
\]

and such that

\[
(11.31) \quad \lambda'^p = \lambda^q.
\]

Let $\alpha'$, $\alpha$, resp. $v'$, $v$, be the left, respectively right, Perron–Frobenius eigenvectors of $J$, $J'$ given by (5.17), (14.5), respectively.

If there exists a unital isomorphism $\mathbb{A}_J \to \mathbb{A}_{J'}$, then

\[
(11.32) \quad \frac{\langle \alpha | v \rangle}{\langle \alpha' | v' \rangle} \in \mathbb{Z} \left[ \frac{1}{\lambda'} \right].
\]

Remark 11.11. A rather effective "workhorse" to show non-isomorphism in cases where all the basic invariants in Theorem 7.8 are the same and the Perron–Frobenius eigenvalues are integers, is to use Theorem 11.10 together with the fact that $m_N'$-deg($J'$) = 1 if $m_{N-1}'$ is nonzero and $m_N', m_{N-1}'$ are mutually prime. See Proposition 11.25 and Remark 11.23 below. More generally, $m_N'$-deg($J'$) = $n$ if $m_{N-k}'$ = 0 mod $m_N$ for $k = 1, \ldots, n-1$ and $m_{N-n}'$ and $m_N'$ are mutually prime.

Note for example that this theorem covers the two matrices:

\[
J_A = \begin{pmatrix}
0 & 1 & 0 \\
3 & 0 & 1 \\
2 & 0 & 0
\end{pmatrix} \quad J_B = \begin{pmatrix}
0 & 1 & 0 \\
15 & 0 & 1 \\
2 & 0 & 0
\end{pmatrix}
\]

considered in Observation 11.2. We have $\lambda_A = 2, \lambda_B = 4$, and since 3 and 15 are mutually prime with 2, we have $2 \deg J_A = 1 = 4 \deg J_B$. (This also follows from Lemma 11.14). Using the computation in Observation 11.2,

\[
\langle \alpha_A | v_A \rangle = \frac{9}{4}, \quad \langle \alpha_B | v_B \rangle = \frac{13}{4}.
\]

Since $1 \deg J_A = 1$, we have $2 \deg J_A = 2$ by Proposition 11.4, and applying Theorem 11.10 with $m = \text{lcm}(2, 4) = 4$, $J' = J_A$, $J = J_B$, $p = 2$, $q = 1$, we see that (11.32) takes the form

\[
\frac{13}{9} \in \mathbb{Z} \left[ \frac{1}{4} \right]
\]

which is clearly false. Hence, there is no unital morphism $\mathbb{A}_B \to \mathbb{A}_A$. Of course, the proof of Theorem 11.10 is just a more general version of the proof of Observation 11.2.

Proof. By (11.30) in the form (11.29), it follows that there exists an $n_0$ such that

\[
(11.33) \quad J'^{n p + n_0} \Lambda J^{-n_2} \in M_N(\mathbb{Z})
\]

for $n = 1, 2, \ldots$, when $\Lambda$ is the matrix associated to the homomorphism $\theta: G_{\Gamma} \to G_{\Gamma'}$.

by Proposition 11.7. We have

\[
(11.34) \quad J'^{n p + n_0} \Lambda J^{-n_2 v} = \lambda^{-n_2} J'^{n p + n_0} \Lambda v
\]
Since $\lambda^{-nq}\lambda'^{nP} = 1$ for all $n$, it follows from Perron–Frobenius theory that there exists a constant $c \in \mathbb{R}$ such that

$$\lim_{n \to \infty} \lambda^{-nq}J'^{np+n0}A\nu = cu'.$$

But the first component of $v'$ is 1 by (14.5) and

$$J'^{np+n0}AJ^{-nq} \in M_N(\mathbb{Z})$$

for all $n$, and since all components of $\nu$ are integer by (14.5) and $\lambda \in \mathbb{N}$, it follows that $c$ in an integer. But it follows from (11.35) that

$$c(\alpha' | v') = \lim_{n \to \infty} \lambda^{-nq}(\alpha' | J'^{np+n0}A\nu)$$

$$= \lim_{n \to \infty} \lambda^{-nq}\lambda'^{np+n0}(\alpha' | A\nu)$$

$$= \lambda'^{n0}(\alpha | v)$$

where we used (11.14)(2). It follows that

$$\frac{\langle \alpha | v \rangle}{\langle \alpha' | v' \rangle} = \frac{c}{\lambda'^{n0}}$$

so

$$\frac{\langle \alpha | v \rangle}{\langle \alpha' | v' \rangle} \in \mathbb{Z} \left[ \frac{1}{\lambda'} \right] = \mathbb{Z} \left[ \frac{1}{\lambda} \right].$$

We will often apply this theorem in the following special form:

**Corollary 11.12.** Let $J$, $J'$ be matrices of the form (11.2) with $N = N'$ and $m_N | m'_N$, and same Perron–Frobenius eigenvalue $\lambda = \lambda'$. If $\deg(J') \leq 1$ and there exists a unital morphism $\mathbb{A}_J \to \mathbb{A}_{J'}$, then

$$\frac{\langle \alpha | v \rangle}{\langle \alpha' | v' \rangle} \in \mathbb{Z} \left[ \frac{1}{\lambda'} \right] = \mathbb{Z} \left[ \frac{1}{\lambda} \right].$$

**Proof.** In this case $m = m'_N$. \qed

The following even more special corollary will be useful in Chapter 16.

**Corollary 11.13.** Let $J$, $J'$ be matrices of the form (11.2) with $N = N'$ and $m_N = m_N' = \lambda = \lambda'$. If there exists a unital morphism $\mathbb{A}_J \to \mathbb{A}_{J'}$, then

$$\frac{\langle \alpha | v \rangle}{\langle \alpha' | v' \rangle} \in \mathbb{Z} \left[ \frac{1}{\lambda'} \right].$$

**Proof.** First apply Lemma 11.14 below to deduce $m_N\deg J = 1$ and $m'_N\deg J' = 1$. But then we may apply Theorem 11.10 with $p = q = 1$ and $m = m = m'_N$. \qed

**Lemma 11.14.** Let $J$ be a matrix of the form (11.2) with $m_N = \lambda$. Then

$$\deg(J) = \deg(J) = 1.$$ 

**Remark 11.15.** If $\lambda = m_N$, it follows that $R_D = \lambda = \pm m_N$ and $Q_{N-D} = \pm 1$ in (7.15), hence $|\det J_0| = 1$ where $J_0$ is given by (9.3) and $\ker\tau \cong \mathbb{Z}^{N-1}$ by Theorem 7.8. Conversely, if $\ker\tau \cong \mathbb{Z}^{N-1}$ we must have $|\det J_0| = 1$, hence $R_D = \pm \lambda = \pm m_N$, i.e., $\lambda = m_N$.

Conclusion:

$$\lambda = m_N \iff \ker\tau \cong \mathbb{Z}^{N-1}.$$
The theory for the $\lambda = m_N$ case will be developed in much more detail in Chapter 17.

Proof. If $\lambda = m_N$, the matrix $J_B^G$ in (7.15) takes the form (now $D = 1$):

$$J_B^G = \begin{pmatrix}
Q_1 & 1 & 0 & \cdots & 0 & 0 & Q_1 \\
Q_2 & 0 & 1 & \cdots & 0 & 0 & Q_2 \\
Q_3 & 0 & 0 & \ddots & 0 & 0 & Q_3 \\
\vdots & \vdots & \ddots & \ddots & \vdots & \vdots & \vdots \\
Q_{N-2} & 0 & 0 & 0 & 1 & Q_{N-2} \\
-1 & 0 & 0 & \cdots & 0 & 0 & -1 \\
0 & 0 & 0 & \cdots & 0 & 0 & m_N
\end{pmatrix}$$

(11.39)

where

$Q_1 = m_1 - \lambda$

$Q_2 = m_2 + \lambda m_1 - \lambda^2$

$Q_3 = m_3 + \lambda m_2 + \lambda^2 m_1 - \lambda^3$

$\vdots$

$Q_{N-1} = m_{N-1} + \lambda m_{N-2} + \cdots + \lambda^{N-2} m_1 - \lambda^{N-1} = -1$

Note in passing that

$$v = \begin{pmatrix}
1 \\
-Q_1 \\
-Q_2 \\
\vdots \\
-Q_{N-1}
\end{pmatrix}
$$

(11.41)

is the right Perron–Frobenius eigenvector of $J$ by (14.5).

Using (7.24) one computes that

$$J_B^G^{-1} = \begin{pmatrix}
0 & 0 & \cdots & 0 & 0 & -1 & -\frac{1}{m_N} \\
1 & 0 & 0 & 0 & Q_1 & 0 \\
0 & 1 & \ddots & 0 & Q_2 & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & 0 & Q_{N-3} & 0 \\
0 & 0 & \cdots & 0 & 1 & Q_{N-2} & 0 \\
0 & 0 & \cdots & 0 & 0 & 0 & \frac{1}{m_N}
\end{pmatrix}
$$

(11.42)
Iterating, one computes that

\[(11.43) \quad J_{B}^{S-k} = \begin{pmatrix}
J_{0}^{-k} & J_{1}^{(k)} \left( \frac{1}{m_N} \right) \\
\vdots & \vdots \\
0 & \frac{1}{m_N} \frac{1}{m_N}^{k-1} (k-l+1) \vee 0
\end{pmatrix}
\]

where \( p_{l}^{(k)}(x) \in \mathbb{Z}[x] \) and the degree of the polynomial \( p_{l}^{(k)} \) is:

\[
\deg p_{l}^{(k)} = (k - l + 1) \vee 0
\]

for \( l = 1, \ldots, N - 1 \). Using this and the transformation matrix

\[(11.44) \quad I_{A}^{B} = (I_{B}^{A})^{-1}
\]

\[
= \begin{pmatrix}
0 & \frac{1}{m_N} & \cdots & \frac{1}{m_N^{N-2}} & \frac{1}{m_N^{N-1}} \\
\frac{1}{m_N} & 0 & \cdots & \frac{1}{m_N^{N-3}} & \frac{1}{m_N^{N-2}} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\frac{1}{m_N} & \frac{1}{m_N} & \cdots & 0 & \frac{1}{m_N} \\
1 & \frac{1}{m_N} & \cdots & \frac{1}{m_N^{N-3}} & \frac{1}{m_N^{N-2}}
\end{pmatrix}
\]

and the definition of \( m_N \)-deg together with (7.45) one has to show that for any \( l, k \in \mathbb{N} \) with \( l \leq k \) and any \( n \in \mathbb{Z}^N \) that

\[
(11.45) \quad \begin{cases}
m_{N}^{l} J_{B}^{S-k} I_{A}^{B} n \in I_{A}^{B} \mathbb{Z}^{N} \\
J_{B}^{S-k} I_{A}^{B} n \in J_{B}^{S-i} I_{A}^{B} \mathbb{Z}^{N} \\
J_{B}^{S-k} I_{A}^{B} n \in I_{A}^{B} \mathbb{Z}^{N}.
\end{cases}
\]

(The last equivalence is trivial.) This can be done by brute force, looking at highest order terms in \( \frac{1}{m_N} \). We do omit the painful details, however, since the result can also be proved by another method described below.

The alternative way of proving Lemma 11.14 is based on:

**Proposition 11.16.** Let \( J \) be a matrix of the form (11.2) with \( m_N = \lambda = m \). Use the concrete realization (5.6) or (9.1) of \( G = K_{0}(\mathfrak{g}, J) \), and define \( F = G/\mathbb{Z}^{N} \). Then the generators \( x_1, x_2, x_3 \) of \( F \) defined in Lemma 9.2 satisfy

\[(11.46) \quad m x_1 = 0 \]
and
\[(11.47) \quad mx_i = x_{i-1}, \quad i = 2, 3, \ldots.\]
Thus,
\[(11.48) \quad F \cong \mathbb{Z} \left[ \frac{1}{m} \right] / \mathbb{Z}\]
the isomorphism being given by
\[(11.49) \quad x_i \mapsto \frac{1}{m^i}.\]

Proof. From the relations (11.40), it follows that
\[(11.50) \quad m_1 = Q_1 + m\]
\[m_2 = -mQ_1 + Q_2\]
\[m_3 = -mQ_2 + Q_3\]
\[\vdots\]
\[m_{N-1} = -mQ_{N-2} + Q_{N-1}\]
\[m_N = m = -mQ_{N-1} \Rightarrow Q_{N-1} = -1.\]
Inserting these relations in the relations (9.10) for \(x_i\) in Lemma 9.2 gives
\[(11.51) \quad mx_i = x_{i-N} - (Q_1 + m)x_{i-N+1} - (-mQ_1 + Q_2)x_{i-N+2} - (-mQ_2 + Q_3)x_{i-N+3} - \ldots - (-mQ_{N-2} + Q_{N-1})x_{i-1}.\]
We know already from (9.9) that \(x_i = 0\) for \(i = 1 - N, 2 - N, \ldots, 0\). Assume by induction that \(x_{j-1} = mx_j\) for all \(j < i\). It follows from (11.51) that
\[mx_i = x_{i-N} - Q_1 x_{i-N+1} - x_{i-N} - Q_2 x_{i-N+2} + Q_1 x_{i-N+1} - Q_3 x_{i-N+3} + Q_2 x_{i-N+2} - \ldots - Q_{N-1} x_{i-1} + Q_{N-2} x_{i-1}\]
This shows (11.47), and the remaining statements in Proposition 11.16 are obvious. \(\Box\)

Alternative Proof of Lemma 11.14. Use the notation of Proposition 11.16 and define
\[(11.52) \quad G_i = J^{-i}Z^N, \quad F_i = G_i / Z^N.\]
It follows from Proposition 11.16 that
\[(11.53) \quad F_i \cong \mathbb{Z}^N = \mathbb{Z} / N^i \mathbb{Z}.\]
The conclusion in Lemma 11.14 is
\[(11.54) \quad G_i = \{ g \in G \mid m^i g \in \mathbb{Z}^n \}.\]
But
\[(11.55)\quad m'g \in \mathbb{Z}^N \iff m'(g + \mathbb{Z}^n) = 0,\]
so this conclusion is equivalent to
\[(11.56)\quad F_i = \{h \in F \mid m^i F = 0\}.
\]
But the last statement is obvious from (11.49) and (11.53). This proves Lemma 11.14. \qed

We will now prove a theorem somewhat close in spirit to Theorem 11.10. If \(G\) is a torsion free abelian group, and \(n = 2, 3, 4, \ldots\), we define
\[(11.57)\quad D_n(G) = \bigcap_{k=1}^{\infty} n^k G = \text{the set of elements of } G \text{ which are infinitely divisible by } n.
\]
\(D_n(G)\), as well as its rank, is clearly an isomorphism invariant of \(G\), and any homomorphism \(G \to G'\) will map \(D_n(G)\) into \(D_n(G')\). \(D_n(G)\) only depends on \(G\) and the prime factors of \(n\), and \(D_n(G)\) is in a natural way a \(\mathbb{Z}^{\frac{1}{n}}\)-module. Note that even if the rank of \(D_n(G)\) is 1, \(D_n(G)\) is not necessarily isomorphic to \(\mathbb{Z}^{\frac{1}{n}}\), as seen from the example \(G = \mathbb{Z}^{\frac{1}{2}}\) and \(n = 2\). But in the rank 1 case, \(D_n(G)\) is isomorphic with a subgroup of the additive group \(\mathbb{R}\) containing \(\mathbb{Z}^{\frac{1}{n}}\).

In the special case that \(G = K_0(\mathfrak{A}_J)\), where \(J\) is a matrix of the form (11.2), and the Perron–Frobenius eigenvalue \(\lambda\) of \(J\) is rational, and thus an integer, we note that the right Perron–Frobenius eigenvector \(v\), normalized as in (14.5), is contained in \(D_\lambda(G)\). In fact, since \(J^{-1}v = \lambda^{-1}v\) we have
\[(11.58)\quad D_\lambda(G) \supseteq \mathbb{Z}^{\frac{1}{\lambda}}v.
\]
If, furthermore, \(\text{rank}(D_\lambda(G)) = 1\), there exists a subgroup \(D_\lambda(G) \subseteq \mathbb{Q}\) such that
\[(11.59)\quad D_\lambda(G) = D_\lambda(Q(G))v
\]
and this identity defines an isomorphism between \(D_\lambda(G)\) and \(D_\lambda(Q(G))\).

Let \(D_\lambda^{Q}(G)\) be the set of multiplicatively invertible elements of \(D_\lambda(Q(G))\), so if for example \(D_\lambda^{Q}(G) = \mathbb{Z}^{\frac{1}{n}}\), this is the set of numbers of the form \(p_1^{n_1} p_2^{n_2} \cdots p_m^{n_m}\) where \(p_1, \ldots, p_m\) are the prime factors in \(n\) and \(n_1, n_2, \ldots, n_m \in \mathbb{Z}\).

**Theorem 11.17.** Let \(J, J'\) be matrices of the form (11.2) with rational Perron–Frobenius eigenvalues \(\lambda, \lambda'\) and \(\text{Prim}(\lambda) = \text{Prim}(\lambda') = \{p_1, \ldots, p_m\}\). Assume
\[(11.60)\quad \text{rank}(D_{\lambda'}(K_0(\mathfrak{A}_J))) = 1
\]
and let \(\alpha, \alpha'\), resp. \(v, v'\), be the left, respectively right, Perron–Frobenius eigenvectors of \(J, J'\) given by (5.17), (14.5), respectively. If there exists a unital morphism \(\mathfrak{A}_J \to \mathfrak{A}_J\), then
\[(11.61)\quad D_{\lambda'}(K_0(\mathfrak{A}_J)) = \mathbb{Z}^{\frac{1}{\lambda'}} v'
\]
In particular, if
\[(11.62)\quad D_{\lambda'}(K_0(\mathfrak{A}_J)) = \mathbb{Z}^{\frac{1}{\lambda'}} v'
\]
we conclude
\[
\frac{\langle \alpha | v \rangle}{\langle \alpha' | v' \rangle} \in \mathbb{Z} \left[ \frac{1}{p} \right] = \mathbb{Z} \left[ \frac{1}{p} \right].
\]

If in addition the unital homomorphism \( \mathbb{A}_J \to \mathbb{A}_J' \) is an isomorphism, and
\[
D_\lambda(K_0(\mathbb{A}_J)) = \mathbb{Z} \left[ \frac{1}{p} \right] v,
\]
then there exist integers \( n_1, \ldots, n_m \) such that
\[
\frac{\langle \alpha | v \rangle}{\langle \alpha' | v' \rangle} = p_1^{n_1} p_2^{n_2} \cdots p_m^{n_m}.
\]

**Remark 11.18.** It does not suffice instead of (11.61) to assume that \( D_\chi(K_0(\mathbb{A}_J')) \) is isomorphic to \( \mathbb{Z} \left[ \frac{1}{p} \right] \), because, say, \( \mathbb{Z} \left[ \frac{1}{p} \right] / p \) is isomorphic to \( \mathbb{Z} \left[ \frac{1}{p} \right] \) if \( p \) is a prime not in the set \( \{ p_1, \ldots, p_m \} \). For the same reason, even though the existence of an isomorphism \( \mathbb{A}_J \to \mathbb{A}_J' \) implies that \( D_\lambda(K_0(\mathbb{A}_J)) \approx \mathbb{Z} \left[ \frac{1}{p} \right] \) one cannot omit condition (11.63) to obtain (11.64). See the proof for explanation of this.

**Proof.** Let \( \psi : K_0(\mathbb{A}_J) \to K_0(\mathbb{A}_J') \) be the K-theory morphism defined by the morphism \( \mathbb{A}_J \to \mathbb{A}_J' \). Since \( \text{Prim}(\lambda) = \text{Prim}(\lambda') \) we have
\[
D_\chi(K_0(\mathbb{A}_J)) = D_\lambda(K_0(\mathbb{A}_J))
\]
and since
\[
D_\chi(K_0(\mathbb{A}_J')) = D_\lambda'(G')u'
\]
and thus
\[
\psi(v) \in \psi(D_\chi(K_0(\mathbb{A}_J))) \subseteq D_\chi'(G')u'
\]
there is a \( \xi \in D_\chi'(G') \) such that
\[
\psi(v) = \xi v'.
\]
Apply \( \langle \alpha' | \psi(v) \rangle \) to both sides
\[
\langle \alpha' | \psi(v) \rangle = \xi \langle \alpha' | v' \rangle.
\]
But since the morphism is assumed to be unital, we have \( \langle \alpha' | \psi = \langle \alpha | \) by uniqueness of the trace, and hence
\[
\langle \alpha | v \rangle = \xi \langle \alpha' | v' \rangle.
\]
This proves (11.60). Since (11.61) means \( D_\chi'(K_0(\mathbb{A}_J')) = \mathbb{Z} \left[ \frac{1}{p} \right] \), (11.62) follows. Finally, if the homomorphism \( \mathbb{A}_J \to \mathbb{A}_J' \) is an isomorphism and (11.63) holds, it follows by reverting the proof that \( \frac{\langle \alpha' | v' \rangle}{\langle \alpha | v \rangle} \in \mathbb{Z} \left[ \frac{1}{p} \right] \), and thus \( \frac{\langle \alpha' | v' \rangle}{\langle \alpha' | v' \rangle} \) has a multiplicative inverse in \( \mathbb{Z} \left[ \frac{1}{p} \right] \). But multiplicative invertible elements of \( \mathbb{Z} \left[ \frac{1}{p} \right] \) have the form on the right-hand side of (11.64).

There is one interesting circumstance where (11.62) or (11.64) is automatically satisfied.

**Lemma 11.19.** Let \( J \) be a matrix of the form (11.2) with rational (and thus integer) Perron–Frobenius eigenvalue \( \lambda \). Assume that
\[
\text{Prim}(m_N) = \text{Prim}(\lambda)
\]
and that
\[
\text{rank}(D_\lambda(G)) = 1.
\]
It follows that
\begin{equation}
D_\lambda(G) = \mathbb{Z} \left[ \frac{1}{\lambda} \right] v
\end{equation}
where \( v \) is the right Perron–Frobenius eigenvector given by (14.5).

Proof. Since \( J^{-n}v = \lambda^{-n}v \), it is clear that
\begin{equation}
\mathbb{Z} \left[ \frac{1}{\lambda} \right] v \subseteq D_\lambda(G).
\end{equation}
Conversely, if \( g \in D_\lambda(G) \subseteq G \), then \( m_N g \in \mathbb{Z}^N \) for some \( N \) since
\begin{equation}
m_N = (-1)^{N+1} \det(J).
\end{equation}
But as \( \text{Prim}(\lambda) = \text{Prim}(m_N) \), it follows that \( \lambda^j g \in \mathbb{Z}^N \) for some \( j \). But \( D_\lambda(G) \) has rank 1 and \( v \in D_\lambda(G) \), so \( D_\lambda(G) \subseteq \mathbb{Q}v \). Thus
\[ \lambda^j g \in \mathbb{Q}v \cap \mathbb{Z}^N. \]
But as \( v \in \mathbb{Z}^N \) and the first component of \( v \) is 1, it follows that \( \mathbb{Q}v \cap \mathbb{Z}^N = \mathbb{Z}v \).
Thus \( \lambda^j g = nv \) for an \( n \in \mathbb{Z} \), so
\[ g = \frac{n}{\lambda^j} v \in \mathbb{Z} \left[ \frac{1}{\lambda} \right] v. \]
This together with (11.68) proves the lemma.

Corollary 11.20. Let \( J, J' \) be matrices of the form (11.2) with integer Perron–Frobenius eigenvalues \( \lambda, \lambda' \), and let \( \alpha, \alpha' \), resp. \( v, v' \), be the left, resp. right, Perron–Frobenius eigenvectors of \( J, J' \) given by (5.17), (14.5), respectively. Assume that
\begin{equation}
\text{Prim}(\lambda) = \text{Prim}(\lambda') = \text{Prim}(m_N) = \text{Prim}(m'_N) = \{p_1, \ldots, p_m\}
\end{equation}
and that
\begin{equation}
\text{rank}(D_{\lambda'}(K_0(\mathbb{A}_J))) = 1.
\end{equation}
If there exists a unital morphism \( \mathbb{A}_J \to \mathbb{A}_{J'} \), then
\begin{equation}
\frac{\langle \alpha \mid v \rangle}{\langle \alpha' \mid v' \rangle} \in \mathbb{Z} \left[ \frac{1}{\lambda} \right]
\end{equation}
and if this morphism is an isomorphism, there exist integers \( n_1, \ldots, n_m \) such that
\begin{equation}
\frac{\langle \alpha \mid v \rangle}{\langle \alpha' \mid v' \rangle} = p_1^{n_1} p_2^{n_2} \cdots p_m^{n_m}.
\end{equation}

Proof. If there exists an isomorphism, then
\begin{equation}
D_\lambda(K_0(\mathbb{A}_J)) = D_{\lambda'}(K_0(\mathbb{A}_{J'}))
\end{equation}
and hence it follows from (11.70) that rank \( D_\lambda(K_0(\mathbb{A}_J)) \). The rest is straightforward from Lemma 11.19 and Theorem 11.17.

In applying Corollary 11.20, the most difficult condition to verify is of course (11.70). To this end, the following criterion is often useful.

Proposition 11.21. Let \( J \) be a matrix of the form (11.2) with integer Perron–Frobenius eigenvalue \( \lambda \), and let \( v \) be the corresponding right eigenvector given by (14.5). Put
\[ G_i = J^{-i} \mathbb{Z}^N \text{ and } G = \bigcup_i G_i \]
as usual. Assume that there is an $n \in \mathbb{N}$ such that
\begin{equation}
\{ g \in G \mid \lambda^ni g \in \mathbb{Z}^N \} \subseteq G_{ni}
\end{equation}
for all $i \in \mathbb{N}$, and assume that
\begin{equation}
\lambda^n J^{-n} \text{ has integer entries.}
\end{equation}
It follows that
\begin{equation}
D_\lambda(G) = \mathbb{Z} \left[ \frac{1}{\lambda} \right] v,
\end{equation}
so in particular (11.70) is fulfilled.

**Proof.** It suffices to show that
\begin{equation}
D_\lambda(G) \cap \mathbb{Z}^N = \mathbb{Z} v.
\end{equation}
For this, let $w \in D_\lambda(G) \cap \mathbb{Z}^N$. Then $w = \lambda^ni g_i$ for a $g_i \in G$ for all $i \in \mathbb{N}$. Using (11.74) we have
\begin{equation*}
g_i \in G_{ni} = J^{-ni} \mathbb{Z}^N
\end{equation*}
so
\begin{equation*}
w = \lambda^ni g_i \in (\lambda^n J^{-n})^i \mathbb{Z}^N.
\end{equation*}
Thus
\begin{equation*}
w \in \bigcap_{i \geq 0} (\lambda^n J^{-n})^i \mathbb{Z}^N.
\end{equation*}
But $\lambda^n$, being the Perron–Frobenius eigenvalue of the primitive matrix $J^n$, is strictly larger in absolute value than any other eigenvalue, and since $\lambda^n J^{-n}$ is a matrix with integer matrix elements, it follows that
\begin{equation*}
\bigcap_{i \geq 0} (\lambda^n J^{-n})^i \mathbb{Z}^N \subseteq \mathbb{R} v \cap \mathbb{Z}^N.
\end{equation*}
But since the first component of $v$ is 1 by (14.5), it follows that
\begin{equation*}
\mathbb{R} v \cap \mathbb{Z}^N = \mathbb{Z} v \cap \mathbb{Z}^N
\end{equation*}
so
\begin{equation*}
w \in \mathbb{Z} v \cap \mathbb{Z}^N
\end{equation*}
and this proves (11.77) and thereby (11.76).

**Corollary 11.22.** Let $J$, $J'$ be matrices of the form (11.2) with integer Perron–Frobenius eigenvalues $\lambda$, $\lambda'$ and let $\alpha$, $\alpha'$, resp. $v$, $v'$, be the left, resp. right, Perron–Frobenius eigenvectors of $J$, $J'$ given by (5.17), (14.5), respectively. Assume that
\begin{equation}
\text{Prim}(\lambda) = \text{Prim}(\lambda') = \text{Prim}(m_N) = \text{Prim}(m'_N) = \{ p_1, \ldots , p_m \}
\end{equation}
and there is an $n \in \mathbb{N}$ such that
\begin{equation}
\{ g \in G' \mid \lambda^ni g \in \mathbb{Z}^N \} \subseteq G'_{ni}
\end{equation}
for all $i \in \mathbb{N}$, where
\begin{equation*}
G'_{ni} = J'^{-ni} \mathbb{Z}^N,
\end{equation*}
and
\begin{equation}
\lambda'^n J'^{-n} \text{ has integer entries.}
\end{equation}
If there exists a unital morphism \( \mathcal{A}_J \to \mathcal{A}_J' \), then
\[
\frac{\langle \alpha \mid v \rangle}{\langle \alpha' \mid v' \rangle} \in \mathbb{Z} \left[ \frac{1}{n} \right]
\]
and if this morphism is an isomorphism, there exist integers \( n_1, \ldots, n_m \) such that
\[
\frac{\langle \alpha \mid v \rangle}{\langle \alpha' \mid v' \rangle} = p_1^{n_1} p_2^{n_2} \cdots p_m^{n_m}.
\]

Proof. This follows from Corollary 11.20 and Proposition 11.21. \( \square \)

Remark 11.23. Note that condition (11.80) is equivalent to \( \lambda'^{in} J'^{-in} \) having integer entries for \( i = 1, 2, \ldots \) and hence this condition is equivalent to
\[
G'_n \subseteq \{ g \in G' \mid \lambda^{ni} g \in \mathbb{Z}^N \}
\]
for \( i = 1, 2, \ldots \). Thus, conditions (11.79) and (11.80) taken together are equivalent to the single condition
\[
\{ g \in G' \mid \lambda^{ni} g \in \mathbb{Z}^N \} = G'_n
\]
for \( i = 1, 2, \ldots \).

Now one proves as in Proposition 11.4 that (11.79) is equivalent to the same condition for \( i = 1 \), and hence (11.83) is equivalent to the single condition
\[
\{ g \in G' \mid \lambda^i g \in \mathbb{Z}^N \} = G'_n.
\]

By the same token, (11.74) \& (11.75) is equivalent to (11.84).

Scholium 11.24. We saw in Lemma 11.14 that if \( \lambda = m_N \), condition (11.84) is automatically fulfilled with \( n = 1 \), and this was used in the proof of Corollary 11.13. Thus, Corollary 11.13 may be viewed as a special case of Corollary 11.22. But in order to verify the hypotheses (11.84), we need an efficient algorithm. One such algorithm is one that in particular "pure" form occurs in the proof of Proposition 11.16. So in terms of \( G = K_0(\mathcal{A}_L) \),
\[
F = G / \mathbb{Z}^N
\]
\[
F_i = G_i / \mathbb{Z}^N = J^{-i} \mathbb{Z}^N / \mathbb{Z}^N
\]
we want to establish (11.84), i.e.,
\[
\{ h \in F \mid \lambda^n h = 0 \} = F_n.
\]

In the special case \( \lambda^n = m_N = m \), we may proceed like this: If \( x_1, x_2 \) are the generators of \( F \) in Lemma 9.2, (9.8) and (9.9), then
\[
mx_1 = 0
\]
\[
mx_2 = -m_{N-1} x_1
\]
\[
mx_3 = -m_{N-2} x_1 - m_{N-1} x_2
\]
\[
\vdots
\]
\[
mx_k = x_{k-N} - m_1 x_{k-N+1} - \cdots - m_{N-1} x_{k-1}
\]
(where we use \( x_l = 0 \) for \( l \leq 0 \)). As seen for example in Corollary 8.8, any element \( h \in F \) can be uniquely represented as
\[
h = t_1 x_1 + t_2 x_2 + \cdots + t_k x_k
\]
for some \( k \), where \( t_i \in \{0, 1, \ldots, m - 1\} \). It follows from (11.86) that \( mh = 0 \) is equivalent to

\[
-t_k m_{N-1} x_1 + \cdots + t_k (x_{k-N} - m_1 x_{k-N+1} - \cdots - m_{N-1} x_{k-1}) = 0.
\]

The leading term here is \(-t_k m_{N-1} x_{k-1}\). If now

\[
t_k m_{N-1} \neq 0 \pmod{m}
\]

for \( t_k = 1, 2, \ldots, m - 1 \), it follows that \( mh = 0 \Rightarrow t_k = 0 \). Thus \( t_k x_k \) cannot be the leading term in \( h \). Continuing in this manner, one loops off \( t_{k-1}, t_{k-2}, \) etc., and one ends up showing \( mh = 0 \Leftrightarrow h \in F_1 \). If now \( m_{N-1} = 0 \pmod{m} \), one gets from the outset that \( m x_2 = 0 \), and hence there are no restrictions on \( t_2 \), and since now \( m_{N-1} x_{k-1} \) can be expanded in \( x_{k-2}, x_{k-3}, \) etc., one may try to go one step further and show that \( t_k = 0 \), etc., and then \( h \in F_2 \) if \( t m_{N-2} \neq 0 \pmod{m} \) for \( t \in \{1, \ldots, m - 1\} \), etc. In general, it may of course happen for example that \( t m_{N-2} \neq 0 \pmod{m} \) for some \( t \in \{1, \ldots, m - 1\} \) and \( t m_{N-2} = 0 \pmod{m} \) for some other \( t \), and then the computation of \( \{h \in F \mid mh = 0\} \) becomes much more complicated. Let us single out the simple case.

**Proposition 11.25.** Let \( J \) be a matrix of the form (11.2) and put \( m = m_N \). Choose \( n \in \{1, \ldots, N\} \) such that

\[
m_{N-k} = 0 \pmod{m_N}
\]

for \( k = 0, \ldots, n - 1 \), and assume that

\[
gcd(m_{N-n}, m_N) = 1.
\]

It follows that

\[
\{h \in F \mid mh = 0\} = F_n.
\]

If \( n = N \), condition (11.90) may be omitted.

**Proof.** Once one notes that condition (11.90),

\[
gcd(m_{N-n}, m_N) = 1,
\]

means that

\[
t m_{N-n} \neq 0 \pmod{m_N}
\]

for \( t = 1, 2, \ldots, m_{N-1} \), this is clear from the discussion preceding the proposition.

\[\square\]

**Example 11.26.** Consider

\[
J = \begin{pmatrix}
0 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
2 & 0 & 0 & 1 \\
8 & 0 & 0 & 0
\end{pmatrix}, \quad J' = \begin{pmatrix}
1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
4 & 0 & 0 & 0
\end{pmatrix}.
\]

Here \( \lambda = \lambda' = 2 \), so

\[\text{Prim(} \lambda \text{)} = \text{Prim(} \lambda' \text{)} = \text{Prim(} m_N \text{)} = \text{Prim(} m'_N \text{)} = \{2\}.
\]

Note that

\[
4J'^{-2} = \begin{pmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & -1 & 1 \\
4 & 0 & -1 & -1 \\
0 & 4 & 0 & -1
\end{pmatrix}
\]
so (11.75) is satisfied with \( n = 2 \). Further note that

\[
\langle \alpha | v \rangle = \begin{pmatrix} 1, \frac{1}{2}, \frac{1}{4}, \frac{1}{8} \end{pmatrix} \begin{pmatrix} 2 \\ 3 \\ 4 \end{pmatrix} = \frac{13}{4}
\]

and

\[
\langle \alpha' | v' \rangle = \begin{pmatrix} 1, \frac{1}{2}, \frac{1}{4}, \frac{1}{8} \end{pmatrix} \begin{pmatrix} 1 \\ 1 \\ 1 \end{pmatrix} = 2
\]

and hence

\[
\frac{\langle \alpha | v \rangle}{\langle \alpha' | v' \rangle} = \frac{13}{2} \in \mathbb{Z} \left[ \frac{1}{2} \right].
\]

but this number does not have a multiplicative inverse in \( \mathbb{Z} \left[ \frac{1}{2} \right] \). Thus, if we can show (11.79),

\[
\{ g \in G' | \lambda^2 g \in \mathbb{Z}^N \} \subseteq G'_{24},
\]

it follows from Corollary 11.22 that \( \mathfrak{A}_J \) and \( \mathfrak{A}_{J'} \) are non-isomorphic. But Proposition 11.25 applied to \( J' \) shows that

\[
\{ h \in F | 4h = 0 \} = F_2.
\]

Thus (11.84) holds with \( n = 2 \) and in particular (11.79) is valid. This shows the non-isomorphism of the two dimension groups.

In addition to the criteria of non-isomorphism given by Theorem 11.10, Corollary 11.12, Corollary 11.13, Theorem 11.17, Corollary 11.20 and Proposition 11.21, it is frequently possible to decide non-isomorphism by another route, namely, by establishing that the exact sequence (5.31):

\[
0 \rightarrow \ker \tau \rightarrow K_0(\mathfrak{A}_J) \xrightarrow{\tau} \mathbb{Z} \left[ \frac{1}{2} \right] \rightarrow 0
\]

splits for one specimen but not for another. With \( K_0(\mathfrak{A}_J) \) realized as (5.19), there is a simple criterion for this.

**Lemma 11.27.** Let \( J \) be a matrix of the form (11.2) with integer Perron–Frobenius eigenvalue \( \lambda \) with

\[
\text{Prim}(\lambda) = \{ p_1, \ldots, p_m \}.
\]

The following conditions (i) and (ii) are equivalent.

(i) The exact sequence

\[
0 \rightarrow \ker \tau \rightarrow K_0(\mathfrak{A}_J) \xrightarrow{\tau} \mathbb{Z} \left[ \frac{1}{2} \right] \rightarrow 0
\]

splits.

(ii) There is a \( w \in D_\lambda(G) \) such that \( \tau(w) \) has a multiplicative inverse in \( \mathbb{Z} \left[ \frac{1}{2} \right] \), i.e., \( \tau(w) = p_1^{n_1} p_2^{n_2} \cdots p_m^{n_m} \) for suitable \( n_1, \ldots, n_m \in \mathbb{Z} \).

**Proof.** (i)⇒(ii): If the sequence splits, let

\[
\psi : \mathbb{Z} \left[ \frac{1}{2} \right] \rightarrow K_0(\mathfrak{A}_J)
\]

be a section, and put \( w = \psi(1) \). Then

\[
w \in \psi \left( \mathbb{Z} \left[ \frac{1}{2} \right] \right) \subseteq D_\lambda(G) \text{ and } \tau(w) = 1.
\]
(ii)⇒(i): If (ii) holds, we can define a section \( \psi \) by
\[
\psi(\tau(w)) = w
\]
and since \( \mathbb{Z} \left[ \frac{1}{\lambda} \right] \tau(w) = \mathbb{Z} \left[ \frac{1}{\lambda} \right] \), and \( w \in D_\lambda(G) \), \( \psi \) extends uniquely to \( \mathbb{Z} \left[ \frac{1}{\lambda} \right] \).

**Corollary 11.28.** Let \( J \) be a matrix of the form (11.2) with integer Perron–Frobenius eigenvalue \( \lambda \) with \( \text{Prim}(\lambda) = \{ p_1, \ldots, p_m \} \) and left and right Frobenius eigenvectors \( \alpha, \nu \) given by (5.17), (14.5), respectively. The exact sequence (5.31):
\[
0 \to \ker \tau \to K_0(\mathcal{A}_J) \xrightarrow{\tau} \mathbb{Z} \left[ \frac{1}{\lambda} \right] \to 0
\]
splits if
\[
(\alpha \mid \nu) = p_1^{n_1} p_2^{n_2} \cdots p_m^{n_m}
\]
for suitable \( n_1, n_2, \ldots, n_m \) in \( \mathbb{Z} \).

Conversely, if (11.92) splits and \( \text{rank}(D_\lambda(G)) = 1 \) and \( \text{Prim}(m_N) = \text{Prim}(\lambda) \), then \( (\alpha \mid \nu) \) has the form (11.93).

**Proof.** Since always \( \nu \in D_\lambda(G) \), the first statement follows from Lemma 11.27.

The last statement follows from Lemma 11.19: If \( \text{rank}(D_\lambda(G)) = 1 \) and \( \text{Prim}(m_N) = \text{Prim}(\lambda) \), then \( D_\lambda(G) = \mathbb{Z} \left[ \frac{1}{\lambda} \right] \nu \) and if \( \psi \) is a section for (11.92), then \( \psi(1) \in D_\lambda(G) = \mathbb{Z} \left[ \frac{1}{\lambda} \right] \nu \). Thus, there is a \( t \in \mathbb{Z} \left[ \frac{1}{\lambda} \right] \) such that \( \psi(1) = tv \). But then
\[
1 = (\alpha \mid \psi(1)) = (\alpha \mid tv) = t(\alpha \mid v)
\]
and it follows that \( (\alpha \mid v) \) has the multiplicative inverse \( t \) in \( \mathbb{Z} \left[ \frac{1}{\lambda} \right] \), so \( (\alpha \mid v) \) has the form (11.93).

**Example 11.29.** An instance where the isomorphism question for two \( C^* \)-algebras \( \mathcal{A}_J \) and \( \mathcal{A}_{J'} \) is not immediate is when
\[
J = \begin{pmatrix} 1 & 1 & 0 \\ 1 & 0 & 1 \\ 2 & 0 & 0 \end{pmatrix} \quad \text{and} \quad J' = \begin{pmatrix} 0 & 1 & 0 \\ 3 & 0 & 1 \\ 2 & 0 & 0 \end{pmatrix}.
\]
Both matrices are regular, and both have determinant 2 and Perron–Frobenius eigenvalue 2. The respective right eigenvectors are
\[
v_J = \begin{pmatrix} 1 \\ 1 \\ 1 \end{pmatrix} \quad \text{and} \quad v_{J'} = \begin{pmatrix} 1 \\ 2 \\ 1 \end{pmatrix}.
\]
Since
\[
\frac{\tau(v_J)}{\tau(v_{J'})} = \frac{7}{5},
\]
it follows from Corollary 11.13 that the two \( C^* \)-algebras \( \mathcal{A}_J \) and \( \mathcal{A}_{J'} \) are non-isomorphic. The non-isomorphism here is perhaps a bit surprising since the two matrices \( J^0 \) and \( J'^0 \) have the same spectrum.

Later, in Theorem 17.14, we will show that \( \{ \text{Prim} \lambda, \lambda^2 \tau(v) \} \) is a complete isomorphism invariant for \( 3 \times 3 \) matrices with \( \lambda = m_3 \). For the two matrices above one computes that \( \lambda^2 \tau(v) \) is 7, 9, respectively, confirming that they are non-isomorphic. See also Theorem 17.16.
CHAPTER 12

Subgroups of $G_0 = \bigcup_{n=0}^{\infty} J_{0}^{-n} \mathcal{L}$

Before applying our general theory of isomorphism of stationary AF-algebras to more specific examples in Chapters 13–18, we will mention one more example of how to decide nontriviality of extensions which is sometimes useful. In many examples we compute that $G = K_{0}(\mathbb{A}_{L})$ or $G_0 = \text{ker } \tau$ or some other group is an extension of the form

(12.1) \quad 0 \longrightarrow H \longrightarrow G_0 \longrightarrow \mathbb{Z} \left[ \frac{1}{2} \right] \longrightarrow 0.

We first state a proposition which is a variation of a result due to David Handelman [8, Proposition 10.1].

**Proposition 12.1.** Let $E$ be an $N \times N$ matrix with integer entries and assume $\text{det}(E) \neq 0$. Let $f(x) = \text{det}(xI - E)$ be the characteristic polynomial of $E$ and let $f(x) = f_1(x)f_2(x) \cdots f_n(x)$ be the decomposition of $f$ into irreducible polynomials in $\mathbb{Z}[x]$. Define

$$q(x) = \prod_{|f_i(0)|=1} f_i(x), \quad p(x) = \prod_{|f_i(0)| \neq 1} f_i(x).$$

Then

$$p(E) Z^N \subseteq \{ m \in Z^N \mid q(E) \ m = 0 \} = \bigcap_k E^k Z^N.$$

**Proof.** The left inclusion follows from $q(E) p(E) = f(E) = 0$. Next note that $W = \{ m \in Z^N \mid q(E) m = 0 \}$ is an $E$-invariant sublattice of $Z^N$. Note that if $q(x) = \sum_{i=0}^{k} q_i x^i$, then $q_0 = \pm 1$, so we may assume $q_0 = -1$, and hence $m \in W$ if and only if

$$m = \sum_{i=1}^{k} q_i x^i m.$$  

But then by iteration

$$m = \left( \sum_{i=1}^{k} q_i x^i \right)^l m$$

for $l = 1, 2, \ldots$, and expanding those polynomials we see that

$$m \in \bigcap_l E^l Z^N.$$

Thus

$$W \subseteq V = \bigcap_i E^i Z^N.$$  
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But \( V \) is also an \( E \)-invariant sublattice of \( \mathbb{Z}^N \), and thus a free abelian group, and the restriction of \( E \) to \( V \) is clearly surjective. Since \( E \) is injective, it follows that \( \mathbb{E}|_V \) is invertible and thus \( |\det(\mathbb{E}|_V)| = 1 \). But the characteristic polynomial of \( \mathbb{E}|_V \) is a factor of the characteristic polynomial of \( E \), and since the constant term of the former polynomial is \( \pm 1 \), it is a factor of \( q(x) \). It follows that \( q(\mathbb{E}|_V) = 0 \), which means \( V \subseteq W \).

In order that an extension such as (12.1) shall be trivial, it is necessary that \( G_0 \) contain \( \mathbb{Z} \left[ \frac{1}{2} \right] \) as a subgroup. In order to decide that, the following more local proposition is sometimes useful. The condition on \( \mathcal{L} \) means that \( \mathcal{L} \cong \mathbb{Z}^M \) and that \( \mathcal{L} \) spans \( \mathbb{Q}^M \) over \( \mathbb{Q} \).

**Proposition 12.2.** Let \( J_0 \) be a nonsingular \( M \times M \) matrix with integer matrix elements, and let \( \mathcal{L} \) be a free abelian subgroup of rank \( M \) of \( \mathbb{Q}^M \). Consider the additive subgroup

\begin{equation}
G_0 = \bigcup_{n=0}^{\infty} J_0^{-n} \mathcal{L}
\end{equation}

of \( \mathbb{Q}^M \). Let \( d \in \mathbb{N} \) be a number such that

\begin{equation}
E = dJ_0^{-1}
\end{equation}

is a matrix with integer matrix elements. Assume that

(i) there is a prime factor \( f \) of the monic polynomial

\[\det(\lambda \mathbb{1} - E) = \frac{(-\lambda)^M}{\det J_0} \det \left( \frac{d \mathbb{1} - J_0}{\lambda} \right)\]

such that \( |f(0)| = 1 \).

It follows that

(ii) \( G_0 \) contains a subgroup isomorphic to \( \mathbb{Z} \left[ \frac{1}{2} \right] \)

but (ii) does not imply (i) in general.

**Remark 12.3.** Let us exhibit a partial example showing that (ii) does not imply (i). Let

\[
J_0 = \begin{pmatrix}
0 & 1 & 0 & \cdots & 0 & 0 \\
0 & 0 & 1 & \cdots & 0 & 0 \\
0 & 0 & 0 & \ddots & \ddots & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 1 \\
d & 0 & 0 & \cdots & 0 & 0
\end{pmatrix}
\]

and \( \mathcal{L} = \mathbb{Z}^M \). Then \( J_0^M = d \mathbb{1} \), so \( G_0 = \bigcup_k J_0^{-k} \mathbb{Z}^M = \mathbb{Z} \left[ \frac{1}{2} \right]^M \) and hence (ii) holds. But since

\[\bigcap_k \mathbb{E}^k \mathbb{Z}^M = \bigcap_k \mathbb{E}^{Mk} \mathbb{Z}^M = \bigcap_k d^{(M-1)k} \mathbb{Z}^M = 0\]

it follows from the equivalent form (iii) of (i) in the proof below that (i) does not hold.

**Proof.** We know from Proposition 12.1 that (i) is equivalent to
(iii) \( \bigcap_{k=1}^{\infty} E^k \mathbb{Z}^M \neq 0. \)

We now argue that (iii) is equivalent to

(iv) \( \bigcap_{k=1}^{\infty} E^k \mathcal{L} \neq 0. \)

But since both \( \mathcal{L} \) and \( \mathbb{Z}^M \) are the free abelian groups generated by \( M \) points in \( \mathbb{Q}^M \), and there is an element of \( GL(\mathbb{Q}, M) \) transforming these \( M \)-tuples into each other, it follows that there is a natural number \( n \) such that

\[
\mathcal{L} \subseteq \frac{1}{n} \mathbb{Z}^M \quad \text{and} \quad \mathbb{Z}^M \subseteq \frac{1}{n} \mathcal{L}.
\]

Thus the equivalence of (iii) and (iv) follows by linearity. Next, put

\[
(12.5) \quad H = \bigcap_{k \geq 0} d^k G_0.
\]

Clearly, \( H \) is a subgroup of \( G_0 \) containing 0. We now show

\[
(12.6) \quad \bigcap_{k} E^k \mathcal{L} \subseteq H.
\]

But this follows from

\[
\bigcap_{k} E^k \mathcal{L} = \bigcap_{k} d^k I_0^{-k} \mathcal{L} \subseteq \bigcap_{k} d^k G_0 = H.
\]

But since (i) \( \iff \) (iv), it follows from (i) and (12.6) that \( H \neq 0. \) But if \( g \in H \), then \( d^{-k} g \in G_0 \) for all \( k \) by (12.5). Thus \( G_0 \) contains a subgroup isomorphic to \( \mathbb{Z} \left[ \frac{1}{2} \right] \).

\( \square \)
CHAPTER 13

Classification of the AF-algebras $\mathfrak{A}_L$ with
$\text{rank} \left( K_0 (\mathfrak{A}_L) \right) = 2$

Let us consider matrices of the form (5.47) with $N = 2$,

\begin{equation}
J = \begin{pmatrix} m_1 & 1 \\ m_2 & 0 \end{pmatrix},
\end{equation}

where $m_1, m_2 \in \mathbb{N}$. We divide the discussion into two cases.

Case 1. The Perron–Frobenius eigenvalue $\lambda$ is rational, and thus $\lambda \in \mathbb{N}$.

In this case one computes that $J$ has the form

\begin{equation}
J = \begin{pmatrix} \lambda - k & 1 \\ k & 0 \end{pmatrix}, \quad k = 1, \ldots, \lambda - 1,
\end{equation}

and the spectrum is

\begin{equation}
\text{spec} (J) = \{-k, \lambda\}.
\end{equation}

Referring to Theorem 7.5, we have $D = 1$, $N = 2$, and the triangular form (7.15) is (with $p_n (x) = \lambda x - 1$):

\begin{equation}
\begin{pmatrix} -k & k \\ 0 & \lambda \end{pmatrix}.
\end{equation}

Hence the invariants of Theorem 7.8 are:

(a) $N = 2$,
(b) Prim $(k\lambda)$,
(c) Prim $(k)$,
(c)' Prim $(\lambda)$,
(d) $D = 1$.

Furthermore, we will argue below that

\begin{equation}
\ker (\tau) \cong \mathbb{Z} \left[ \frac{1}{k} \right], \quad \tau (K_0 (\mathfrak{A})) = \mathbb{Z} \left[ \frac{1}{\lambda} \right],
\end{equation}

so $K_0 (\mathfrak{A})$ is an extension of $\mathbb{Z} \left[ \frac{1}{\lambda} \right]$ by $\mathbb{Z} \left[ \frac{1}{k} \right]$:

\begin{equation}
0 \rightarrow \mathbb{Z} \left[ \frac{1}{k} \right] \rightarrow K_0 (\mathfrak{A}) \rightarrow \mathbb{Z} \left[ \frac{1}{\lambda} \right] \rightarrow 0.
\end{equation}
To see this, one computes

\begin{align*}
\left(\lambda - k \quad 1 \quad \lambda - n\right) = & \frac{1}{\lambda + k} \left(\begin{array}{cc}
1 & 1 \\
0 & -k
\end{array}\right) \left(\begin{array}{ccc}
\lambda - n & 0 & \lambda \\
0 & -1 & -k
\end{array}\right) \\
= & \frac{1}{\lambda + k} \left(\begin{array}{cc}
\lambda - n + 1 - (-k)^{-n+1} & \lambda - n - (-k)^{-n} \\
k\lambda - n + 1 & k\lambda + \lambda (-k)^{-n}
\end{array}\right) \\
= & \frac{1}{\lambda + k} \left(\begin{array}{cc}
\lambda - n + 1 - (-k)^{-n+1} & \lambda - n - (-k)^{-n} \\
k\lambda - n + 1 & k\lambda (-k)^{-n-1}
\end{array}\right).
\end{align*}

Hence, using (13.7), one computes

\begin{align*}
g = & \left(\begin{array}{c}
\lambda - k \\
k\lambda \\
0
\end{array}\right)^{-n} \left(\begin{array}{c}
n_1 \\
n_2
\end{array}\right) \\
= & \frac{1}{\lambda + k} \left(\lambda n_1 + n_2\right) \lambda^{-n} \left(\begin{array}{c}
1 \\
k
\end{array}\right) + \left(kn_1 - n_2\right) (-k)^{-n} \left(\begin{array}{c}
1 \\
-1
\end{array}\right),
\end{align*}

and thus, using (5.17),

\begin{equation}
\tau (g) = \left(1, \frac{1}{\lambda}\right) g = (\lambda n_1 + n_2) \lambda^{-n-1}.
\end{equation}

This confirms (5.22): \(\tau (K_0 (\mathfrak{A})) = Z \left(\frac{1}{k}\right)\), and we see that \(g \in \ker (\tau)\) if and only if

\begin{equation}
\text{ker}(\tau) \cong \mathbb{Z} \left[\frac{1}{k}\right],
\end{equation}

for an \(n_1 \in Z, n_2 \in N\), which confirms \(\ker (\tau) \cong \mathbb{Z} \left[\frac{1}{k}\right]\), so the sequence (13.6) is well defined and exact. Now, using (13.8) we can prove

**Proposition 13.1.** If \(G = K_0 (\mathfrak{A})\) is realized concretely in \(\mathbb{Q}^2\) as above we have

\begin{equation}
\mathbb{Z} \left[\frac{1}{k}\right] \left(\begin{array}{c}
1 \\
k
\end{array}\right) + \mathbb{Z} \left[\frac{1}{\lambda}\right] \left(\begin{array}{c}
1 \\
-\lambda
\end{array}\right) \subseteq G \subseteq \frac{1}{\lambda + k, \lambda} \mathbb{Z} \left[\frac{1}{k}\right] \left(\begin{array}{c}
1 \\
k
\end{array}\right) + \frac{1}{\lambda + k, \lambda} \mathbb{Z} \left[\frac{1}{\lambda}\right] \left(\begin{array}{c}
1 \\
-\lambda
\end{array}\right),
\end{equation}

where

\begin{equation}
(n_1, n_2) = \frac{n_1}{\gcd (n_1, n_2^2)}
\end{equation}

for \(n_1, n_2 \in N\), where \(\gcd (n_1, n_2^2)\) is the (unique) greatest common divisor of \(n_1\) and \(n_2^m\) for large \(m\). Furthermore an element \(a \left(\begin{array}{c}
1 \\
k
\end{array}\right) + b \left(\begin{array}{c}
1 \\
-\lambda
\end{array}\right)\) of \(G\) is (nonzero) positive if and only if

\begin{equation}
a > 0.
\end{equation}

In particular, the following conditions are equivalent:

(a) \(G = \mathbb{Z} \left[\frac{1}{k}\right] \left(\begin{array}{c}
1 \\
k
\end{array}\right) + \mathbb{Z} \left[\frac{1}{\lambda}\right] \left(\begin{array}{c}
1 \\
-\lambda
\end{array}\right)\),

and

(b) \(\text{Prim} (\lambda + k) \subseteq \text{Prim} (\lambda) \cap \text{Prim} (k)\).
$G$ can also in general be characterized as the set of linear combinations of elements of $\mathbb{Z}^2$ and the elements

\begin{equation}
\frac{1}{\lambda + k} \left( \lambda^{-n} - (-k)^{-n} \right)
\end{equation}

with integer coefficients, $n = 1, 2, \ldots$.

In the special case

\begin{equation}
\text{Prim} (\lambda) = \text{Prim} (k),
\end{equation}

put

\begin{equation}
\lambda_0 = \prod \{ p \mid p \in \text{Prim} (\lambda) = \text{Prim} (k) \}.
\end{equation}

Then

\begin{equation}
G = \left( \mathbb{Z} \left[ 1_{\lambda_0} \right] \right) \cong \mathbb{Z} \left[ 1_{\lambda_0} \right]^2.
\end{equation}

**Remark 13.2.** Note that the condition (b) in Proposition 13.1 is equivalent to each of the conditions

(c) $\text{Prim} (\lambda + k) \subseteq \text{Prim} (\lambda)$,

(d) $\text{Prim} (\lambda + k) \subseteq \text{Prim} (k)$.

Clearly (b) $\Rightarrow$ (c) and (b) $\Rightarrow$ (d). For (c) $\Rightarrow$ (b), use $k = (\lambda + k) - \lambda$, etc.

**Proof.** Setting $n_2 = -\lambda n_1$ in (13.8) we obtain

\begin{equation}
g = \frac{1}{\lambda + k} (k n_1 + \lambda n_1) (-k)^{-n} \left( \frac{1}{-\lambda} \right) = n_1 (-k)^{-n} \left( \frac{1}{-\lambda} \right)
\end{equation}

and hence

\begin{equation}
\mathbb{Z} \left[ \left[ \frac{1}{-\lambda} \right] \right] \subseteq G.
\end{equation}

Next setting $n_2 = k n_1$ in (13.8) we obtain similarly

\begin{equation}
g = \frac{1}{\lambda + k} (\lambda n_1 + k n_1) \lambda^{-n} \left( \frac{1}{k} \right) = n_1 \lambda^{-n} \left( \frac{1}{k} \right),
\end{equation}

so

\begin{equation}
\mathbb{Z} \left[ \left[ \frac{1}{k} \right] \right] \subseteq G.
\end{equation}

We conclude that

\begin{equation}
\mathbb{Z} \left[ \left[ \frac{1}{k} \right] \right] + \mathbb{Z} \left[ \left[ \frac{1}{-\lambda} \right] \right] \subseteq G.
\end{equation}

Conversely, if $g \in G$ it follows from (13.8) that $g$ has the form

\begin{equation}
g = a \left( \frac{1}{k} \right) + b \left( \frac{1}{-\lambda} \right),
\end{equation}

where the pair $a, b$ has the form

\begin{equation}
a = \frac{1}{\lambda + k} (\lambda n_1 + n_2) \lambda^{-n}, \quad b = \frac{1}{\lambda + k} (k n_1 - n_2) (-k)^{-n}.
\end{equation}
for suitable \( n_1, n_2 \in \mathbb{Z}, n \in \mathbb{Z} \). But writing
\[
a = \frac{\lambda^m}{\lambda + k} (\lambda n_1 + n_2) \lambda^{-(n+m)}
\]
and choosing \( m \) large enough, it follows that
\[
a \in \frac{1}{(\lambda + k, \lambda)} \mathbb{Z} \left[ \frac{1}{\lambda} \right],
\]
and using the same reasoning on \( b \), the inclusion
\[
(13.25) \quad G \subseteq \frac{1}{(\lambda + k, \lambda)} \mathbb{Z} \left[ \frac{1}{k} \right] \left( \frac{1}{k} \right) + \frac{1}{(\lambda + k, \lambda)} \mathbb{Z} \left[ \frac{1}{k} \right] \left( \frac{1}{-\lambda} \right)
\]
follows. Applying (5.17) and (5.34) to \( \alpha = (1,1,\lambda) \), it follows that \( g = a \left( \frac{1}{k} \right) + b \left( \frac{1}{-\lambda} \right) \) is positive if and only if \( a > 0 \).

We have \( (\lambda + k, k) = 1 \) if and only if \( \text{Prim} (\lambda + k) \subseteq \text{Prim} (k) \), and hence (b) \( \Rightarrow \) (a). But if (b) is not fulfilled, then \( (\lambda + k, k) > 1 \) or \( (\lambda + k, \lambda) > 1 \), and choosing \( n_1 = 0 \) (or \( n_2 = 0 \)) in (13.8) we see that \( G \) contains elements that are not in \( \mathbb{Z} \left[ \frac{1}{k} \right] \left( \frac{1}{k} \right) + \mathbb{Z} \left[ \frac{1}{k} \right] \left( \frac{1}{-\lambda} \right) \). Thus (a) \( \Rightarrow \) (b).

Next, define
\[
(13.26) \quad g(n_1, n_2, n) = \frac{1}{\lambda + k} \left[ (\lambda n_1 + n_2) \lambda^{-n} \left( \frac{1}{k} \right) + (kn_1 - n_2) (-k)^{-n} \left( \frac{1}{-\lambda} \right) \right]
\]
for \( n \in \mathbb{N}, n_1, n_2 \in \mathbb{Z} \). Then
\[
g(n_1, n_2, n) = n_1 g(1,0,n) + n_2 g(0,1,n)
\]
and
\[
g(1,0,n+1) = g(0,1,n),
\]
so \( G \) is spanned over \( \mathbb{Z} \) by \( \mathbb{Z}^2 \) and the elements
\[
(13.27) \quad g(0,1,n) = \frac{1}{\lambda + k} \left( \frac{\lambda^{-n} \left( \frac{1}{k} \right) - (-k)^{-n} \left( \frac{1}{-\lambda} \right)}{1} \right)
\]
\[
= \frac{1}{\lambda + k} \left( \frac{\lambda^{-n} - (-k)^{-n}}{k^\lambda n^{-n} + (-k)^{-n} \lambda} \right)
\]
It remains to prove the last statement in the proposition. So assume \( \text{Prim} (\lambda) = \text{Prim} (k) \) and define \( \lambda_0 \) by (13.16) as the product of the primes in this set. It follows that the matrix elements in the left column of
\[
J = \begin{pmatrix} \lambda-k & 1 \\ k & 0 \end{pmatrix}
\]
all are divisible by \( \lambda_0 \) and hence all matrix elements of \( J^{2n} \) are divisible by \( \lambda_0^2 \), i.e.,
\[
\lambda_0^2 \mathbb{Z}^2 \supseteq J^{2n} \mathbb{Z}^2,
\]
and hence, applying \( \lambda_0^{-n} J^{-2n} \) to both sides,
\[
J^{-2n} \mathbb{Z}^2 \supseteq \lambda_0^{-n} \mathbb{Z}^2.
\]
It follows that
\[
(13.28) \quad G \supseteq \mathbb{Z} \left[ \frac{1}{\lambda_0} \right] \mathbb{Z}^2 = \begin{pmatrix} Z \left[ \frac{1}{\lambda_0} \right] \\ Z \left[ \frac{1}{\lambda_0} \right] \end{pmatrix}.
\]
Conversely, $G$ is spanned over $\mathbb{Z}$ by $\mathbb{Z}^2$ and the elements (13.14) for $n = 1, 2, \ldots$. But
\begin{equation}
\frac{1}{\lambda + k} \left( \frac{\lambda^n - (-k)^n}{\lambda k^n + (-k)^n \lambda} \right) = \frac{1}{\lambda^n k^n + (-k)^n} \frac{1}{\lambda \lambda^n + (-k)^n \lambda^{n+1}} = \frac{(-1)^{n+1}}{\lambda^n k^n} \frac{1}{\lambda + k} \left( \frac{(\lambda^n - (-k)^n)}{(\lambda^{n+1} - (-k)^{n+1})} \right).
\end{equation}

But since $\lambda = -k \pmod{\lambda + k}$, we have $\lambda^n = (-k)^n \pmod{\lambda + k}$, so the vector
\[
\frac{1}{\lambda + k} \left( \frac{\lambda^n - (-k)^n}{\lambda^{n+1} - (-k)^{n+1}} \right)
\]
has integral components. It follows that the elements (13.14) are contained in $\mathbb{Z} \left[ \frac{1}{\lambda_0} \right]^2$. Thus
\begin{equation}
G \subseteq \mathbb{Z} \left[ \frac{1}{\lambda_0} \right].
\end{equation}

Now, (13.28) and (13.30) finally establish (13.17). (The last argument was also used in [10, Remark after Theorem 5].)

In general, the sequence (13.6) does not split, i.e., there does not exist a well defined homomorphism $\psi: \mathbb{Z} \left[ \frac{1}{k} \right] \to K_0(\mathfrak{A})$ with $\tau \circ \psi = \text{id.}$ (Well defined means for example $\psi(m \lambda^n) = \psi((m \lambda)^n \lambda^{-n-1}).$) In general, the class of $K_0(\mathfrak{A})$ in $\text{Ext} \left( \mathbb{Z} \left[ \frac{1}{k} \right], \mathbb{Z} \left[ \frac{1}{k} \right] \right)$ depends on properties of the prime decompositions of $\lambda$ and $k$, and seems to have to be treated on a case-by-case basis. There are, however, two special cases that behave nicely. The first of these is the last case in Proposition 13.1,
\begin{equation}
\text{Prim}(\lambda) = \text{Prim}(k).
\end{equation}

Then
\begin{equation}
K_0(G) = \left( \frac{\mathbb{Z} \left[ \frac{1}{k} \right]}{\mathbb{Z} \left[ \frac{1}{k} \right]} \right) = \left( \frac{\mathbb{Z} \left[ \frac{1}{\lambda} \right]}{\mathbb{Z} \left[ \frac{1}{\lambda} \right]} \right)
\end{equation}
with trace functional $(1, 1/\lambda)$. Since the dimension group is a complete invariant, the following Proposition ensues.

**Proposition 13.3.** Let $J_1, J_2$ be $2 \times 2$ matrices of the form (13.1)–(13.2) and let the subindices 1, 2 refer to $J_1, J_2$ respectively.

(a) If $J_1, J_2$ define isomorphic $C^*$-algebras, then $\text{Prim}(\lambda_1) = \text{Prim}(\lambda_2)$ and $\text{Prim}(k_1) = \text{Prim}(k_2)$.

(b) If $\text{Prim}(k_1) = \text{Prim}(k_2) = \text{Prim}(\lambda_2) = \text{Prim}(\lambda_1)$, then $J_1, J_2$ define isomorphic algebras.

In the latter case, the dimension group is
\begin{equation}
G \cong \mathbb{Z} \left[ \left\{ \frac{1}{k} \mid k \in \text{Prim}(\lambda_1) \right\} \right]^2
\end{equation}
with positivity determined as follows: $g = (g_1, g_2) \in G$ is positive if and only if $g_1 + \lambda_0 g_2 > 0$, where $\lambda_0 = \prod_{p \in \text{Prim}(\lambda_1)} p$.

**Proof.** As already remarked, (a) is a special case of Theorem 7.5 and [10, Proposition 10]. As for (b), Proposition 13.1 shows that
\begin{equation}
G_1 = G_2 = \mathbb{Z} \left[ \frac{1}{\lambda_0} \right]^2
\end{equation}
as unordered groups, with positive cones determined by

\[(G_i)_+ = \left\{ g = (g_1, g_2) \in G_i \mid g_1 + \frac{1}{\lambda_i} g_2 > 0 \right\}. \tag{13.35}\]

But then the map

\[(g_1, g_2) \mapsto \left( g_1, \frac{\lambda_i}{\lambda_0} g_2 \right) \tag{13.36} \]

defines an isomorphism of ordered groups \(G \to G_i\) for \(i = 1, 2\). Thus \((G_i, (G_i)_+)\), \(i = 1, 2\), are both isomorphic to \((G, G_+)\), and Proposition 13.3 follows.

The second special case that behaves nicely is when condition (b) in Proposition 13.1 is fulfilled, i.e., \(\text{Prim}(\lambda + k) \subseteq \text{Prim}(\lambda) \cap \text{Prim}(k)\). Let us first mention a simple algorithm to construct all pairs \((\lambda, k)\) of positive integers with \(1 < k < \lambda - 1\) satisfying these properties: One first picks such a pair \((\lambda', k')\) with \(\gcd(\lambda', k') = 1\), then lets \(\mu\) be the product of all the prime factors of \(\lambda' + k'\), and then the pair

\[\lambda = n \mu \lambda', \quad k = n \mu k',\]

where \(n\) is an arbitrary positive integer, will have the property (b). One obtains all pairs \((\lambda, k)\) having the property (b) in this way, since given one such pair one may divide by \(\gcd(\lambda, k)\) to obtain \((\lambda', k')\), and then get back to \((\lambda, k)\) by the process above.

As a simple example of the procedure above, take \(\lambda' = 2\) and \(k' = 1\). This gives \(\mu = 3\), so all pairs

\[\lambda = n \cdot 6, \quad k = n \cdot 3\]

are examples.

If (b) is fulfilled, there is an exact sequence

\[0 \to \mathbb{Z} \left[ \frac{1}{k} \right] \to G \to \mathbb{Z} \left[ \frac{1}{k} \right] \to 0\]

which splits. This is because \(G\) has the form (a) in Proposition 13.1, and one verifies directly that the map

\[\psi: \mathbb{Z} \left[ \frac{1}{\lambda} \right] \to G: g \to \frac{\lambda g}{\lambda + k} \left( \frac{1}{k} \right)\]

is a section (it is well defined since \(\text{Prim}(\lambda + k) \subseteq \text{Prim}(\lambda)\)). Hence we get a different criterion from that in Proposition 13.3:

**Proposition 13.4.** Let \(J_1, J_2\) be \(2 \times 2\) matrices of the form (13.1)–(13.2) and let the subindices 1, 2 refer to \(J_1, J_2\) respectively.

If \(\text{Prim}(k_1) = \text{Prim}(k_2)\) and \(\text{Prim}(\lambda_1) = \text{Prim}(\lambda_2)\), and

\[\text{Prim}(\lambda_i + k_i) \subseteq \text{Prim}(\lambda_i) \cap \text{Prim}(k_i)\]

for \(i = 1, 2\) (see Remark 13.2 after Proposition 13.1), then \(J_1, J_2\) define isomorphic algebras. Furthermore in this case the dimension group is

\[G \cong \mathbb{Z} \left[ \frac{1}{\lambda_1} \right] \oplus \mathbb{Z} \left[ \frac{1}{k_1} \right]\]

with positivity determined by positivity of the first coordinate.

**Proof.** This follows from the discussion before the Proposition. \(\square\)
Example 13.5. If
\[
J_1 = \begin{pmatrix} 6n_1 & 1 \\ 3n_1 & 0 \end{pmatrix}, \quad J_2 = \begin{pmatrix} 6n_2 & 1 \\ 3n_2 & 0 \end{pmatrix}
\]
where the positive integers \(n_1, n_2\) contain the same prime factors, then the corresponding AF-algebras are isomorphic. The case \(n_1 = 2, n_2 = 4\) is illustrated in Figure 17, below.

Remark 13.6. If
\[
J = \begin{pmatrix} \lambda - k & 1 \\ \lambda k & 0 \end{pmatrix}
\]
then the right Perron–Frobenius eigenvector \(v\) in (14.5) is \(v = \left( \frac{1}{\lambda} \right)\) and hence
\[
\langle \alpha \mid v \rangle = 1 + \frac{k}{\lambda} = \frac{\lambda + k}{\lambda}.
\]
But if \(\text{Prim} (\lambda + k) \subset \text{Prim} \lambda\), this number has a multiplicative inverse in \(\mathbb{Z}[\frac{1}{\lambda}]\). Hence the split property used in the proof of Proposition 13.4 can also be deduced from Corollary 11.28.

Let us focus on an example of the use of Propositions 13.1 and 13.3: Consider the list of matrices in Table 2, below. It follows from Proposition 13.3(a) that the only candidates for nontrivial pairs defining isomorphic AF-algebras from this list are
\[
(13.37) \quad \begin{pmatrix} 6 & 1 \\ 16 & 0 \end{pmatrix}, \quad \begin{pmatrix} 4 & 1 \\ 32 & 0 \end{pmatrix}
\]
and
\[
(13.38) \quad J = \begin{pmatrix} 7 & 1 \\ 78 & 0 \end{pmatrix}, \quad J' = \begin{pmatrix} 1 & 1 \\ 156 & 0 \end{pmatrix}.
\]
The first of these pairs actually defines isomorphic algebras by Proposition 13.3(b). (This was already proved in [10, Theorem 5].) For the latter of these pairs the special criteria of Proposition 13.1 cannot be employed. But as \(78 = 2 \cdot 3 \cdot 13\) and \(156 = 2 \cdot 2 \cdot 3 \cdot 13\) we have \(\gcd (7, 78) = 1\) and \(\gcd (1, 156) = 1\), and it follows from Proposition 11.25 that \(\deg J' = 156 - \deg J = 1 = \deg J = 78 - \deg J\). But \(m = \text{lcm} (78, 156) = 156\) and hence we may apply Theorem 11.10 to the pair \(J, J'\).

Using the formula in Remark 13.6 we see that
\[
\langle \alpha \mid v \rangle = \frac{19}{13}, \quad \langle \alpha' \mid v' \rangle = \frac{25}{13},
\]
and hence
\[
\frac{\langle \alpha \mid v \rangle}{\langle \alpha' \mid v' \rangle} = \frac{19}{25} \notin \mathbb{Z}[\frac{1}{13}].
\]
It follows from Theorem 11.10 that \(\mathfrak{A}_J\) and \(\mathfrak{A}_{J'}\) are non-isomorphic.

Finally, note that the set of \(2 \times 2\) matrices of the form (11.2), or (13.2), with \(\lambda = m_2\), i.e., the matrices
\[
\begin{pmatrix} \lambda & 1 \\ 1 & 0 \end{pmatrix}
\]
for \(\lambda = 2, 3, 4, \ldots\) all give rise to non-isomorphic algebras. This is proved in Section 2.
13. Classification of the AF-algebras $\mathfrak{A}_L$ with $\text{rank}(K_0(\mathfrak{A}_L)) = 2$

Figure 17. $L = \{1, \ldots, 1, 2, 2, 2, 2, 2\}$, first column $(126)^{12}$ (left); $L = \{1, \ldots, 1, 2, \ldots, 2\}$, first column $(2412)^{24}$ (right). See Example 13.5. These diagrams represent isomorphic algebras.
### Table 2. Prim invariants for various $\mathcal{A}_L$ algebras with $\text{rank}(K_0(\mathcal{A}_L)) = 2$.

<table>
<thead>
<tr>
<th>$\lambda = 8$</th>
<th>Block form (13.4): $(\begin{smallmatrix} -k &amp; k \ 0 &amp; \lambda \end{smallmatrix})$</th>
<th>Prim ($k$)</th>
<th>Prim ($\lambda$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\begin{pmatrix} 7 &amp; 1 \ 8 &amp; 0 \end{pmatrix}$</td>
<td>$(\begin{smallmatrix} -1 &amp; 1 \ 0 &amp; 8 \end{smallmatrix})$</td>
<td>$\emptyset$</td>
<td>${2}$</td>
</tr>
<tr>
<td>$\begin{pmatrix} 6 &amp; 1 \ 16 &amp; 0 \end{pmatrix}$</td>
<td>$(\begin{smallmatrix} -2 &amp; 2 \ 0 &amp; 8 \end{smallmatrix})$</td>
<td>${2}$</td>
<td>${2}$</td>
</tr>
<tr>
<td>$\begin{pmatrix} 5 &amp; 1 \ 24 &amp; 0 \end{pmatrix}$</td>
<td>$(\begin{smallmatrix} -3 &amp; 3 \ 0 &amp; 8 \end{smallmatrix})$</td>
<td>${3}$</td>
<td>${2}$</td>
</tr>
<tr>
<td>$\begin{pmatrix} 4 &amp; 1 \ 32 &amp; 0 \end{pmatrix}$</td>
<td>$(\begin{smallmatrix} -4 &amp; 4 \ 0 &amp; 8 \end{smallmatrix})$</td>
<td>${2}$</td>
<td>${2}$</td>
</tr>
<tr>
<td>$\begin{pmatrix} 3 &amp; 1 \ 40 &amp; 0 \end{pmatrix}$</td>
<td>$(\begin{smallmatrix} -5 &amp; 5 \ 0 &amp; 8 \end{smallmatrix})$</td>
<td>${5}$</td>
<td>${2}$</td>
</tr>
<tr>
<td>$\begin{pmatrix} 2 &amp; 1 \ 48 &amp; 0 \end{pmatrix}$</td>
<td>$(\begin{smallmatrix} -6 &amp; 6 \ 0 &amp; 8 \end{smallmatrix})$</td>
<td>${2, 3}$</td>
<td>${2}$</td>
</tr>
<tr>
<td>$\begin{pmatrix} 1 &amp; 1 \ 56 &amp; 0 \end{pmatrix}$</td>
<td>$(\begin{smallmatrix} -7 &amp; 7 \ 0 &amp; 8 \end{smallmatrix})$</td>
<td>${7}$</td>
<td>${2}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\lambda = 13$</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\begin{pmatrix} 7 &amp; 1 \ 6 \cdot 13 &amp; 0 \end{pmatrix}$</td>
<td>$(\begin{smallmatrix} -6 &amp; 6 \ 0 &amp; 13 \end{smallmatrix})$</td>
<td>${2, 3}$</td>
<td>${13}$</td>
</tr>
<tr>
<td>$\begin{pmatrix} 1 &amp; 1 \ 12 \cdot 13 &amp; 0 \end{pmatrix}$</td>
<td>$(\begin{smallmatrix} -12 &amp; 12 \ 0 &amp; 13 \end{smallmatrix})$</td>
<td>${2, 3}$</td>
<td>${13}$</td>
</tr>
</tbody>
</table>

**Case 2.** The Perron–Frobenius eigenvalue $\lambda$ is irrational, and hence in a quadratic extension of $\mathbb{Z}$, since $\lambda$ satisfies a monic quadratic equation.

In this case, the exact sequence (5.31) is

$$0 \rightarrow 0 \rightarrow K_0(\mathcal{A}) \rightarrow \mathbb{Z} \left[\frac{1}{\lambda}\right] \rightarrow 0,$$

so $K_0(\mathcal{A})$ equals $\mathbb{Z} \left[\frac{1}{\lambda}\right]$, in the sense of ordered groups. But since $(K_0(\mathcal{A}), K_0(\mathcal{A}))$ is a complete invariant, and the *ordered* group $\mathbb{Z} \left[\frac{1}{\lambda}\right]$ determines $1/\lambda$ uniquely when $1/\lambda$ is in a quadratic extension of $\mathbb{Q}$, it follows that the irrational number

$$\frac{1}{\lambda} = \frac{\sqrt{m_1^2 + 4m_2} - m_1}{2m_2}$$

is a complete invariant. But since the equation

$$1 - m_1x - m_2x^2 = 0$$
for $1/\lambda$ is irreducible, and $1/\lambda$ is characterized as the positive solution of this equation it follows that $\lambda$ determines $m_1$, $m_2$ in this case. Conclusion:

**Proposition 13.7.** If

\[
J = \begin{pmatrix} m_1 & 1 \\ m_2 & 0 \end{pmatrix}, \quad J' = \begin{pmatrix} m_1' & 1 \\ m_2' & 0 \end{pmatrix}
\]

are matrices with $m_1, m_2, m_1', m_2' \in \mathbb{N}$ and at least one of the numbers $\sqrt{m_1^2 + 4m_2}$ or $\sqrt{m_1'^2 + 4m_2'}$ is irrational, then the AF-algebra $\mathfrak{A}_J$ is isomorphic to $\mathfrak{A}_{J'}$ if and only if

\[
m_1 = m_1' \quad \text{and} \quad m_2 = m_2'.
\]

Finally, recall that if $m_1 = 1$, $m_2 = m \in \mathbb{N}$, then $\mathfrak{A}_J$ is the Pimsner–Voiculescu algebra associated with the continued fraction

\[
\lambda = \frac{m_1 + \sqrt{m_1^2 + 4m_2}}{2} = m_1 + \frac{m_2}{\lambda} = m_1 + \frac{m_2}{m_1 + \frac{m_2}{m_1 + \cdots}};
\]

see [62]. See Figure 2 for the special case $m_1 = m_2 = 1$. 
CHAPTER 14

Linear algebra of $J$

We have introduced several parameters related to $C^*$-isomorphism invariants on the AF-algebras $\mathfrak{A}_L$, $L = (L_1, \ldots, L_d)$ such that $\gcd(L_i) = 1$. Those parameters compute out as shown in Table 3 for the examples in Figures 1–5 and 12. We have included the value of $d$ from $O_d$, and the Perron–Frobenius eigenvalue $\lambda$, in the table (we have shown in Example 5.3 that $d$ is not an invariant in general). The actual invariants are $\mathbb{Z}[\frac{1}{\lambda}]$, $D$, $N$, Prim $(m_N/R_D)$, Prim $(R_D)$, while $\tau(v)$ is a restricted invariant (see Theorems 7.8 and 11.10).

Remark 14.1. It is to be stressed that the parameters are computed for examples $(L_1, \ldots, L_d)$, subject to the restriction that the greatest common divisor is one, i.e., $\gcd(L_i) = 1$. It is immediate from Chapter 3 that the pair of AF-algebras $\mathfrak{A}_L$ and $\mathfrak{A}_sL$, computed from the two, $(L_1, \ldots, L_d)$ and $(sL_1, \ldots, sL_d)$, are isomorphic. But, in a sense, the two parameters $N$ and $\varphi_r = \lambda^{-1}p_L(\frac{1}{\lambda})$ scale by $s$. Since

<table>
<thead>
<tr>
<th>Fig. #</th>
<th>Equation</th>
<th>$d$</th>
<th>$\lambda$</th>
<th>$D$</th>
<th>$N$</th>
<th>$m_N$</th>
<th>$R_D$</th>
<th>$\tau(v)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$2x = 1$</td>
<td>2</td>
<td>$\lambda = 2$</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>$x + x^2 = 1$</td>
<td>2</td>
<td>$\lambda = \frac{1+\sqrt{5}}{2}$</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>$\frac{5-\sqrt{5}}{2} = \frac{\sqrt{5}}{2}$</td>
</tr>
<tr>
<td>3</td>
<td>$2x^4 + x^3 + x^8 = 1$</td>
<td>4</td>
<td>$\lambda = a_3^{-1}$, $a_3 = 0.7549^*$</td>
<td>3</td>
<td>8</td>
<td>1</td>
<td>1</td>
<td>$4 + a_3^2 + 4a_3^3 \approx 4.6669$</td>
</tr>
<tr>
<td>4</td>
<td>$x^2 + x^3 = 1$</td>
<td>2</td>
<td>$\lambda = a_3^{-1}$</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>$2 + a_3^3 \approx 2.4302$</td>
</tr>
<tr>
<td>5</td>
<td>$x^2 + x^3 + x^5 = 1$</td>
<td>3</td>
<td>$\lambda = a^{-1}$, $a = 0.6997$</td>
<td>5</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>$2 + a^3 + 3a^5 \approx 2.8459$</td>
</tr>
<tr>
<td></td>
<td>$x + x^5 = 1$</td>
<td>2</td>
<td>$\lambda = a_3^{-1}$</td>
<td>3</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>$1 + 4a_3^5 \approx 1.9805$</td>
</tr>
<tr>
<td></td>
<td>$x + 4x^3 = 1$</td>
<td>5</td>
<td>$\lambda = 2$</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>$3x^2 + 2x^3 = 1$</td>
<td>5</td>
<td>$\lambda = 2$</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>$\frac{3}{4}$</td>
</tr>
<tr>
<td>12</td>
<td>$x + 3x^3 + 2x^4 = 1$</td>
<td>6</td>
<td>$\lambda = 2$</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>$\frac{17}{8}$</td>
</tr>
<tr>
<td>12</td>
<td>$3x^2 + x^3 + 2x^4 = 1$</td>
<td>6</td>
<td>$\lambda = 2$</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>$\frac{19}{8}$</td>
</tr>
<tr>
<td></td>
<td>$x + 2x^3 + 4x^4 = 1$</td>
<td>7</td>
<td>$\lambda = 2$</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>$\frac{9}{4}$</td>
</tr>
<tr>
<td></td>
<td>$3x^2 + 4x^4 = 1$</td>
<td>7</td>
<td>$\lambda = 2$</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>$\frac{9}{2}$</td>
</tr>
</tbody>
</table>

*Note: $x^2 + x^3 - 1$ is a factor of both $2x^4 + x^5 + x^8 - 1$ and $x + x^5 - 1$; see lines 3, 4, 6.
$m_N = |\det J|$, $m_N$ does not. To see this, note that the scaling $L \mapsto sL$, $s \in \mathbb{N}$, corresponds to a simple inflation of $J$, as illustrated by ($s = 2$):

\[
\begin{pmatrix}
m_1 & 1 & 0 \\
m_2 & 0 & 1 \\
m_3 & 0 & 0 \\
\end{pmatrix} \mapsto \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 \\
m_1 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
m_2 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
m_3 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix},
\]

and these matrices define isomorphic stable AF-algebras. (For the $6 \times 6$ matrix the maps in the inductive sequence are not injective.) In the last example, to get back from the inflated matrix to $J$, simply delete the rows numbered 1, 3, and 5 (shaded), and the columns numbered 2, 4, and 6.

Hence, to compute parameters for a general divisible ($L_i$)-system, first pass to ($L'_i$) where $L'_i = \frac{1}{\gcd(L_i)} L_i$, and then use the prescribed formulas (for the parameters) on the ($L'_i$)-system.

We next consider the following observation regarding the parameter $\tau(v)$.

**Proposition 14.2** (Scaling Property for the Parameter). Let $(L_1, \ldots, L_d)$ be given, and let $s \in \mathbb{Q}_+$. Let $\tau(v)$ and $\tau(v_s)$ be the respective numbers for $L$ and $sL$, as follows: let $v \in \mathbb{R}^N$ satisfy $Jv = \lambda v$, $v_1 = 1$, where $\lambda$ is the Perron–Frobenius eigenvalue for $\alpha J = \lambda \alpha$. Then

\[
\tau(v) = \lambda^{-1} p_L^s \left( \frac{1}{\lambda} \right)
\]

where

\[
p_L(x) = \sum_{i=1}^d x^{L_i} - 1,
\]

and the corresponding number for $sL$ is

\[
\tau(v_s) = s \tau(v).
\]

Suppose $\deg(L) > 1$. Let the other roots of $p_L(x)$ be $\{a_i\}_{i=1}^{L_d-1}$. Then, by the assumptions, $|a_i^{-1}| < \lambda$, and

\[
p_L^L(e^{-\beta \lambda}) = \prod_{i=1}^{L_d-1} (e^{-\beta \lambda} - a_i).
\]

**Proof.** Writing $J$ in the form

\[
\begin{pmatrix}
m_1 & 1 & \cdots & 0 & 0 \\
m_2 & 0 & 1 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
m_{N-2} & 0 & \cdots & 1 & 0 \\
m_{N-1} & 0 & \cdots & 0 & 1 \\
m_N & 0 & \cdots & 0 & 0 \\
\end{pmatrix},
\]
note that then (14.2) becomes
\[ p_L(x) = \sum_{j=1}^{N} m_j x^j - 1, \]
and the eigenvector \( v \) may be computed by directly solving \( Jv = \lambda v \):
\[
v = \begin{pmatrix}
1 \\
\lambda - m_1 \\
\lambda^2 - m_1 \lambda - m_2 \\
\lambda^3 - m_1 \lambda^2 - m_2 \lambda - m_3 \\
\vdots \\
\lambda^{N-1} - m_1 \lambda^{N-2} - \cdots - m_{N-2} \lambda - m_{N-1}
\end{pmatrix} \in \mathbb{R}^N.
\] (14.5)

Since \( \tau(x) = (\alpha \mid x) \), with \( \alpha = (1, a, a^2, \ldots, a^{N-1}) \), and \( a = \frac{1}{\lambda} \), we get
\[
\tau(v) = (\alpha \mid v) \\
= N - (N - 1) m_1 a - (N - 2) m_2 a^2 - \cdots - 2 m_{N-2} a^{N-2} - m_{N-1} a^{N-1} \\
= N m_N a^N + m_1 a + 2 m_2 a^2 + \cdots + (N - 1) m_{N-1} a^{N-1} \\
= a p_L^\prime(a),
\]
where we used the fact that
\[ m_1 a + m_2 a^2 + \cdots + m_N a^N = 1. \]
We claimed in (14.1)–(14.2) that \( \tau(v) = a p_L^\prime(a) \), and this now follows. The scaling property (14.3) is immediate from this. \( \square \)

**Corollary 14.3.** Let \( J, J' \) be two matrices specified as in (14.4), and suppose they have the same value for the rank \( N \) and the same Perron–Frobenius eigenvalue \( \lambda \). Let \( v, v' \) be the right Perron–Frobenius eigenvectors (with \( v_1 = v'_1 = 1 \)). Then
\[ v = v' \iff J = J'. \]

**Proof.** If \( v = v' \), then recursion in (14.5) yields \( m_i = m'_i \) for \( i = 1, 2, \ldots, N - 1 \). Since \( N \) and \( \lambda \) take the same values on \( J \) and \( J' \), the identity (in each case),
\[ \lambda^{N-1} - m_1 \lambda^{N-2} - \cdots - m_{N-2} \lambda - m_{N-1} = \frac{m_N}{\lambda}, \]
shows that then also \( m_N = m'_N \), and therefore, by (14.4), \( J = J' \). The converse is clear. \( \square \)
CHAPTER 15

Lattice points

Let \((L_i)_{i=1}^{d}\) be a standard system, and let \(\mathfrak{A}_L\) be the corresponding AF-algebra. We saw that the trace is unique and determined by the value of the \(L_i\)'s. It is clear that when \((L_i)\) is given \((L_i > 0\) say), there is a unique \(\beta\) such that \(\sum_{i=1}^{d} e^{-\beta L_i} = 1\). This means that \(x_{\beta} := e^{-\beta}\) is a root of

\[
p_L(x) = x^{L_1} + \cdots + x^{L_d} - 1.
\]

But with the restrictions \(L_i \in \mathbb{N}, L_1 \leq L_2 < \cdots \leq L_d\), it follows from Example 5.3, and, later, Chapter 16, that the \(L_i\)'s are not determined by \(\beta\). We have already seen examples illustrating that, up to the obvious permutations, there is for fixed \(0 < a < 1\) and \(d\), a multiplicity of lattice points on the variety \((L_i) \subseteq \mathbb{R}^d\), \(L_i > 0\) with Perron–Frobenius eigenvalue \(1/a\). The pair of lattice points \((2,3), (1,5)\) in Figure 18 are on the same curve. For \(d = 2\), we know of no other pair of distinct lattice points over the 45° line lying on the same curve.

**Example 15.1.** Consider the AF-algebra of \(x^2 + x^3 = 1\) in Figure 4. There \(e^{-\beta} = a \approx 0.7549\) is the positive root and \(p_\beta(x) := 1 - x^2 - x^3\) is the minimal polynomial. \(K_0\) of this example is therefore given by (5.26), and \(\ker (r) = 0\). But there is also an example for \(N = 5\), \(J_5 = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{pmatrix}\) with the same \(\beta\) (and therefore root \(a = e^{-\beta}\)). Now for this related example, there are infinitesimal elements, i.e., \(\ker (\tau_5) \neq 0\) (in fact \(\ker (\tau_5) \cong \mathbb{Z}^2\)), and hence the corresponding two AF-algebras are non-isomorphic. Specifically, \(\ker (\tau_5)\) may be computed from (5.29) where the restriction matrix \(J_5\) is \(\begin{pmatrix} 1 & 1 \\ -1 & 1 \end{pmatrix}\). Since \(\det J_5 = 1\), it follows that \(\ker (\tau_5) \cong \mathbb{Z}^2\), as claimed.

The examples \(x^5 + x - 1\) and \(x^3 + x^2 - 1\) show that we must at least add \(N = N^0\) as a condition for isomorphism, because these two have the same \(\beta\). (In fact \(x^5 + x - 1 = (x^3 + x^2 - 1)(x^2 - x + 1)\).) The triangular form \(J_5 = \begin{pmatrix} J_0 & Q \\ 0 & J_R \end{pmatrix}\) from Theorem 7.5 which corresponds to this factorization is

\[
J_0 \rightarrow \begin{pmatrix} -1 & 1 & 0 & 0 \\ 1 & 0 & -1 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix} \leftarrow Q
\]

\[
J: \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} \leftarrow J_R
\]

and the three Prim-invariants from Theorem 7.8 are all \(\varnothing\).

However, in Chapter 16, for \(d \geq 5\), we will give other examples of multiple lattice points. (We also gave such examples in Example 5.3.) In those examples, for each of the cases \(d = 5\) and \(d = 6\), there are three such multiple points on the
$e^{-\beta} = \frac{1}{2}$ variety. There are others for different values of $\beta$, but none with $d = 2$. The value of $d$ is different for the two in the above pair; and if it is further assumed that $l = L_1 + L_2$ be the same, convexity and symmetry show that there cannot be double points.

For $d = 2$, the picture is as shown in Figure 18. There is some non-uniqueness as follows: if

$$m_1 x^{L_1} + m_2 x^{L_2} + \cdots + m_k x^{L_k} = 1$$

where $L_i, m_i \in \mathbb{N}$, then, if $Q(x)$ is any polynomial of the form

$$Q(x) = 1 + \sum_{m=1}^{k} n_m x^{L_m},$$

where $n_m$ are positive integers, $0 \leq n_m \leq L_m$, then $Q(x) \left( m_1 x^{L_1} + \cdots + m_k x^{L_k} - 1 \right) = 0$, which gives another polynomial of the form above. Even the added condition

$$\sum_i m_i = d$$

does not imply uniqueness, by Example 5.3 and Chapter 16.
CHAPTER 16

Complete classification in the cases $\lambda = 2$,  
$N = 2, 3, 4$

The examples when the Perron–Frobenius eigenvalue $\lambda = 2$ entail some of the essential features of the dimension groups associated with the corresponding AF-algebras $\mathfrak{A}_L$.

The construction in the examples below is a special case of the following: Let $p(x) \in \mathbb{Z}[x]$ be given, and assume it is irreducible. Let $N \in \mathbb{N}$, and let $\mathcal{F}_N(p)$ be the set of $N \times N$ matrices over $\mathbb{Z}$ of the form

\[
J = \begin{pmatrix}
m_1 & 1 & \cdots & 0 & 0 \\
m_2 & 0 & \cdots & 0 & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
m_{N-1} & 0 & 0 & 0 & 1 \\
m_N & 0 & \cdots & 0 & 0
\end{pmatrix}
\]

with $m_N \geq 1$, and $m_i \geq 0$, such that $p(x)$ divides $p_J(x) = \sum_{i=1}^{N} m_i x^i - 1$. We saw that, for $p(x) = 2x - 1$, $x_N = \# \mathcal{F}_N(2x - 1)$ is finite for all $N = 2, 3, \ldots$. An analogue of this holds true in general. If $p(x) = x^2 + x^3 - 1$ (see Example 5.3), then $\mathcal{F}_4(p) = \emptyset$, while $x_5(p) = \# \mathcal{F}_5(p) = 2$. The two elements of $\mathcal{F}_5(p)$ are

\[
\begin{pmatrix} m_1 \\ m_2 \\ m_3 \\ m_4 \\ m_5 \end{pmatrix} = \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \\ 1 \end{pmatrix},
\]

corresponding to isomorphic $\mathfrak{A}_L$'s. This approach is in general most useful if $p(x)$ has the form $\sum_{i=1}^{D} n_i x^i - 1$ where the $n_i$ are nonnegative integers, $n_D \neq 0$ and $\gcd\{i \mid n_i \neq 0\} = 1$, because then we can say at the outset that the Perron–Frobenius eigenvalue of (16.1) is $1/a$, where $a$ is the unique positive root of $p(x)$.

For each $N = 2, 3, 4, \ldots$, there is only a finite number $x_N$ of possibilities for the matrix $J$. Since the matrix $J$ is of the form (16.1) they are described by the numbers $m_i$ of the first column. They are given by the following algorithm: If $Q_1, \ldots, Q_{N-1} \in \mathbb{Z}$, and $q(x) = 1 + Q_{N-1} x + \cdots + Q_1 x^{N-1}$, then $p_L(x) = (2x - 1)q(x)$ has the form

\[
p_L(x) = -1 + m_1 x + \cdots + m_N x^N
\]
with \( m_i \geq 0, m_N > 0 \) if and only if \( Q_1 > 0 \) and
\[
\begin{align*}
Q_1 & \leq 2Q_2, \\
Q_2 & \leq 2Q_3, \\
& \quad \vdots \\
Q_{N-2} & \leq 2Q_{N-1}, \\
Q_{N-1} & \leq 2.
\end{align*}
\]
(16.2)

This is proved by simple algebra. The numbers \( x_N \) are \( x_2 = 2, x_3 = 6, x_4 = 26, \ldots \). In a slightly more condensed form, the conditions are
\[
0 < Q_1 \leq 2 \cdot Q_2 \leq 4 \cdot Q_3 \leq 8 \cdot Q_4 \leq \cdots \leq 2^{N-2} \cdot Q_{N-1} \leq 2^{N-1}.
\]

It follows that the specific cases may be summarized for \( N = 2, 3, \) and 4 (lexicographic order from (16.2)):

(16.3) \[
\begin{pmatrix}
m_1 \\
m_2
\end{pmatrix} = \begin{pmatrix} 1 \\ 2 \end{pmatrix}, \begin{pmatrix} 0 \\ 4 \end{pmatrix}.
\]

(16.4) \[
\begin{pmatrix}
m_1 \\
m_2 \\
m_3
\end{pmatrix} = \begin{pmatrix} 1 \\ 1 \\ 1 \end{pmatrix}, \begin{pmatrix} 0 \\ 3 \\ 2 \end{pmatrix}, \begin{pmatrix} 0 \\ 2 \\ 1 \end{pmatrix}, \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \end{pmatrix}.
\]

and

(16.5) \[
\begin{pmatrix}
m_1 \\
m_2 \\
m_3 \\
m_4
\end{pmatrix} = \begin{pmatrix} 1 \\ 1 \\ 1 \\ 1 \end{pmatrix}, \begin{pmatrix} 1 \\ 1 \\ 1 \\ 1 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \end{pmatrix}.
\]

But inspection reveals that, of the two \( N = 2 \) cases (16.3), only the first one has \( L_1 \)-values with greatest common divisor equal to one. For the six \( N = 3 \) cases (16.4), all but the last of them have this property. Finally, for the \( N = 4 \) examples (16.5), the property holds for all but the 8th, 12th, 18th and the last one. Note that the \( A_L \)'s associated to the last vector in each of the three sequences are all isomorphic, and isomorphic to the algebra defined by the constant \( 1 \times 1 \) incidence matrix (2), i.e., the Glimm algebra of type \( 2^\infty \) illustrated in Figure 1. The algebras corresponding to the third and seventh vectors in the \( N = 4 \) sequence (16.5) are illustrated in Figure 12.

In order to distinguish the isomorphism classes of the remaining specimens, we will use the invariants developed in Chapters 6–12. Since \( \lambda = 2 \) in these cases,
we always have \( \tau(K_0(\mathfrak{A}_L)) = \mathbb{Z}[\frac{1}{3}] \) and \( D = 1 \). Thus the invariants in Chapter 7 reduce to \( N \), \( \text{Prim}(m_N) \), and \( \text{Prim}(Q_{N-1}) = \text{Prim}(m_N/2) \). It follows from Remark 11.15 that in these cases \( m_N = 2 \) if and only if \( \ker \tau \cong \mathbb{Z}^{N-1} \), and then Corollary 11.13 can be used to distinguish some cases. Here \( \alpha = (1, \frac{1}{2}, \frac{1}{4}, \ldots, \frac{1}{2^{N-1}}) \) by (5.17) and \( \nu \) is given by (14.5) with \( \lambda = 2 \). (The case \( \lambda = m_N \) will be studied in detail in Chapter 17.) We will also use some secondary invariants derived from the group \( G_0 = \ker \tau \), since of course any group invariant derived from \( G_0 \) is an invariant for \( \mathfrak{A}_L \). Since \( G_0 \) is a natural \( \mathbb{Z} \)-module, the tensor product group \( G_0 \otimes \mathbb{Z}_p \) (tensor products as \( \mathbb{Z} \)-modules) is a secondary invariant. For example \( \mathbb{Z}_q \otimes \mathbb{Z}_p \cong \mathbb{Z}_{\gcd(q,p)} \), \( \mathbb{Z} \otimes \mathbb{Z}_p \cong \mathbb{Z}_p \), and \( \mathbb{Z}[\frac{1}{4}] \otimes \mathbb{Z}_p \cong \mathbb{Z}[\frac{1}{p}] \) where \( (p,q) = p/\gcd(p,q\infty) \) is defined by (13.12). For our specimens, it will be useful to use \( p = 2 \), and using (5.41): \( G_0 \cong \mathbb{Z}[x]/(p_0(x)) \), we obtain \( G_0 \otimes \mathbb{Z}_2 \cong \mathbb{Z}_2(x)/(p_{0,2}(x)) \) where \( p_{0,2}(x) \) is the polynomial obtained from \( p_0(x) \) by reducing the coefficients modulo 2. Thus \( G_0 \otimes \mathbb{Z}_2 \) is the direct sum of a finite number of copies of \( \mathbb{Z}_2 \), and this finite number is an invariant. See Corollary 8.9.

Then to work on the list (16.3)–(16.5).

**Rank 2** \((N = 2)\): By (16.3) there is only one specimen, \( \begin{pmatrix} 1 \\ 2 \end{pmatrix} \).

**Rank 3** \((N = 3)\): By (16.4), there are five specimens, which can first be classified as follows:

<table>
<thead>
<tr>
<th>Group number</th>
<th>( \text{Prim}(m_3) )</th>
<th>( \text{Prim}(m_3/2) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>{2} ( \varnothing )</td>
<td>\begin{pmatrix} 1 \end{pmatrix} \begin{pmatrix} 0 \end{pmatrix} \begin{pmatrix} 1 \end{pmatrix} \begin{pmatrix} 2 \end{pmatrix}</td>
</tr>
<tr>
<td>2</td>
<td>{2} {2} \begin{pmatrix} 1 \end{pmatrix} \begin{pmatrix} 0 \end{pmatrix} \begin{pmatrix} 0 \end{pmatrix} \begin{pmatrix} 2 \end{pmatrix}</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>{2,3} {3} \begin{pmatrix} 0 \end{pmatrix} \begin{pmatrix} 1 \end{pmatrix} \begin{pmatrix} 6 \end{pmatrix}</td>
<td></td>
</tr>
</tbody>
</table>

For **Group 1**, we may use Corollary 11.13. But this was done already in Example 11.29 with the result that these two specimens define non-isomorphic algebras. (Specimen (b) will be considered further in Example 18.2.)

For **Group 2**, we compute, using (8.26) in Corollary 8.9,

<table>
<thead>
<tr>
<th>Group 2 Specimen</th>
<th>( p_0(x) )</th>
<th>( G_0 \otimes \mathbb{Z}_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>\begin{pmatrix} 1 \ 0 \ 4 \end{pmatrix}</td>
<td>2x^2 + x + 1 \mathbb{Z}_2</td>
</tr>
<tr>
<td>(b)</td>
<td>\begin{pmatrix} 0 \ 2 \ 4 \end{pmatrix}</td>
<td>2x^2 + 2x + 1 \mathbb{Z}_2</td>
</tr>
</tbody>
</table>


and hence $G_0$ is non-isomorphic for the two examples. (Specimen (a) here has already been studied in Remark 9.3, and will again be considered in Example 18.1.)

We conclude that all the 5 specimens in the $N = 3$ case are mutually non-isomorphic.

**Rank 4 ($N = 4$):** Here we have 22 specimens which can be divided into 6 groups according to the invariants $\text{Prim}(m_4)$, $\text{Prim}(m_4/2)$:

<table>
<thead>
<tr>
<th>Group number</th>
<th>Prim $(m_4)$</th>
<th>Prim $(m_4/2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>${2}$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td></td>
<td>$\emptyset$</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>${2}$</td>
<td>${1}^{(a)}$</td>
</tr>
<tr>
<td></td>
<td>${2}$</td>
<td>${1}^{(b)}$</td>
</tr>
<tr>
<td>3</td>
<td>${2, 3}$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td></td>
<td>${2, 3}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\emptyset$</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>${2, 3}$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td></td>
<td>${2, 3}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\emptyset$</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>${2, 5}$</td>
<td>${0}^{(a)}$</td>
</tr>
<tr>
<td></td>
<td>${2, 5}$</td>
<td>${0}^{(b)}$</td>
</tr>
<tr>
<td>6</td>
<td>${2, 7}$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td></td>
<td>$\emptyset$</td>
<td></td>
</tr>
</tbody>
</table>

For Group 1, we may apply Corollary 11.13. Using (5.17) with $e^{-\beta} = \frac{1}{2}$ and (14.5) together with $p_L(2) = 0$, we compute for two general matrices of the form (14.4) with $N = 4$ and $\lambda = 2$ that

$$\langle \alpha | v \rangle = \frac{1}{8} (4m_1 + m_2 + 3m_3 + 2m_4).$$

For the 6 specimens in group 1 this leads to

$$\langle \alpha | v_4 \rangle = \frac{13 + 2i}{8}.$$
for \( i = 1, 2, \ldots, 6 \). It follows that

\[
\begin{pmatrix} (\alpha | v_i) \\ (\alpha | v_j) \end{pmatrix} \notin \mathbb{Z} \left[ \frac{1}{2} \right]
\]

whenever \( i \neq j, \ i, j = 1, \ldots, 6 \). We conclude from Corollary 11.13 that all these 6 specimens define mutually non-isomorphic algebras \( \mathfrak{A}_L \), although each defines an exact sequence of the form

\[
0 \rightarrow \mathbb{Z}^3 \rightarrow G \rightarrow \mathbb{Z} \left[ \frac{1}{3} \right] \rightarrow 0.
\]

In Group 2 there are 8 specimens. Let us compute the polynomial \( p_0(x) = p_L(x)/(2x-1) \) for these, and use the result to compute \( G_0 \otimes \mathbb{Z}_2 \), where \( G_0 = \ker \tau = \mathbb{Z}[x]/(p_0(x)) \), using (8.26) in Corollary 8.9. The result is exhibited in Table 4 on the next page.

It follows from Table 4 that we can group the 8 specimens into 3 subgroups with no isomorphism between the different subgroups:

**Subgroup 1**

\[
\begin{pmatrix}
d: (0) \\ 2 \\ 2 \\ 4
\end{pmatrix}, \quad (g): \begin{pmatrix} 0 \\ 0 \\ 6 \\ 4 \\ 8 \end{pmatrix}, \quad (h): \begin{pmatrix} 0 \\ 0 \\ 4 \\ 8 \end{pmatrix}.
\]

Here \( \ker \tau \otimes \mathbb{Z}_2 = 0 \), so \( \ker \tau \) is a torsion-free abelian group of rank 3 such that all the elements are divisible by 2, and also \( \ker (\tau) \subseteq \mathbb{Z} \left[ \frac{1}{3} \right]^3 \). It follows that

\[
\ker \tau = \mathbb{Z} \left[ \frac{1}{3} \right]^3.
\]

Thus \( G \) is an extension

\[
0 \rightarrow \mathbb{Z} \left[ \frac{1}{3} \right]^3 \rightarrow G \rightarrow \mathbb{Z} \left[ \frac{1}{3} \right] \rightarrow 0
\]

in all three cases. But \( \text{Ext} \left( \mathbb{Z} \left[ \frac{1}{3} \right], \mathbb{Z} \left[ \frac{1}{3} \right]^3 \right) = 0 \) by [15, Proposition VI.2.1]. (If one assumes \textit{a priori} that \( G \) is divisible by 2 this is trivial, but in the general case one proceeds as follows: It is clear that \( \text{Ext} \left( \mathbb{Z} \left[ \frac{1}{3} \right], \mathbb{Z} \left[ \frac{1}{3} \right]^3 \right) \cong \text{Ext} \left( \mathbb{Z} \left[ \frac{1}{3} \right], \mathbb{Z} \left[ \frac{1}{3} \right] \right)^3 \) (i.e., three copies). Assume that

\[
0 \rightarrow \mathbb{Z} \left[ \frac{1}{3} \right] \rightarrow M \rightarrow \mathbb{Z} \left[ \frac{1}{3} \right] \rightarrow 0
\]

is an exact sequence of \( \mathbb{Z} \)-modules. Since \( \mathbb{Z} \left[ \frac{1}{3} \right] = \mathbb{Z}[2] \) (localized in \{2\}), \( \mathbb{Z} \left[ \frac{1}{3} \right] \) will be \( \mathbb{Z} \)-flat. Take the tensor product of (16.6) with \( \mathbb{Z} \left[ \frac{1}{3} \right] \) over \( \mathbb{Z} \) to obtain

\[
0 \rightarrow \mathbb{Z} \left[ \frac{1}{3} \right] \rightarrow M \otimes_{\mathbb{Z}} \mathbb{Z} \left[ \frac{1}{3} \right] \rightarrow \mathbb{Z} \left[ \frac{1}{3} \right] \rightarrow 0,
\]

which has to be isomorphic to (16.6). But (16.7) splits by the initial remark.) Thus the three vectors in subgroup 1 define isomorphic algebras.

This can also be seen much more directly as follows: It follows directly from Corollary 11.6 that \( G = \mathbb{Z} \left[ \frac{1}{3} \right]^4 \) for these three specimens (d,g,h) and the Perron–Frobenius eigenvalue \( \lambda = 2 \) in all three cases, so it follows from (5.17) and (5.34) that the three specimens are isomorphic.
### Table 4. The specimens in Group 2 for Rank 4.

<table>
<thead>
<tr>
<th>Group 2</th>
<th>Specimen</th>
<th>$p_0(x)$</th>
<th>$G_0 \otimes \mathbb{Z}_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>$\begin{pmatrix} 1 \ 1 \ 0 \ 4 \end{pmatrix}$</td>
<td>$1 + x + x^2 + 2x^3$</td>
<td>$\mathbb{Z}_2^2$</td>
</tr>
<tr>
<td>(b)</td>
<td>$\begin{pmatrix} 1 \ 0 \ 2 \ 4 \end{pmatrix}$</td>
<td>$1 + x + 2x^2 + 2x^3 \equiv (1 + x)(1 + 2x^3)$</td>
<td>$\mathbb{Z}_2$</td>
</tr>
<tr>
<td>(c)</td>
<td>$\begin{pmatrix} 1 \ 0 \ 0 \ 8 \end{pmatrix}$</td>
<td>$1 + x + 2x^2 + 4x^3$</td>
<td>$\mathbb{Z}_2$</td>
</tr>
<tr>
<td>(d)</td>
<td>$\begin{pmatrix} 0 \ 2 \ 2 \ 4 \end{pmatrix}$</td>
<td>$1 + 2x + 2x^2 + 2x^3$</td>
<td>0</td>
</tr>
<tr>
<td>(e)</td>
<td>$\begin{pmatrix} 0 \ 1 \ 4 \ 4 \end{pmatrix}$</td>
<td>$1 + 2x + 3x^2 + 2x^3 \equiv (1 + x)(1 + x + 2x^2)$</td>
<td>$\mathbb{Z}_2^2$</td>
</tr>
<tr>
<td>(f)</td>
<td>$\begin{pmatrix} 0 \ 1 \ 2 \ 8 \end{pmatrix}$</td>
<td>$1 + 2x + 3x^2 + 4x^3$</td>
<td>$\mathbb{Z}_2^2$</td>
</tr>
<tr>
<td>(g)</td>
<td>$\begin{pmatrix} 0 \ 0 \ 6 \ 4 \end{pmatrix}$</td>
<td>$1 + 2x + 4x^2 + 2x^3$</td>
<td>0</td>
</tr>
<tr>
<td>(h)</td>
<td>$\begin{pmatrix} 0 \ 0 \ 4 \ 8 \end{pmatrix}$</td>
<td>$1 + 2x + 4x^2 + 4x^3$</td>
<td>0</td>
</tr>
</tbody>
</table>
Subgroup 2

(b): \[
\begin{pmatrix}
1 \\
0 \\
2 \\
4
\end{pmatrix},
\quad
c: \begin{pmatrix}
1 \\
0 \\
0 \\
8
\end{pmatrix}.
\]

In specimen (b), \( p_0 (x) = (1 + x) (1 + 2x^2) \) so \( \ker \tau \) is given by an extension

\[ 0 \rightarrow \mathbb{Z} \left[ \frac{1}{2} \right]^2 \rightarrow \ker \tau \rightarrow \mathbb{Z} \rightarrow 0 \]

(the right morphism is evaluation of the polynomial at \(-1\), where \( p_0 (-1) = 0 \)). By \( \mathbb{Z} \) being a free \( \mathbb{Z} \)-module, this extension automatically splits. In specimen (c), \( p_0 (x) = 1 + x + 2x^2 + 4x^3 \) is irreducible, and we have an exact sequence

\[ 0 \rightarrow \mathbb{Z} \rightarrow \ker \tau \rightarrow \mathbb{Z} \left[ \frac{1}{2} \right]^2 \rightarrow 0. \]

We will show that these specimens are non-isomorphic by using Corollary 11.22. Let \( J \) correspond to specimen (b) and \( J' \) to specimen (c). By Proposition 11.25 we have

\[ \{ h \in F' \mid 8h = 0 \} = F'_3 \]

and hence (11.84) is fulfilled:

\[ \{ g \in G' \mid 2^3 g \in \mathbb{Z}^N \} = G'_3. \]

One now computes \( (\alpha \mid v) = \frac{9}{4} \) and \( (\alpha' \mid v') = \frac{9}{2} \), so

\[ \frac{(\alpha \mid v)}{(\alpha' \mid v')} = \frac{9}{10} \notin \mathbb{Z} \left[ \frac{1}{2} \right]. \]

It follows from Corollary 11.22 that there does not exist a unital morphism \( \mathfrak{A}_J \rightarrow \mathfrak{A}_{J'} \), and in particular specimens (b) and (c) are non-isomorphic.

Subgroup 3

(a): \[
\begin{pmatrix}
1 \\
1 \\
0 \\
4
\end{pmatrix},
\quad
e: \begin{pmatrix}
0 \\
1 \\
4 \\
4
\end{pmatrix},
\quad f: \begin{pmatrix}
0 \\
1 \\
2 \\
8
\end{pmatrix}.
\]

Specimen (e) has the reducible polynomial

\[ p_0 (x) = 2x^3 + 3x^2 + 2x + 1 = (x + 1) (2x^2 + x + 1) \]

so there is an exact diagram

\[
\begin{array}{c}
0 \\
\downarrow \\
0 \rightarrow \mathbb{Z} \rightarrow E \rightarrow \mathbb{Z} \left[ \frac{1}{2} \right] \rightarrow 0.
\end{array}
\]
The horizontal sequence is described in detail in the end of Example 18.1. The vertical sequence necessarily splits since \( Z \) is free, i.e.,

\[
G_0 = \ker \tau \cong Z \oplus E.
\]

Since \( p_0(1) = 0 \), evaluation at \(-1\) gives a homomorphism \( \ker(\tau) \to Z \), which is the lower vertical map in the diagram. Specimens (a) and (f) have irreducible \( p_0 \)-polynomials, so there are no homomorphisms \( G \to Z \), and therefore these are non-isomorphic to specimen (e). But specimens (a) and (f) are mutually non-isomorphic by Example 11.26. Hence all three specimens (a,e,f) are mutually non-isomorphic. Note also that for (e), it follows from Proposition 11.25 that \( \{ h \in F(\epsilon) \mid 4h = 0 \} = F_2^{(e)} \) and hence

\[
\{ g \in F(e) \mid 4g = 0 \} = G_2^{(e)}.
\]

For this specimen we have

\[
\langle \alpha^{(e)} \mid \nu^{(e)} \rangle = \begin{pmatrix} 1 \\ 1/2 \\ 1/4 \\ 1/8 \end{pmatrix} \begin{pmatrix} 1 \\ 2 \\ 3 \\ 2 \end{pmatrix} = 3
\]

and since

\[
\langle \alpha^{(a)} \mid \nu^{(a)} \rangle = 2 \quad \text{and} \quad \langle \alpha^{(f)} \mid \nu^{(f)} \rangle = \frac{13}{4},
\]

it follows also directly from Corollary 11.22 and Remark 11.23 that these specimens all are non-isomorphic.

In **Group 3**, there are 4 specimens. We compute the polynomial \( p_0(x) = p_L(x) / (2x - 1) \) for these, and use the result to compute \( G_0 \otimes Z_3 \), where \( G_0 = \ker \tau = Z[x] / (p_0(x) Z[x]) \), using (8.26) in Corollary 8.9.

<table>
<thead>
<tr>
<th>Group 3</th>
<th>Specimen</th>
<th>( p_0(x) )</th>
<th>( G_0 \otimes Z_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>\begin{pmatrix} 1 \ 0 \ 1 \ 6 \end{pmatrix}</td>
<td>( 1 + x + 2x^2 + 3x^3 )</td>
<td>( Z_3^2 )</td>
</tr>
<tr>
<td>(b)</td>
<td>\begin{pmatrix} 0 \ 2 \ 1 \ 6 \end{pmatrix}</td>
<td>( 1 + 2x + 2x^2 + 3x^3 )</td>
<td>( Z_3^2 )</td>
</tr>
<tr>
<td>(c)</td>
<td>\begin{pmatrix} 0 \ 1 \ 3 \ 6 \end{pmatrix}</td>
<td>( 1 + 2x + 3x^2 + 3x^3 )</td>
<td>( Z_3 )</td>
</tr>
<tr>
<td>(d)</td>
<td>\begin{pmatrix} 0 \ 0 \ 5 \ 6 \end{pmatrix}</td>
<td>( 1 + 2x + 4x^2 + 3x^3 = (1 + x)(1 + x + 3x^2) )</td>
<td>( Z_3^2 )</td>
</tr>
</tbody>
</table>
Thus we see immediately that specimen (c) is non-isomorphic to the three others. Also, we see that specimen (d) permits a homomorphism from ker $\tau$ into $Z$, but not the two others, so it remains to consider the pair (a,b). But for both these specimens we have $m_4 = 6$ and $m_3 = 1$, so applying Proposition 11.25 we have

$$\{h \in F \mid 6h = 0\} = F_1$$

for both. But this means that $6 \deg J = \deg J = 1$ for both. But $\langle \alpha^{(a)} \mid v^{(a)} \rangle = \frac{19}{8}$ and $\langle \alpha^{(b)} \mid v^{(b)} \rangle = \frac{23}{8}$, and hence Theorem 11.10 implies that there cannot be a unital homomorphism from either of these specimens into the other. It follows that the four specimens in this group are mutually non-isomorphic.

Groups 4 and 6 have only one specimen each, so the basic invariants $\text{Prim}(m_4)$ and $\text{Prim}(m_4/2)$ suffice to separate this group from the others.

In Group 5 there are two specimens,

\[
\begin{align*}
(a): & \begin{pmatrix} 0 \\ 1 \\ 1 \\ 10 \end{pmatrix}, & (b): & \begin{pmatrix} 0 \\ 0 \\ 3 \\ 10 \end{pmatrix}.
\end{align*}
\]

For both of these $m_4 = 10$ and $m_3 \neq 0$ and $m_3$ is mutually prime with $m_4$. Thus Proposition 11.25 implies that $10 \cdot \deg J = \deg J = 1$ for both these specimens. But in this case $\langle \alpha^{(a)} \mid v^{(a)} \rangle = \frac{27}{8}$ and $\langle \alpha^{(b)} \mid v^{(b)} \rangle = \frac{29}{8}$, and it follows from Theorem 11.10 that there are no unital homomorphisms from one of these two into the other.

In summary, all the 22 permitted specimens in (16.5) are mutually non-isomorphic except for one group of 3 isomorphic specimens, namely the ones in Subgroup 1 of Group 2:

\[
(16.9) \begin{pmatrix} 0 & 0 & 0 \\ 2 & 0 & 0 \\ 2 & 6 & 4 \\ 4 & 4 & 8 \end{pmatrix}
\]

These specimens are illustrated in Figure 19.
Figure 19. \( L = \{2, 2, 3, 3, 4, 4, 4, 4\} \); first column = \((0 \ 0 \ 0 \ 2 \ 2 \ 4)^t\) (left); \( L = \{3, 3, 3, 3, 3, 3, 4, 4, 4, 4\} \); first column = \((0 \ 0 \ 6 \ 4)^t\) (center); \( L = \{3, 3, 3, 3, 4, 4, 4, 4, 4, 4, 4\} \); first column = \((0 \ 0 \ 4 \ 8)^t\) (right): The three isomorphic algebras in the final summary of Chapter 16 (see (16.9)).
CHAPTER 17

Complete classification in the case $\lambda = m_N$

We will now continue the study of the case $\lambda = m_N$ begun in Corollary 11.13, Lemma 11.14 and Proposition 11.16. We will introduce a new invariant $I(J)$ in (17.12) and Corollary 17.6 below. In the case $N = 1$, the invariant always has the value 1 (Section 1), but in the case $N = 2$, the invariant separates all specimens in this class, so they are all non-isomorphic (Section 2). More interestingly, in the case $N = 3$, the pair $(\text{Prim } \lambda, I(J))$ turns out to be a complete invariant (Theorem 17.14), and this can be used to exhibit nontrivial pairs of $3 \times 3$ matrices in this class giving isomorphic algebras. It is curious that for $N = 3$, the equality $I(J) = I(J')$ forces $\lambda$ to be unequal to $\lambda'$ (unless $J = J'$; Proposition 17.13). For $N = 4$ we do exhibit an isomorphic pair with $\lambda = \lambda'$, and we present a proof of K.H. Kim and F. Roush that $(N, \text{Prim } \lambda, I(J))$ is a complete invariant in general for the class $\lambda = m_N$ (Theorem 17.18). In this class, it also turns out that $(N, \text{Prim } \lambda, I(J))$ is a complete invariant for stable isomorphism (see Corollary 17.21).

Lemma 17.1. Let $J$ be a matrix of the form (11.2), and assume that the Perron–Frobenius eigenvalue $\lambda$ of $J$ is equal to $m_N$. It follows that

\[ G := \bigcup_{n} J^{-n}Z^N = Z^N + Z \left[ \frac{1}{\lambda} \right] v, \]

where $v$ is the right Perron–Frobenius eigenvector given by (14.5).

Proof. Clearly $Z^N \subseteq G$ and $v \in Z^N$, so $J^{-n}v = \lambda^{-n}v \in G$, and hence

\[ Z^N + Z \left[ \frac{1}{\lambda} \right] v \subseteq G. \]

Since $G$ is the smallest $J^{-1}$-invariant subgroup of $Q^N$, in order to show the converse inclusion it suffices to show that

\[ J^{-1}(Z^N + Z \left[ \frac{1}{\lambda} \right] v) \subseteq Z^N + Z \left[ \frac{1}{\lambda} \right] v. \]

But as $J^{-1}v = \frac{1}{\lambda}v$, it suffices to show that

\[ J^{-1}Z^N \subseteq Z^N + Z \left[ \frac{1}{\lambda} \right] v. \]

Then it suffices to show that the right column vector in $J^{-1}$ in (5.49) is in $Z^N + Z \left[ \frac{1}{\lambda} \right] v$. But using $m_N = \lambda$ and (14.5) we see that this column vector has the form $\lambda^{-n}v + \mathbf{m}$, where $\mathbf{m} \in Z^N$. This proves (17.4) and thus Lemma 17.1 is proved.

Lemma 17.2. Let $J$ be a matrix of the form (11.2), and assume that $\lambda = m_N$. Let $v$ be the right Perron–Frobenius eigenvector of $J$ normalized as in (14.5). It
follows that \( \nu \) has the form

\[
\nu = \begin{pmatrix}
1 \\
v_2 \\
\vdots \\
v_{N-1} \\
1
\end{pmatrix}
\]

where

\[
v_{i+1} = \lambda v_i - m_i
\]

for \( i = 1, 2, \ldots, N - 1 \).

**Proof.** This is an immediate consequence of (11.40) and (11.41) in the proof of Lemma 11.14.

**Lemma 17.3.** Let \( J, \lambda = m_N, \nu \) be as in Lemma 17.2 and define the \((N - 1) \times N\) matrix \( M_\nu \) by

\[
M_\nu = \begin{pmatrix}
v_2 & -1 & 0 & \cdots & 0 & 0 \\
v_3 & 0 & -1 & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
v_{N-1} & 0 & 0 & -1 & 0 \\
1 & 0 & 0 & \cdots & 0 & -1
\end{pmatrix}
\]

Then

\[
G := \bigcup_n J^{-n} \mathbb{Z}^N = \left\{ x \in \mathbb{Z} \left[ \frac{1}{\lambda} \right]^N \mid M_\nu x \in \mathbb{Z}^{N-1} \right\}.
\]

**Proof.** Let \( \nu^\perp = \{ y \in \mathbb{Z}^N \mid \langle y | \nu \rangle = 0 \} \). We will also prove that

\[
G = \left\{ x \in \mathbb{Z} \left[ \frac{1}{\lambda} \right]^N \mid \forall y \in \nu^\perp: \langle y | x \rangle \in \mathbb{Z} \right\}
\]

by establishing the following relations between the right-hand sets of (17.1), (17.8) and (17.9):

\[
(17.1)_R \subseteq (17.9)_R \subseteq (17.8)_R \subseteq (17.1)_R.
\]

The first inclusion to the left is immediate, and since the vectors

\[
(v_2, -1, 0, \ldots, 0), (v_3, 0, -1, 0, \ldots, 0), \ldots, (1, 0, \ldots, 0, -1)
\]

are all in \( \nu^\perp \) by (17.5), the second inclusion follows. But if \( x \in (17.8)_R \), then

\[
x_1 \in \mathbb{Z} \left[ \frac{1}{\lambda} \right] \\
x_2 = v_2 x_1 + m_2 \\
x_2 = v_3 x_1 + m_3 \\
\vdots \\
x_{N-1} = v_{N-1} x_1 + m_{N-1} \\
x_N = x_1 + m_N = v_N x_1 + m_N
\]

where \( m_2, \ldots, m_N \in \mathbb{Z} \), and hence \( x = m + x_1 \nu \in (17.1)_R \).
Lemma 17.4. Let \( J, J' \) be as in Lemma 17.2, and assume that there is an isomorphism \( \theta : G \to G' \) (and thus \( N = N' \), \( \text{Prim}(\lambda) = \text{Prim}(\lambda') \)). Let \( \Lambda \in \text{GL}(N, \mathbb{Z}[\frac{1}{\lambda}]) \) be the matrix in Proposition 11.7 implementing the isomorphism. It follows that

\[
\Lambda \mathbf{v} = \xi \mathbf{v}'
\]

where \( \xi \) is an element of \( \mathbb{Z}[\frac{1}{\lambda}] \) with multiplicative inverse (i.e., \( \xi \) is a product of powers of the primes in \( \text{Prim}(\lambda) \)).

Proof. By Lemma 17.1 we have

\[
G = \mathbb{Z}^N + \mathbb{Z}[\frac{1}{\lambda}] \mathbf{v},
\]

\[
G' = \mathbb{Z}^N + \mathbb{Z}[\frac{1}{\lambda}] \mathbf{v}',
\]

so

\[
D_{\lambda}(G) = \mathbb{Z}[\frac{1}{\lambda}] \mathbf{v},
\]

and

\[
D_{\lambda}(G') = \mathbb{Z}[\frac{1}{\lambda}] \mathbf{v}'
\]

(see (11.57) for the definition of \( D_{\lambda} \)). But \( \theta \) must map \( D_{\lambda}(G) \) onto \( D_{\lambda}(G') \), from which the assertion follows.

Note that Lemma 17.4 immediately gives a strengthening of Corollary 11.13. But we will do better: see Lemma 17.9.

Corollary 17.5. Let \( J, J' \) be matrices of the form (11.2) with \( m_N = \lambda \) and \( m_{N'} = \lambda' \). If there is a unital isomorphism \( \mathfrak{A}_J \to \mathfrak{A}_{J'} \), then \( N = N' \), \( \text{Prim}(\lambda) = \text{Prim}(\lambda') = \{p_1, \ldots, p_n\} \), and there are integers \( m_1, \ldots, m_n \) such that

\[
\frac{\langle \alpha | \mathbf{v} \rangle}{\langle \alpha' | \mathbf{v}' \rangle} = p_1^{m_1} p_2^{m_2} \cdots p_n^{m_n}.
\]

Proof. We have \( N = N' \) and \( \text{Prim}(m_N) = \text{Prim}(m_{N'}) \) by Theorem 7.8. From (17.10) and Proposition 11.7, it follows that

\[
\langle \alpha | \mathbf{v} \rangle = \langle \alpha' | \Lambda \mathbf{v} \rangle = \langle \alpha' | \xi \mathbf{v}' \rangle = \xi \langle \alpha' | \mathbf{v}' \rangle.
\]

We will now give a useful alternative form of Corollary 17.5 by means of the number

\[
I(J) = \sum_{i=1}^{N} v_i \lambda^{N-i} = \lambda^{N-1} + v_2 \lambda^{N-2} + \cdots + v_{N-1} \lambda + 1,
\]

where \( v_1 = 1, v_2, \ldots, v_{N-1}, v_N = 1 \) are the components of the right Perron-Frobenius eigenvector in Lemma 17.2. The next corollary says that \( I(J) \) is an invariant in the context \( \lambda = m_N \).

Corollary 17.6. Let \( J, J' \) be matrices of the form (11.2) with \( m_N = \lambda \) and \( m_{N'} = \lambda' \). If \( \mathfrak{A}_J \) is isomorphic to \( \mathfrak{A}_{J'} \), then

\[
I(J) = I(J').
\]
Proof. Using Lemma 7.2 and (17.5) we have
\[
\langle \alpha \mid \nu \rangle = 1 + v_2 \frac{1}{\lambda} + \cdots + v_{N-1} \frac{1}{\lambda^{N-2}} + \frac{1}{\lambda^{N-1}}
\]
and a similar expression is valid for \( \langle \alpha' \mid \nu' \rangle \). Combining this with (17.11) we find an element \( \xi' \in \mathbb{Z} \left\{ \frac{1}{\lambda} \right\} \) with a multiplicative inverse such that
\[
\xi' \left( \lambda^{N-1} + v_2 \lambda^{N-2} + \cdots + v_{N-1} \lambda + 1 \right) = \left( \lambda^{N-1} + v'_2 \lambda^{N-2} + \cdots + v'_{N-1} \lambda' + 1 \right).
\]
Now, we may find two disjoint subsets of \( \{p_1, \ldots, p_n\} \), say \( P_+ \) and \( P_- \), such that
\[
\xi' = \prod_{p \in P_+} p^{n(p)} \prod_{q \in P_-} q^{-n(q)},
\]
where \( n(p) \in \mathbb{N}, n(q) \in \mathbb{N} \). The relation above may be written
\[
\prod_{p \in P_+} p^{n(p)} \left( \lambda^{N-1} + v_2 \lambda^{N-2} + \cdots + v_{N-1} \lambda + 1 \right) = \prod_{q \in P_-} q^{n(q)} \left( \lambda^{N-1} + v'_2 \lambda^{N-2} + \cdots + v'_{N-1} \lambda' + 1 \right).
\]
Since the primes \( p_1, \ldots, p_n \) are all distinct, and all of them are factors of both \( \lambda \) and \( \lambda' \), and thus none of them are factors of the polynomials \( \lambda^{N-1} + \cdots + 1 \) above, it follows that \( P_+ = P_- = \varnothing \). Thus \( \xi' = 1 \). But this means
\[
\lambda^{N-1} \langle \alpha \mid \nu \rangle = \lambda'^{N-1} \langle \alpha' \mid \nu' \rangle
\]
and
\[
I(J) = \lambda^{N-1} + v_2 \lambda^{N-2} + \cdots + v_{N-1} \lambda + 1 = \lambda'^{N-1} + v'_2 \lambda'^{N-2} + \cdots + v'_{N-1} \lambda' + 1 = I(J'). \tag{17.14}
\]
Under some circumstances, Corollary 17.6 can be used to give more amenable conditions for isomorphism.

**Corollary 17.7.** Let \( J, J' \) be matrices of the form (11.2) with \( m_N = \lambda \) and \( m'_N = \lambda' \).

If there is a unital isomorphism \( \mathcal{A}_J \to \mathcal{A}_{J'} \) and \( \lambda = \lambda' \), then
\[
\langle \alpha \mid \nu \rangle = \langle \alpha' \mid \nu' \rangle. \tag{17.15}
\]

If there is a unital isomorphism \( \mathcal{A}_J \to \mathcal{A}_{J'} \) and \( \lambda' \) is an integer multiple of \( \lambda \), then
\[
\lambda = \lambda'. \tag{17.16}
\]

**Proof.** The first statement follows from the formula
\[
\langle \alpha \mid \nu \rangle = \lambda^{-(N-1)} I(J)
\]
in the beginning of the proof of Corollary 17.6, as well as from the corollary itself, and the fact that \( N \) is an isomorphism invariant (Theorem 7.8).

For the second statement, note that (17.13) implies
\[
v_2 \lambda^{N-2} + \cdots + v_{N-1} \lambda = \lambda'^{N-1} - \lambda^{N-1} + \left( v'_2 \lambda'^{N-2} + \cdots + v'_{N-1} \lambda' \right), \tag{17.17}
\]
and the expression in parentheses is positive. We have assumed that \( \lambda' \) is an integer multiple of \( \lambda \), and if this multiple is \( >1 \) we will show the contradiction
\[
(17.18) \quad v_2 \lambda^{N-2} + \cdots + v_{N-1} \lambda < \lambda'^{N-1} - \lambda^{N-1}.
\]
This will prove the lemma. Since
\[
(17.19) \quad v_2 \lambda^{N-2} + \cdots + v_{N-1} \lambda \leq \lambda \lambda^{N-2} + \lambda^2 \lambda^{N-3} + \cdots + \lambda^{N-2} \lambda
\]
(\( N - 2 \) \( \lambda^{N-1} \))
by (14.5), (17.18) will follow if we can show that
\[
(N - 1) \lambda^{N-1} \leq \lambda'^{N-1} - \lambda^{N-1}
\]
or
\[
(N - 1) < (\lambda'/\lambda)^{N-1}.
\]
But as \( \lambda' \) is an integer multiple of \( \lambda \), this says
\[
(N - 1) < 2^{N-1},
\]
which is obvious when \( N > 1 \). \( \square \)

**Lemma 17.8.** Adopt the assumptions and notation in Lemma 17.1. Then \( G \) has a direct sum decomposition
\[
G = Z^{N-1} \oplus Z \left[ \frac{1}{\lambda} \right] v,
\]
where \( Z^{N-1} \) identifies with the elements of \( Z^N \) with zero first coordinate. If \( \alpha = (1, \frac{1}{\lambda}, \ldots, \frac{1}{\lambda^{N-1}}) \) and \( \beta = (\frac{1}{\lambda}, \frac{1}{\lambda^2}, \ldots, \frac{1}{\lambda^{N-1}}) \), an element \( \alpha \oplus \xi v \) of \( G \) is positive if and only if \( \langle \beta | \alpha \rangle + \xi \langle \alpha | v \rangle > 0 \).

**Proof.** Put \( H = Z^{N-1} \oplus Z \left[ \frac{1}{\lambda} \right] v \). Since \( v_1 = 1 \), this sum is really direct, and it follows from (17.1) that \( H \subseteq G \). Conversely, if \( y + \xi v \in G \), define \( \xi' = \xi + y_1 \in Z \left[ \frac{1}{\lambda} \right] \) and write \( y + \xi v = (y - y_1 v) + \xi' v \). But \( y - y_1 v \in Z^{N-1} \) since \( v_1 = 1 \), and hence \( y + \xi v = (y - y_1 v) + \xi' v \in Z^{N-1} \oplus Z \left[ \frac{1}{\lambda} \right] v \). Thus \( G \subseteq H \) and \( G = H \). Since \( x \in G \) is positive if and only if \( \langle \alpha | x \rangle > 0 \) the last statement is clear. \( \square \)

**Lemma 17.9.** Let \( J, J' \) be matrices of the form (11.2) with \( \lambda = m_N \) and \( \lambda' = m'_{N'} \), \( \text{Prim} (\lambda) = \text{Prim} (\lambda') \), \( N = N' \), and \( I (J) = I (J') \), so that
\[
G = Z^{N} + Z \left[ \frac{1}{\lambda} \right] v = Z^{N-1} \oplus Z \left[ \frac{1}{\lambda} \right] v,
\]
\[
G' = Z^{N} + Z \left[ \frac{1}{\lambda'} \right] v' = Z^{N-1} \oplus Z \left[ \frac{1}{\lambda'} \right] v'
\]
by Lemma 17.1 and Lemma 17.8. Then any unital order isomorphism \( \theta : G \rightarrow G' \) has the form
\[
(17.22) \quad \theta (x, \xi v) = \left( A x, \left( \eta (x) + \xi \lambda^{N-1} - \lambda^{-(N-1)} \right) v' \right)
\]
relative to the right decompositions, where
\[
(17.23) \quad A \in \text{GL} (N - 1, \mathbb{Z}),
\]
\[
(17.24) \quad \eta \in \text{Hom} (Z^{N-1}, Z \left[ \frac{1}{\lambda} \right]),
\]
\[
(17.25) \quad \langle \beta | x \rangle = \langle \beta' | A x \rangle + \eta (x) \langle \alpha' | v' \rangle,
\]
\[
(17.26) \quad A v = v' \quad \text{and} \quad \eta (v) = \lambda^{N-1} - \lambda^{-(N-1)} - 1
\]
where

\[
\psi = \begin{pmatrix} v_2 \\ \vdots \\ v_{N-1} \\ 1 \end{pmatrix} \quad \text{and} \quad \psi' = \begin{pmatrix} v_2' \\ \vdots \\ v_{N-1}' \\ 1 \end{pmatrix}.
\]

Conversely, if \((A, \eta)\) satisfies (17.23)–(17.26), then (17.22) defines a unital order isomorphism \(G \to G'\).

**Proof.** Let \(A \in \text{GL}(N, \mathbb{Z}[\frac{1}{2}])\) be the matrix in Proposition 11.7 implementing the isomorphism. By Lemma 17.4, \(A\psi = \psi',\) and by the proof of Corollary 17.5,

\[
\xi = \frac{\langle \alpha | \psi \rangle}{\langle \alpha' | \psi' \rangle} = \frac{\lambda^{-(N-1)} I(J)}{\lambda^{-(N-1)} I(J')} = \lambda^{N-1} \lambda^{-(N-1)},
\]

and thus

\[
\Lambda\psi = \lambda^{N-1} \lambda^{-(N-1)} \psi'.
\]

This shows that

\[
\theta(\xi \psi) = \xi \lambda^{N-1} \lambda^{-(N-1)} \psi'
\]

for all \(\xi \in \mathbb{Z}[\frac{1}{2}]\). Furthermore we must have

\[
\theta_{\mathbb{Z}^{N-1}} = A \oplus \eta(\cdot) \psi',
\]

where \(A \in M_{N-1}(\mathbb{Z})\) and \(\eta \in \text{Hom}(\mathbb{Z}^{N-1}, \mathbb{Z}[\frac{1}{2}])\). Now, (17.22) follows from (17.28) and (17.29). For \(\theta\) to be onto, \(A\) must be surjective and hence \(A \in \text{GL}(N, \mathbb{Z})\). The condition (11.14)(2) in Proposition 11.7 is equivalent to

\[
\langle \beta | x \rangle + \xi \langle \alpha | \psi \rangle = \langle \beta' | Ax \rangle + \langle \alpha' | \eta(x) \psi' \rangle + \xi \lambda^{N-1} \lambda^{-(N-1)} \langle \alpha' | \psi' \rangle
\]

for all \(x \oplus \xi \psi \in \mathbb{Z}^{N-1} \oplus \mathbb{Z}[\frac{1}{2}] \psi\) and since \(\lambda^{N-1} \langle \alpha | \psi \rangle = I(J) = I(J') = \lambda^{N-1} \langle \alpha' | \psi' \rangle\), this is (17.25). Finally noting that

\[
\begin{pmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{pmatrix} = \psi - \psi',
\]

(17.26) is a transcription of (11.14)(5):

\[
\Lambda\psi - \Lambda \bar{\psi} = \lambda^{N-1} \lambda^{-(N-1)} \psi' - (A \psi, \eta(\bar{\psi}) \psi')
\]

\[
= \left( -A \bar{\psi}, \left( -\eta(\bar{\psi}) + \lambda^{N-1} \lambda^{-(N-1)} \psi' \right) \right).
\]

But since \(A \begin{pmatrix} 1 \\ \vdots \\ 0 \end{pmatrix} = \begin{pmatrix} 1 \\ \vdots \\ 0 \end{pmatrix}\), this is equal to

\[
\psi' - \bar{\psi}' = (\bar{\psi}' - \psi'),
\]

which is equivalent to (17.26).

For the converse statement, one has to verify that if \(\theta\) is defined by (17.22), then \(\theta\) satisfies the conditions in Proposition 11.7, but this follows by the same computations as above. (Note that as \(\theta(G) = G'\), the conditions (3) and (4) in Proposition 11.7 are automatic. To show \(\theta(G) = G'\), note first that \(\theta_{\mathbb{Z}[\frac{1}{2}]} = \mathbb{Z}[\frac{1}{2}] \psi'\), and next, since \(A\) is onto, there is for any \(m \in \mathbb{Z}^{N-1} \) an \(n \in \mathbb{Z}^{N-1} \) with
\( \mathbf{An} = \mathbf{m} \), but then \( \theta(\mathbf{n} \oplus (\eta(\mathbf{m})\mathbf{v})) = A\mathbf{v} \oplus 0 = \mathbf{m} \oplus 0 \), thus \( \theta \) is surjective. It is clearly injective. \( \square \)

Note that Lemma 17.9 hints at a method of constructing unital order isomorphisms \((A,\eta)\). First find an \( A \in \text{GL}(N-1,\mathbb{Z}) \) satisfying \( A\mathbf{v} = \mathbf{v}' \), and then solve (17.25) for \( \eta(\mathbf{x}) \). However, one then has to check (17.24) and the remaining condition in (17.26), and these conditions are very restrictive. This is illustrated by the following lemma.

**Lemma 17.10.** Adopt the notation and general assumptions in Lemma 17.9. If \((A,\eta)\) is a solution of the conditions (17.23)--(17.26), then

\[
\eta(\mathbb{Z}^{N-1}) \subseteq \left( \frac{\gcd(\lambda,\lambda')}{\lambda} \right)^{N-1} \mathbb{Z},
\]

and thus one may without loss of generality replace (17.24) by

\[
\eta \in \text{Hom}\left( \mathbb{Z}^{N-1}, \left( \frac{\gcd(\lambda,\lambda')}{\lambda} \right)^{N-1} \mathbb{Z} \right).
\]

In particular, if \( \lambda = \lambda' \), then

\[
\eta \in \text{Hom}(\mathbb{Z}^{N-1},\mathbb{Z}).
\]

**Proof.** Note first that by the beginning of the proof of Lemma 17.7, \( \langle \alpha' | \mathbf{v}' \rangle \) has the form

\[
\langle \alpha' | \mathbf{v}' \rangle = \frac{(a\lambda + 1)}{\lambda'N-1} = \frac{I(J')}{\lambda'N-1},
\]

where \( a \) is a positive integer. But it follows from (17.25) that

\[
\eta(\mathbf{x}) = \frac{(\langle \beta | \mathbf{x} \rangle - \langle \beta' | A\mathbf{x} \rangle)}{(\langle \alpha' | \mathbf{v}' \rangle)} = \frac{\lambda'N-1(\langle \beta | \mathbf{x} \rangle - \langle \beta' | A\mathbf{x} \rangle)}{I(J')} \subseteq \frac{\lambda'N-1}{I(J')} \left( \frac{\lambda'}{\lambda} \mathbb{Z} + \mathbb{Z} \right) = \frac{\gcd(\lambda,\lambda')^{N-1}}{\lambda'N-1I(J')} \mathbb{Z}.
\]

But on the other hand

\[
\eta(\mathbf{x}) \in \mathbb{Z}
\]

by (17.24), and since \( I(J') = (a\lambda' + 1) \) is mutually prime with \( \lambda \), (17.30) follows. The remaining statements in Lemma 17.10 are obvious. \( \square \)

Note that among the solutions of the relations in Lemma 17.9 one can always look for one of them with \( \eta = 0 \). Because of (17.26) such solutions only exist if
$\lambda = \lambda'$, and then $A$ must satisfy

$$
\begin{aligned}
A \in \text{GL}(N - 1, \mathbb{Z}) \\
\langle \beta | A = (| \beta | \\
A \psi = \psi'.
\end{aligned}
$$

Thus if $\lambda = \lambda'$, the existence of an $A$ with the properties in (17.34) is a sufficient condition for isomorphism. We next formulate a rather complicated condition which is both sufficient and necessary for general $\lambda, \lambda'$.

**Lemma 17.11.** Adopt the notation and general assumptions in Lemma 17.9. Then a necessary and sufficient condition that $G$ and $G'$ are unital order isomorphic is that there exists an integer $(N - 1) \times (N - 1)$ matrix $A = [a_{ij}]_{i,j=1}^N$ with the properties

$$
A \in \text{GL}(N - 1, \mathbb{Z}),
$$

$$
\lambda'^N \lambda^{1-i} - \sum_{j=2}^{N} a_{ji} \lambda'^j \in I(J) \mathbb{Z} \left[ \frac{1}{\lambda} \right] \quad \text{for } i = 2, 3, \ldots, N,
$$

$$
A \psi = \psi'.
$$

Thus a necessary condition for isomorphism is that

$$
\lambda'^N \lambda^{1-N} \in I(J) \mathbb{Z} \left[ \frac{1}{\lambda} \right] + \mathbb{Z}.
$$

**Remark 17.12.** Note that since all the terms on the left side of (17.36) are integers except $\lambda^{1-i}$, and $I(J)$ is mutually prime with $\lambda$ and $\lambda'$, and $\mathbb{Z} \left[ \frac{1}{\lambda} \right]$ is closed under division by $\lambda$, the condition (17.36) can be formulated in the following more user-friendly way:

$$
\lambda^{1-i} \sum_{j=2}^{N} a_{ji} \lambda'^j \in \lambda'^N - I(J) \mathbb{Z}
$$

for $i = 2, 3, \ldots, N$.

**Proof.** We know that the conditions (17.23)–(17.26) in Lemma 17.9 are necessary and sufficient. But with $A$ given, one may use (17.25) to define $\eta$,

$$
\eta(x) = \frac{\langle \beta | x \rangle - \langle \beta' | Ax \rangle}{\langle \alpha' | \psi' \rangle}
$$

$$
= \frac{\lambda'^N \langle \beta | x \rangle - \langle \beta' | Ax \rangle}{I(J')}
$$

and since $I(J') = I(J)$ is relatively prime to both $\lambda$ and $\lambda'$, we see that (17.36) is necessary and sufficient for (17.24) by putting $x = e_2, e_3, \ldots, e_N$. Finally if $\eta$ is defined as above we have

$$
\eta(\psi) = \frac{\lambda'^N \langle \beta | \psi \rangle - \lambda'^N \langle \beta' | \psi' \rangle}{I(J)}
$$

$$
= \frac{\lambda'^N \langle \alpha | \psi \rangle - \lambda'^N \langle \alpha' | \psi' \rangle - 1}{I(J)}
$$

$$
= \frac{\lambda'^N \lambda^{-(N-1)} I(J) - I(J)}{I(J)}
$$

$$
= \lambda'^N \lambda^{-(N-1)} - 1,
$$
so the last condition in (17.26) is fulfilled.

Finally, (17.38) follows by putting \( i = N \) in (17.36).

We will now apply this theory to more specific examples.

1. The case \( N = 1 \)

Here one has \( \lambda = m_N \) automatically, and the corresponding C*-algebra \( \mathfrak{A}_L \) is the UHF-algebra of Glimm type \( \lambda^\infty \) [38]. Thus the algebras corresponding to \( \lambda \) and \( \lambda' \) are isomorphic if and only if \( \text{Prim}(\lambda) = \text{Prim}(\lambda') \). (Note that \( I(J) = 1 \) in all these cases, so this invariant does not separate isomorphism classes.)

2. The case \( N = 2 \)

Here it follows from (13.2) that the possible \( J \)'s with \( N = 2 \) and \( \lambda = m_N \) are

\[
J = \begin{pmatrix}
\lambda - 1 & 1 \\
\lambda & 0
\end{pmatrix}
\]

for \( \lambda = 2, 3, \ldots \). By Lemma 17.2, \( \nu = (1) \), and by (17.12),

\[
I(J) = \lambda + 1.
\]

It follows from Corollary 17.6 that all the algebras corresponding to (17.40) for \( \lambda = 2, 3, 4, 5, \ldots \) are pairwise non-isomorphic.

3. The case \( N = 3 \)

Using Lemma 17.2 one observes that if \( \lambda \in \{2, 3, \ldots \} \) is given and \( \lambda = m_3 \), then \( J \) has the form

\[
J = \begin{pmatrix}
\lambda - v_2 & 1 & 0 \\
v_2 - 1 & 0 & 1 \\
\lambda & 0 & 0
\end{pmatrix}
\]

with \( v = \begin{pmatrix} 1 \\ v_2 \\ 1 \end{pmatrix} \)

where \( 1 \leq v_2 \leq \lambda \). Using (17.12) one computes

\[
I(J) = \lambda^2 + v_2 \lambda + 1.
\]

Hence an immediate corollary of Corollary 17.6 is:

**Proposition 17.13.** If \( J, J' \) are matrices of the form (17.42) with \( \lambda = \lambda' \) and \( N = 3 \), then \( \mathfrak{A}_J \) and \( \mathfrak{A}_{J'} \) are isomorphic if and only if \( J = J' \). The same is true if one \( \lambda \) is an integer multiple of the other.

**Proof.** The last statement follows from Lemma 17.7, (17.16).

Let us now look at the example

\[
\lambda = 48 = 2^4 \cdot 3, \quad \lambda' = 54 = 2 \cdot 3^3.
\]

Then one computes that \( I(J) = I(J') \) for exactly the following four pairs:

\[
\begin{array}{cccc}
v_2 & 15 & 24 & 33 & 42 \\
v_2' & 2 & 10 & 18 & 26
\end{array}
\]

In general the solutions of (17.39) together with (17.35) and (17.37) in Lemma 17.11 may be found as follows.
Let $A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} = \begin{pmatrix} a_{22} & a_{23} \\ a_{32} & a_{33} \end{pmatrix}$. Then (17.37) is fulfilled if and only if
\begin{align*}
b &= v_2' - av_2, \\
d &= 1 - cv_2,
\end{align*}
and then (17.35) holds if and only if
\[\det A = a - cv_2' = \pm 1,\]
and it follows that the conjunction of (17.35) and (17.37) is valid if and only if
\[A = \begin{pmatrix} cv_2' \pm 1 & v_2' - cv_2v_2' + v_2 \\ c & 1 - cv_2 \end{pmatrix}\]
for an integer $c$. To determine this integer, we use (17.39) to deduce (for $i = 2, 3$):
\begin{align*}
&c\lambda (v_2'\lambda' + 1) \in (\mp\lambda + \lambda')\lambda' + I(J)Z, \\
&cv_2\lambda^2 (v_2'\lambda' + 1) \in (v_2' \mp v_2)\lambda^2\lambda' + \lambda^2 - \lambda'^2 + I(J)Z,
\end{align*}
where
\[I(J) = \lambda^2 + v_2\lambda + 1 = \lambda'^2 + v_2'\lambda' + 1 = I(J').\]
Now, let us note that (17.45) actually follows from (17.44), with the same $c$. This is because (17.44) implies that
\begin{align*}
c\lambda (v_2\lambda) (v_2'\lambda' + 1) &\subseteq v_2\lambda (\mp\lambda + \lambda')\lambda' + I(J)v_2\lambda Z \\
&\subseteq v_2\lambda (\mp\lambda + \lambda')\lambda' + I(J)Z.
\end{align*}
But note that
\[D := v_2\lambda (\mp\lambda + \lambda')\lambda' - (v_2' \mp v_2)\lambda^2\lambda' + \lambda^2 - \lambda'^2 = v_2\lambda\lambda' - v_2\lambda' + v_2\lambda.
\]
As $I(J) = \lambda^2 + v_2\lambda + 1 = \lambda'^2 + v_2'\lambda' + 1 = I(J')$ we have that
\[\lambda^2 - \lambda'^2 = v_2'\lambda' - v_2\lambda,
\]
and hence
\[D = v_2\lambda\lambda' - v_2'\lambda' + v_2\lambda = v_2\lambda (\lambda' + 1) - v_2'\lambda' (\lambda' + 1) = v_2\lambda I(J') - v_2\lambda v_2'\lambda' - v_2'\lambda'I(J) + v_2'\lambda'v_2\lambda \\
e I(J)Z.
\]
Thus (17.45) follows from (17.44), i.e., the two conditions (17.44) and (17.45) are equivalent to (17.44) alone. But now observe that
\[v_2'\lambda' + 1 = I(J') - \lambda'^2,
\]
and hence (17.44) is equivalent to
\[-c\lambda\lambda' \in (\mp\lambda + \lambda')\lambda' + I(J)Z.
\]
Since $\lambda\lambda'$ is relatively prime to $I(J)$, it follows from the Euclidean algorithm within $Z$ that this relation always has a solution $c$ in $Z$! Thus we have proved:

**Theorem 17.14.** If $J, J'$ are matrices of the form (17.42), the following conditions are equivalent.
(a) $\mathfrak{A}_J$ and $\mathfrak{A}_{J'}$ are isomorphic.
(b) $\text{Prim}(\lambda) = \text{Prim}(\lambda')$ and $I(J) = \lambda^2 + v_2\lambda + 1 = \lambda'^2 + v_2\lambda' + 1 = I(J')$.

**Proof.** The necessity of the conditions was established in Theorem 7.8 and Corollary 17.6. The sufficiency follows from Lemma 17.11 as argued before the theorem. □

**Remark 17.15.** It follows from the argument that the $A \in \text{GL}(2, \mathbb{Z})$ and the $\eta \in \text{Hom}(\mathbb{Z}^{N-1}, \mathbb{Z}[\frac{1}{L}])$ corresponding to the isomorphism can and must be taken to be

$$A = \begin{pmatrix} cv' + 1 & v'_2 - cvv'_2 + v_2 \\ c & 1 - cv_2 \end{pmatrix},$$

where $c$ is any solution of

$$c\lambda^2 \in (\pm \lambda - \lambda') \lambda' + I(J) \mathbb{Z}$$

and $\eta$ is then defined by (17.25).

In particular the four pairs mentioned after Proposition 17.13 define isomorphic algebras. For example, the algebra defined by

$$J = \begin{pmatrix} 33 & 1 & 0 \\ 719 & 0 & 1 \\ 48 & 0 & 0 \end{pmatrix}$$

with $\lambda = 48$ and $v = \begin{pmatrix} 1 \\ 15 \\ 1 \end{pmatrix}$

is isomorphic to

$$J' = \begin{pmatrix} 52 & 1 & 0 \\ 107 & 0 & 1 \\ 54 & 0 & 0 \end{pmatrix}$$

with $\lambda' = 54$ and $v' = \begin{pmatrix} 1 \\ 2 \\ 1 \end{pmatrix}$.

Here $I(J) = I(J') = 3025$, and the Euclidean algorithm gives

$$c = -313308 = 1292 \pmod{3025}$$

and thus one $A$ that can be used is

$$A = \begin{pmatrix} 2585 & -38773 \\ 1292 & -19379 \end{pmatrix}.$$

### 4. The case $N \geq 4$

In this section we prove that Theorem 17.14 remains valid also in the general $\lambda = m_N$ case, i.e., $\{N, \text{Prim}(\lambda), I(J)\}$ is a complete invariant. If $A$ is a matrix in $M_{N-1}(\mathbb{Z})$ of the form

$$A = (a_2 \ a_3 \ \cdots \ a_N)$$

in terms of column vectors $a_2, \ldots, a_N$, then an easy computation shows that $Av = v'$ as in (17.37) if and only if

$$a_N = v' - v_2a_2 - v_3a_3 - \cdots - v_{N-1}a_{N-1}.$$

Thus condition (17.35) says that

$$\det(a_2 \ \cdots \ a_{N-1} \ v') = \pm 1,$$
and what remains is to choose $a_2, a_3, \ldots, a_{N-1}$ such that (17.39) is satisfied. For example, try

$$A = \begin{pmatrix}
  a_2 & 0 & \cdots & 0 & v'_2 - a_2v_2 \\
  0 & a_3 & 0 & v'_3 - a_3v_3 \\
  & \vdots & \ddots & \vdots \\
  0 & 0 & a_{N-1} & v'_{N-1} - a_{N-1}v_{N-1} \\
  c_2 & c_3 & \cdots & c_{N-1} & 1 - c_2v_2 - c_3v_3 - \cdots - c_{N-1}v_{N-1}
\end{pmatrix}.$$

(17.51)

Fixing $c_2, c_3, \ldots, c_{N-1}$, one may now choose $a_{N-1}, a_{N-2}, \ldots, a_2$ successively such that the determinant of the lower right $k \times k$ matrix is 1 for $k = 2, 3, \ldots, N - 1$. This leads to the recursion relations

$$a_{N-1} = 1 + c_{N-1}v'_{N-1},$$

$$a_{N-2} = 1 + c_{N-2}a_{N-1}v'_{N-2},$$

$$a_{N-3} = 1 + c_{N-3}a_{N-2}a_{N-1}v'_{N-3},$$

$$\vdots \quad \vdots,$$

$$a_2 = 1 + c_2a_3a_4 \cdots a_{N-1}v'_2.$$

(17.52)

Inserting this in (17.39) gives a way of determining suitable values of $c_2, \ldots, c_{N-1}$ as in the $N = 3$ case, but we have by now already made several arbitrary choices which we did not need to do in the $N = 3$ case, and it is not quite clear that this approach leads to the goal. There is, however, one case where it does, namely if $\lambda = \lambda'$. Then one may simply choose $c_2 = c_3 = \cdots = c_{N-1} = 0$, and so $a_2 = a_3 = \cdots = a_{N-1} = 1$ and

$$A = \begin{pmatrix}
  1 & 0 & \cdots & 0 & v'_2 - v_2 \\
  0 & 1 & 0 & v'_3 - v_3 \\
  & \vdots & \ddots & \vdots \\
  0 & 0 & 1 & v'_{N-1} - v_{N-1} \\
  0 & 0 & \cdots & 0 & 1
\end{pmatrix}.$$

(17.53)

Since $\lambda = \lambda'$, (17.39) is automatically satisfied, and we have

**Theorem 17.16.** Let $J, J'$ be matrices of the form (11.2), and assume that $\lambda = m_N = \lambda' = m'_N$. Then the following three conditions are equivalent:

(a) $\mathfrak{A}_J$ and $\mathfrak{A}_{J'}$ are isomorphic;

(b) $N = N'$ and $I(J) = I(J')$;

and

(c) $N = N'$ and $\langle \alpha | v \rangle = \langle \alpha' | v' \rangle$.

**Proof.** This follows from the remarks before the theorem, Lemma 17.11, Corollary 17.6, and the formula

$$\langle \alpha | v \rangle = I(J) / \lambda^{N-1}.$$

(17.54)

**Example 17.17.** The present example shows that Proposition 17.13 does not extend to the case $N = 4$, i.e., isomorphism does not imply $\lambda \neq \lambda'$, and it also shows that Theorem 17.16 is not merely concerned with the empty set.
The example is

\[
J = \begin{pmatrix}
1 & 1 & 0 & 0 \\
2 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 \\
3 & 0 & 0 & 0
\end{pmatrix}, \quad J' = \begin{pmatrix}
0 & 1 & 0 & 0 \\
8 & 0 & 1 & 0 \\
2 & 0 & 0 & 1 \\
3 & 0 & 0 & 0
\end{pmatrix}.
\]

Here \( \lambda = \lambda' = 3 \), and

\[
v = \begin{pmatrix} 1 \\ 2 \\ 4 \\ 1 \end{pmatrix}, \quad v' = \begin{pmatrix} 1 \\ 3 \\ 1 \\ 1 \end{pmatrix}.
\]

See Figure 20. Using the unique decomposition

\[
\begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix} = \frac{v}{(\alpha|v)} + w,
\]

where \( (\alpha|w) = 0 \), one sees that the \( n \)'th row vector in the left diagram in Figure 20 behaves asymptotically like

\[
3^n \frac{v}{(\alpha|v)} = \frac{27}{58} \cdot 3^n \cdot (1, 2, 4, 1),
\]

and the \( n \)'th row vector in the right diagram in Figure 20 behaves asymptotically like

\[
\frac{27}{58} \cdot 3^n \cdot (1, 3, 1, 1).
\]

(The latter matrix has an eigenvalue \(-2.769\ldots\), which is negative and close to 3 in absolute value, therefore the slow and oscillatory convergence to the asymptotic behaviour indicated by the figure.) One can now check that the conditions in Lemma 17.9 are fulfilled with

\[
A = \begin{pmatrix} 1 & 0 & 1 \\ 0 & 1 & -3 \\ 0 & 0 & 1 \end{pmatrix}, \quad \eta = 0.
\]

In fact, since \( \lambda = \lambda' = 3 \) and \( \eta = 0 \) it suffices to check (17.34), and that is straightforward. Thus the two AF-algebras \( \mathfrak{A}_J \) and \( \mathfrak{A}_{J'} \) are isomorphic, showing that Proposition (17.13) does not extend to \( N = 4 \). Computing the matrix \( \Lambda \) in Proposition 11.7 for this example, one finds

\[
(17.61)
\[
\Lambda = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & -3 \\ 0 & 0 & 0 & 1 \end{pmatrix}.
\]

We are now ready to state and give the proof of the main result in this chapter.

**Theorem 17.18.** (K.H. Kim and F. Roush) Let \( J, J' \) be matrices of the form (11.2) satisfying the standard requirements there, and assume that \( \lambda = m_N \) and \( \lambda' = m'_{N'} \). Then the following conditions are equivalent.

(a) \( \mathfrak{A}_J \) and \( \mathfrak{A}_{J'} \) are isomorphic.

(b) \( N = N' \), \( \text{Prim} (\lambda) = \text{Prim} (\lambda') \), and \( I(J) = I(J') \).
Figure 20. $L = \{1, 2, 3, 3, 3, 3, 3, 3, 2, 4, 4, 4\}$, first column = $(1 2 11 3)^4$ (left); $L = \{2, 2, 2, 2, 2, 2, 2, 3, 3, 4, 4, 4\}$, first column = $(0 8 2 3)^4$ (right). See (17.55)–(17.61). These diagrams represent isomorphic AF-algebras.
We will establish later, in Corollary 17.21, that these conditions are also equivalent to stable isomorphism of $\mathfrak{A}_J$ and $\mathfrak{A}_J$.

In order to prove this theorem, we will need some elementary facts about

$$S_n = \{x \in \mathbb{Z}^n \setminus \{0\} \mid \gcd x = 1\},$$

where $n$ is a natural number, and $\gcd x$ is the greatest common divisor of the components of $x$. If $x \in \mathbb{Z}^n$ and we write $\langle x \rangle$ if we think about $x$ as a row vector and $|x|$ if we consider $x$ as the column vector which is the transpose of $\langle x \rangle$. Thus, by the Euclidean algorithm,

$$S_n = \{\langle x \rangle \in \mathbb{Z}^n \mid \exists t \in \mathbb{Z}^n \Rightarrow t|x = 1\}.$$

Note that $GL(n, \mathbb{Z})$ (i.e., the group of matrices in $M_n(\mathbb{Z})$ with determinant $\pm 1$) acts on $S_n$ by multiplication from the left. The reason is that if $x \in S_n$, there is a $t \in \mathbb{Z}^n$ with $\langle t | x \rangle = 1$, and hence $\langle t | A^{-1}A | x \rangle = 1$, so $Ax \in S_n$. We next argue that

$$S_n \cap S_n \neq \emptyset.$$

The action of $GL(n, \mathbb{Z})$ on $S_n$ is transitive.

**Proof.** By [55, Theorem II.1], there exists for any $|\alpha| \in |S_n|$ a matrix $A_\alpha \in GL(n, \mathbb{Z})$ such that the first column of $A_\alpha$ is $|\alpha|$: this means $|\alpha| = A_\alpha |e_1|$. But if $|\beta| \in S_n$, this means $A_\alpha^{-1}A_\beta = |\alpha| |\beta|$ and transitivity follows.

Now, let us prove

**Lemma 17.19.** If $\alpha^{(1)}, \alpha^{(2)}, v_1, v_2 \in S_n$, the following conditions (17.65) and (17.66) are equivalent if $n \geq 3$.

(17.65) There is an $A \in GL(n, \mathbb{Z})$ such that $\langle \alpha^{(1)} | A = \langle \alpha^{(2)} |$ and $A | v_1 \rangle = \langle v_2 \rangle$.

(17.66) $\langle \alpha^{(1)} | v_2 \rangle = \langle \alpha^{(2)} | v_1 \rangle$.

(The implication (17.65) $\Rightarrow$ (17.66) is true for all $n$, but the converse implication may fail for $n = 2$.)

**Proof.** (Due to K.H. Kim and F. Roush.) If (17.65) holds, then

$$\langle \alpha^{(1)} | v_2 \rangle = \langle \alpha^{(1)} | A | v_1 \rangle = \langle \alpha^{(2)} | v_1 \rangle.$$

If, conversely, (17.66) holds, first choose matrices $U, V \in GL(n, \mathbb{Z})$ with

$$\langle \alpha^{(1)} | U = \langle e_1 |, \quad V | v_1 \rangle = | e_1 \rangle.$$

This is possible by (17.64). It follows from Lemma 17.20, below, that there exists a matrix $B \in GL(n, \mathbb{Z})$ such that the first column in $B$ is $U^{-1} | v_2 \rangle$ and the first row in $B$ is $\langle \alpha^{(2)} | V^{-1}$. For this, we note that $U^{-1} | v_2 \rangle \in |S_n|$ and $\langle \alpha^{(2)} | V^{-1} \in |S_n|$, and the first component of $U^{-1} | v_2 \rangle$ is $\langle e_1 | U^{-1} | v_2 \rangle = \langle \alpha^{(1)} | UU^{-1} | v_2 \rangle = \langle \alpha^{(1)} | v_2 \rangle = \langle \alpha^{(2)} | v_1 \rangle = \langle \alpha^{(2)} | V^{-1}V | v_1 \rangle = \langle \alpha^{(2)} | V^{-1} | e_1 \rangle$ = the first component of $\langle \alpha^{(2)} | V^{-1}$. Now put

$$A = UBV.$$

Then

$$\langle \alpha^{(1)} | A = \langle \alpha^{(1)} | UBV = \langle e_1 | BV = \langle \alpha^{(2)} | V^{-1}V = \langle \alpha^{(2)} |,$$

and

$$A | v_1 \rangle = UBV | v_1 \rangle = UB | e_1 \rangle = UU^{-1} | v_2 \rangle = | v_2 \rangle.$$
Lemma 17.20. Let $\alpha, \beta$ be vectors in $S_n$ with $\alpha_1 = \beta_1$, and assume that $n \geq 3$. Then there exists a matrix $V \in \text{GL}(n, \mathbb{Z})$ such that the first column in $B$ is $[\alpha]$ and the first row is $[\beta]$.

Proof. (Due to K.H. Kim and F. Roush.) We will use the fact that row, respectively column, operations on a matrix can be effectuated by multiplying from the left, respectively right, by matrices in $\text{GL}(n, \mathbb{Z})$. For example, interchanging the first two rows in $A$ corresponds to multiplying $A$ from the left by $\begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \oplus I_{n-2}$, and adding $\mu$ times row 2 to row 1 corresponds to left-multiplying by $\begin{pmatrix} 1 & \mu \\ 0 & 1 \end{pmatrix} \oplus I_{n-2}$. The corresponding column operations follow by taking the transpose. If now $A \in \text{GL}(n, \mathbb{Z})$ is a matrix of the form

$$A = \begin{pmatrix} \alpha_1 & \beta_2 & \cdots & \beta_n \\ \alpha_2 & * & * \\ \vdots & * & * \\ \alpha_n \end{pmatrix},$$

let $\gamma_1 = \gcd(\beta_2, \ldots, \beta_n)$, and choose $\rho_2, \rho_3, \ldots, \rho_d$ such that $\rho_2 \beta_2 + \cdots + \rho_n \beta_n = \gamma_1$. Let $U_1$ be a matrix in $\text{GL}(n-1, \mathbb{Z})$ with first column $\begin{pmatrix} \rho_2 \\ \vdots \\ \rho_n \end{pmatrix}$ (it exists by [55, Theorem II.1]). Now multiply by $A$ from the left to obtain

$$A \begin{pmatrix} 1 & 0 & \cdots & 0 \\ 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & U_1 & \cdots & 0 \end{pmatrix} = A \begin{pmatrix} 1 & 0 & \cdots & 0 \\ 0 & \rho_2 & * \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \rho_n & * \end{pmatrix} = \begin{pmatrix} \alpha_1 & \gamma_1 & \gamma_2 & \cdots & \gamma_{n-1} \\ \alpha_2 & * & * \\ \alpha_3 & * & * \\ \vdots & \ddots & \ddots & \ddots \\ \alpha_n & & & * & * \end{pmatrix},$$

where the remaining elements $\gamma_2, \ldots, \gamma_{n-1}$ on the first row are linear combinations of $\beta_2, \ldots, \beta_n$, and thus multiples of $\gamma_1$. By subtracting integer multiples of the second column from the remaining columns, one finally finds a matrix $U \in \text{GL}(n, \mathbb{Z})$ such that

$$AU = \begin{pmatrix} \alpha_1 & \gamma_1 & 0 & \cdots & 0 \\ \alpha_2 & * & * \\ \alpha_3 & * & * \\ \vdots & \ddots & \ddots & \ddots \\ \alpha_n & & & * & * \end{pmatrix}.$$
Putting $\gamma_2 = \gcd(\alpha_2, \ldots, \alpha_n)$ and transposing all these operations, one finds a $V \in \text{GL}(n, \mathbb{Z})$ such that

$$V AU = \begin{pmatrix}
\alpha_1 & 0 & \cdots & 0 \\
\beta_1 & 1 & 0 & \cdots & 0 \\
\gamma_1 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1
\end{pmatrix},$$

where $\gcd(\gamma_2, \alpha_1) = 1$. Thus, if we can prove Lemma 17.20 for this kind of matrices, the general Lemma 17.20 follows by multiplying from the left and right by the inverses $V^{-1}, U^{-1}$. This reduces the proof of Lemma 17.20 to the case

$$\alpha_3 = \alpha_4 = \cdots = \alpha_n = 0 = \beta_3 = \beta_4 = \cdots = \beta_n,$$

and $\gcd(\alpha_1, \alpha_2) = \gcd(\beta_1, \beta_2) = 1$ where still $\alpha_1 = \beta_1$. But to this end one can use the matrix

$$\begin{pmatrix}
\alpha_1 & \beta_2 & 0 & 0 & \cdots & 0 \\
\alpha_2 & 1 & 0 & \cdots & 0 \\
0 & 1 & y & 0 & \cdots & 0 \\
0 & 0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & 1
\end{pmatrix}$$

The determinant is $\alpha_1(y - x) - \alpha_2 \beta_2 y$, but as $\gcd(\alpha_1, \alpha_2 \beta_2) = 1$, this can be made equal to 1 by choosing the integers $(y - x)$ and $(-y)$ by the Euclidean algorithm. This ends the proof of Lemma 17.20, and thus of Lemma 17.19. Note that if $n = 2$ the proof above does not work: One must choose an integer $x$ such that

$$\begin{vmatrix}
\alpha_1 & \beta_2 \\
\alpha_2 & x
\end{vmatrix} = \alpha_1 x - \alpha_2 \beta_2 = \pm 1$$

when $\alpha_1, \alpha_2, \beta_2$ are given with $\gcd(\alpha_1, \alpha_2) = 1 = \gcd(\alpha_1, \beta_2)$, and this is clearly impossible in general.

Proof of Theorem 17.18. (Due to K.H. Kim and F. Roush.) If $J, J'$ are matrices of the form (11.2) with $\lambda = m_N$ and $\lambda' = m_{N'}$, then $N = N'$ and $\text{Prim}(\lambda) = \text{Prim}(\lambda')$ by Theorem 7.8, and then $I(J) = I(J')$ by Corollary 17.6. This proves (a) $\Rightarrow$ (b). The converse implication follows in the cases $N = 1, 2, 3$ by Theorem 17.14 and the discussion around (17.41), so we may assume $N \geq 4$ from now on. Assuming (b) it follows from Lemma 17.11 and Remark 17.12 that $\mathfrak{A}_J$ and $\mathfrak{A}_{J'}$ are isomorphic if and only if there exists a matrix $A \in \text{GL}(N - 1, \mathbb{Z})$ such that

$$\langle \beta' \rangle_A = \langle \beta \rangle \mod I(J) \mathcal{Z}^{N-1}$$

where we now define

$$\beta' = \lambda^{N-1}(\lambda', N - 1, \ldots, \lambda')$$

and

$$\beta = \lambda^{N-1}(\lambda', N - 1, \ldots, \lambda, 1)$$

(17.67) 
(17.68) 
(17.69)
and
\[(17.70)\quad A | \psi \rangle = | \psi' \rangle.\]

Now, one checks that
\[(17.71)\quad \langle \beta' | \psi' \rangle = \lambda^{N-1} (\lambda'^{N-2} c_2 + \cdots + \lambda' c_{N-1} + 1) = \lambda^{N-1} I (J) - \lambda^{N-1}\lambda'^{N-1}\]

and
\[(17.72)\quad \langle \beta | \psi \rangle = \lambda'^{N-1} I (J) - \lambda'^{N-1}\lambda^{N-1},\]

and thus
\[(17.73)\quad \langle \beta' | \psi' \rangle = \langle \beta | \psi \rangle + (\lambda^{N-1} - \lambda'^{N-1}) I (J) = \langle \beta | \psi \rangle \mod I (J).\]

Now we cannot apply Lemma 17.19 directly on $\alpha^{(1)} = \beta'$, $\alpha^{(2)} = \beta$, $v_1 = \psi$, $v_2 = \psi'$, for two reasons: we do not have $\beta, \beta' \in S_n$, and the condition (17.66) is only fulfilled modulo $I (J)$. But let us remedy this by modifying $\beta$, $\beta'$ as follows: First add an integer multiple of $I (J) (0, 0, \ldots, 0, -1, v_{N-1})$ to $\beta'$ to obtain a new $\beta'$, called $\beta^{(1)'}$, such that $\langle \beta^{(1)'} | \psi' \rangle = \langle \beta | \psi \rangle$. This is possible since the last component of $\psi'$ is 1 by (17.27). Now modify the new $\beta^{(1)'}$ to $\beta^{(2)'}$ by adding integer multiples of the vector $I (J) (0, 0, \ldots, 0, -1, v_{N-1})$ to $\beta^{(1)'}$ until the second-to-last component contains none of the prime factors in $\text{Prim}(\lambda) = \text{Prim}(\lambda')$. This is possible since $I (J)$ is relatively prime to $\lambda$ and $\lambda'$. Then $\langle \beta^{(2)'} | \psi' \rangle = \langle \beta^{(1)'} | \psi' \rangle$ (since $0, 0, \ldots, 0, -1, v_{N-1})$ is orthogonal to $\psi'$ and $\beta^{(3)'} \in S_n$. Finally, modify $\beta$ to $\beta^{(2)}$ by adding multiples of $I (J) (0, 0, \ldots, 0, -1, v_{N-1})$ until the second-to-last component is relatively prime to the first $N - 3$ components. Then $\langle \beta^{(2)} | \psi \rangle = \langle \beta | \psi \rangle$ and hence
\[\langle \beta^{(2)'} | \psi' \rangle = \langle \beta | \psi \rangle.\]

But since $N - 1 \geq 3$ we may now apply Lemma 17.19 to find an $A \in \text{GL} (N - 1, \mathbb{Z})$ such that
\[\langle \beta^{(2)'} | A = \langle \beta^{(2)} | \quad \text{and} \quad A | \psi \rangle = | \psi' \rangle.\]

But since
\[\langle \beta^{(2)'} \rangle = \langle \beta | \mod I (J) \mathbb{Z}^{N-1}\]

and
\[\langle \beta^{(2)} \rangle = \langle \beta | \mod I (J) \mathbb{Z}^{N-1},\]

it follows that
\[\langle \beta' | A = \langle \beta | \mod I (J) \mathbb{Z}^{N-1}.\]

Thus (17.67) and (17.70) are fulfilled and Theorem 17.18 is proved. \(\square\)

Let us end this chapter by mentioning that the equivalent conditions (a) and (b) again are equivalent to the condition that $\mathfrak{A}_J$ and $\mathfrak{A}_J'$ are stably isomorphic, i.e., to that $\mathfrak{A}_J \otimes \mathcal{K} (\mathcal{H})$ is isomorphic to $\mathfrak{A}_J' \otimes \mathcal{K} (\mathcal{H})$, where $\mathcal{K} (\mathcal{H})$ is the $C^*$-algebra of compact operators on a separable Hilbert space $\mathcal{H}$. This is due to the very special position of $[1]$ in $K_0 (\mathfrak{A}_J)$, and this property has no general analogue: For example, it is impossible to find an automorphism of $\mathbb{Z} \left[ \frac{1}{2} \right]$ mapping 1 into 3.

**Corollary 17.21.** Let $J, J'$ be matrices of the form (11.2) satisfying the standard requirement there, and assume that $\lambda = m_N$ and $\lambda' = m_N'$. Then the following three conditions are equivalent.
(a) The triples \((K_{0}(\frak{A}_J), K_{0}(\frak{A}_J), [\frak{I}])\) and \((K_{0}(\frak{A}_{J'}), K_{0}(\frak{A}_{J'}), [\frak{I}])\) are isomorphic, i.e., the dimension groups are isomorphic by an isomorphism mapping \([\frak{I}]\) into \([\frak{I}]\).

(b) The dimension groups \((K_{0}(\frak{A}_J), K_{0}(\frak{A}_J), [\frak{I}])\) and \((K_{0}(\frak{A}_{J'}), K_{0}(\frak{A}_{J'}), [\frak{I}])\) are isomorphic.

(c) \(N = N', \text{ Prim}(\lambda) = \text{ Prim}(\lambda'), \text{ and } I(J) = I(J')\).

Proof. The equivalence \((a) \Leftrightarrow (c)\) is Theorem 17.18, and \((a) \Rightarrow (b)\) is trivial. Thus it suffices to show that \((b) \Rightarrow (c)\), so assume \((b)\). Then one establishes \(N = N'\) and \(\text{Prim}(\lambda) = \text{Prim}(\lambda')\) exactly as in Theorem 7.8, and it remains to establish \(I(J) = I(J')\). For this one notes that Proposition 11.7 remains true in the context of nonunital isomorphism with the exception that the condition 5 is just removed, and condition 2 is replaced by

\[\langle \alpha' | \Lambda = \mu \langle \alpha | \rangle,\]

where \(\mu\) is a positive scalar. But since \(\mu\) induces an automorphism on the range \(Z \left[\frac{1}{\Lambda} \right] = Z \left[\frac{1}{\Lambda'} \right]\) of the trace, it follows that \(\mu\) is an invertible element of the ring \(Z \left[\frac{1}{\Lambda} \right]\). Now the Lemmas 17.1–17.3 do not involve \([\frak{I}]\) and are still valid, and then Lemma 17.4 is valid with the same proof. Now the equation in the proof of Corollary 17.5 becomes

\[\langle \alpha | \nu \rangle = \mu^{-1} \langle \alpha' | \Lambda \nu \rangle = \mu^{-1} \langle \alpha' | \xi \nu' \rangle = \mu^{-1} \xi \langle \alpha' | \nu' \rangle,\]

so Corollary 17.5 is still valid. The proof that \(I(J) = I(J')\) is now exactly as in the proof of Corollary 17.6. \(\Box\)
CHAPTER 18

Further comments on two examples from Chapter 16

We now consider two sub-examples with $N = 3, d = 5$. Although the groups $K_0(\mathfrak{A}_L)$ and $K_0(\mathfrak{A}_{L'})$ have the same rank, we will show directly in Examples 18.1 and 18.2 that they are non-isomorphic. The details also serve to illustrate what goes into the computation of some particular inductive limit which is not immediately transparent.

The two algebras corresponding to $x + 4x^3 = 1$ and $3x^2 + 2x^3 = 1$ are the two with stabilized diagrams

\[ J_1 = \begin{pmatrix} 1 & 1 & 0 \\ 0 & 0 & 1 \\ 4 & 0 & 0 \end{pmatrix}, \quad J_2 = \begin{pmatrix} 0 & 1 & 0 \\ 3 & 0 & 1 \\ 2 & 0 & 0 \end{pmatrix}. \]

i.e., with incidence matrices

The two examples above both have $\beta = \ln 2$, and rank $(K_0(\mathfrak{A}_L)) = 3$ (and $d = 5$), but the two dimension groups are actually non-isomorphic since the Prim $(Q)$ invariants are different; see the $N = 3$ case in Chapter 16. We will, however, establish this the hard way in Examples 18.1 and 18.2 by showing that the respective ker $(\tau)$-groups in the two examples are non-isomorphic.

**Example 18.1.** This is an elaboration on Remark 9.3.

\[ J_1 = \begin{pmatrix} 1 & 1 & 0 \\ 0 & 0 & 1 \\ 4 & 0 & 0 \end{pmatrix} \]

The Frobenius eigenvalue is 2 (see (5.8)) and the corresponding normalized left eigenvector $\alpha$ is

\[ \alpha = (1, \frac{1}{2}, \frac{1}{4}) \]
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Thus the dimension group, as a subgroup of $\mathbb{R}^3$ ($N = 3$), is

$$\bigcup_{n=0}^{\infty} \frac{1}{8} \begin{pmatrix} 1 & 1 & 0 \\ 1 & -2 & 1 \\ 2 & 0 & -2 \end{pmatrix} \begin{pmatrix} 2^{-n} & 0 & 0 \\ 0 & * & * \\ 0 & * & * \end{pmatrix} \begin{pmatrix} 4 & 2 & 1 \\ 4 & -2 & -1 \\ 4 & 2 & -3 \end{pmatrix} \mathbb{Z}^3$$

(where the union is increasing), i.e., $\bigcup_n M_n \mathbb{Z}^3$ when $M_n$ is the product matrix. The range of the trace on $K_0$ is $\alpha$ applied to this set (the range of the trace on $\mathfrak{A}_L$ is gotten by intersecting with $[0,1]$). We have

$$\alpha = \frac{1}{8} \begin{pmatrix} 1 & 1 & 0 \\ 1 & -2 & 1 \\ 2 & 0 & -2 \end{pmatrix} \begin{pmatrix} 2^{-n} & 0 & 0 \\ 0 & * & * \\ 0 & * & * \end{pmatrix} \begin{pmatrix} 4 & 2 & 1 \\ 4 & -2 & -1 \\ 4 & 2 & -3 \end{pmatrix}$$

$$= \frac{1}{4} \begin{pmatrix} 1 & 0 & 0 \\ 0 & * & * \\ 0 & * & * \end{pmatrix} \begin{pmatrix} 2^{-n} & 0 & 0 \\ 0 & * & * \\ 0 & * & * \end{pmatrix} \begin{pmatrix} 4 & 2 & 1 \\ 4 & -2 & -1 \\ 4 & 2 & -3 \end{pmatrix}$$

$$= (2^{-n-2} \ 0 \ 0) \begin{pmatrix} 4 & 2 & 1 \\ * & * & * \\ * & * & * \end{pmatrix}$$

$$= (2^{-n} \ 2^{-n+1} \ 2^{-n-2})$$

i.e., $\alpha M_n = (2^{-n} \ 2^{-n-1} \ 2^{-n-2})$, and applying this to $\mathbb{Z}^3$ we reconfirm that the range of the trace is the set of all dyadic rationals. The range of the trace on the $m$th term in

$$\mathbb{Z}^3 \longrightarrow \mathbb{Z}^3 \longrightarrow \cdots$$

is

$$2^{-m+1} \langle \alpha | \mathbb{Z}^3 \rangle = 2^{-m+1} \left( 1, \frac{1}{2}, \frac{1}{4} \right) \mathbb{Z}^3$$

$$= 2^{-m+1} \mathbb{Z}.$$ 

Now, the infinitesimal elements of the $m$th $\mathbb{Z}^3$ are the elements of the kernel of $\alpha J_1^{-m+1} = 2^{-m+1} \alpha$, i.e., the elements of the kernel of $\alpha$, that is elements of $\mathbb{Z}^3$ of the form

$$\begin{pmatrix} n_1 \\ n_2 \\ -4n_1 - 2n_2 \end{pmatrix} = n_1 e_1 + (2n_1 + n_2) e_2,$$

where $n_1, n_2 \in \mathbb{Z}$. Thus

$$J_1^{-n} \begin{pmatrix} n_1 \\ n_2 \\ -4n_1 - 2n_2 \end{pmatrix} = \Delta \begin{pmatrix} 2^{-n} & 0 & 0 \\ 0 & 0 & J_1^{-n} \\ 0 & 0 & 2n_1 + n_2 \end{pmatrix} \begin{pmatrix} 0 \\ n_1 \\ 2n_1 + n_2 \end{pmatrix}.$$

Thus the dimension group of $\mathfrak{A}_L$ is an extension

$$0 \longrightarrow G_0 \longrightarrow K_0 (\mathfrak{A}_L) \longrightarrow \mathbb{Z} \bigg[ \frac{1}{2} \bigg] \longrightarrow 0,$$

where $G_0 = \ker \tau$ is the group of infinitesimal elements. It is rather complicated to describe $G_0$ in the matrix formalism above, so let us instead use the algebraic description in (5.41), that is,

$$G_0 \cong \mathbb{Z}[x] / p_0(x) \mathbb{Z}[x]$$
by (5.17). \( J_1 \) has eigenvalues 2 and \( \lambda_{\pm} = \frac{-1 \pm \sqrt{-7}}{2} \), \( |\lambda_{\pm}| < 2 \); \( J_1 \) leaves the subspace orthogonal to \( \alpha = (1, \frac{1}{2}, \frac{1}{4}) \) invariant. This is spanned by the vectors

\[
e_1 = \begin{pmatrix} 1 \\ -2 \\ 0 \end{pmatrix}, \quad e_2 = \begin{pmatrix} 0 \\ 1 \\ -2 \end{pmatrix},
\]

and one computes that the matrix of the restriction of \( J \) to this subspace is

\[
J_0 = \begin{pmatrix} -1 & 1 \\ -2 & 0 \end{pmatrix}.
\]

We may compute the iterated inverses \( J_0^{-n} \) by straightforward spectral theory, and if we put

\[
\mu = \left( 1 - i\sqrt{7} \right)/4
\]

the result is

\[
J_0^{-n} = \begin{pmatrix} -1 & 1 \\ -2 & 0 \end{pmatrix}^{-n} = \frac{1}{(-2)^n} \frac{1}{\mu - \bar{\mu}} \begin{pmatrix} \frac{1}{\mu^n} - \frac{1}{\bar{\mu}^n} & -\frac{\bar{\mu}}{\mu^n} + \frac{\mu}{\bar{\mu}^n} \\ \frac{1}{\bar{\mu}^n} - \frac{1}{\mu^n} & -\frac{\mu}{\bar{\mu}^n} + \frac{\bar{\mu}}{\mu^n} \end{pmatrix}.
\]

The eigenvector of \( J_1 \) with eigenvalue 2 is

\[
e_0 = \begin{pmatrix} 1 \\ 1 \\ 2 \end{pmatrix}.
\]

Thus, if

\[
\Delta = (e_0 \quad e_1 \quad e_2) = \begin{pmatrix} 1 & 1 & 0 \\ 1 & -2 & 1 \\ 2 & 0 & -2 \end{pmatrix},
\]

then

\[
\Delta^{-1} J_1 \Delta = \begin{pmatrix} 2 & 0 & 0 \\ 0 & -1 & 1 \\ 0 & -2 & 0 \end{pmatrix}
\]

and

\[
\Delta^{-1} J_1^{-n} \Delta = (\Delta^{-1} J_1 \Delta)^{-n} = \begin{pmatrix} 2^{-n} & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & J_0^{-n} \end{pmatrix}.
\]

Thus

\[
J_1^{-n} = \Delta \begin{pmatrix} 2^{-n} & 0 & 0 \\ 0 & 0 & J_0^{-n} \end{pmatrix} \Delta^{-1}.
\]

We have

\[
\Delta^{-1} = \frac{1}{8} \begin{pmatrix} 4 & 2 & 1 \\ 4 & -2 & -1 \\ 4 & 2 & -3 \end{pmatrix}.
\]
where
\[
p_0(x) = \frac{p_L(x)}{p_n(x)} = \frac{x + 4x^3 - 1}{2x - 1} = 2x^2 + x + 1.
\]

Now, embed \( Z \) in \( G_0 \) as the group \( H \) generated by \( 1 \mod p_0(x) \) (note that \( n1 \neq 0 \mod p_0(x) \)) for all \( n \in Z \setminus \{0\} \), so this is really an embedding. We argue that
\[
G_0/H \cong \mathbb{Z} \left[ \frac{1}{2} \right].
\]

We have
\[
G_0/H = (\mathbb{Z}[x]/p_0(x) \mathbb{Z}[x])/\mathbb{Z}1
= (\mathbb{Z}[x]/(2x^2 + x + 1) \mathbb{Z}[x])/\mathbb{Z}1
= \mathbb{Z}[x]/((2x^2 + x + 1) \mathbb{Z}[x] + 1\mathbb{Z})
\]
as abelian groups. Let \( \langle p(x) \rangle \) denote the residue class of the polynomial \( p \) in \( G_0/H \).
Let
\[
u_0 = (x) = (-2x^2) = 2u_1,
\]
where \( u_1 = (-x^2) \). Since
\[
(2x^{n+1} + x^n + x^{n-1}) = 0,
\]
we obtain
\[
(x^n) = -(x^{n-1}) + 2(-x^{n+1})
\]
for \( n = 1, 2, \ldots \). It follows by induction that the elements \( x^n \) are divisible by \( 2 \) for \( n = 1, 2, \ldots \) (this is not true for \( n = 0 \) by a use of Lemma 9.2.) Furthermore, we can find monic polynomials \( p_n \) of degree \( n + 1 \) such that the sequence \( u_n = (p_n(x)) \)
has the property
\[
u_{n+1} = 2u_n
\]
for all \( n \). But then \( \{1, p_0(x) = x, p_1(x) = -x^2, \ldots, p_{2k-1}(x) = -x^2 + x^3 - \cdots - x^{2k}, p_{2k}(x) = x^2 - x^3 + \cdots - x^{2k+1}, \cdots\} \) span all of \( \mathbb{Z}[x] \), so \( u_0, u_1, \ldots \) span all of \( G_0/H \). It follows that
\[
G_0/H \cong \mathbb{Z} \left[ \frac{1}{2} \right].
\]
Thus \( G_0 \) is an extension of the form
\[
0 \rightarrow \mathbb{Z} \rightarrow G_0 \rightarrow \mathbb{Z} \left[ \frac{1}{2} \right] \rightarrow 0.
\]
In conclusion we have the exact diagram
\[
\begin{array}{ccc}
0 & \rightarrow & Z \\
\downarrow & & \downarrow \\
Z & \rightarrow & 0 \\
\downarrow & \downarrow & \downarrow \\
0 & \rightarrow & G_0 \\
\downarrow & \downarrow & \downarrow \\
\mathbb{Z} \left[ \frac{1}{2} \right] & \rightarrow & Z \left[ \frac{1}{2} \right] \\
\downarrow & \downarrow & \downarrow \\
0 & \rightarrow & 0
\end{array}
\]
Example 18.2.

\[ J_2 = \begin{pmatrix} 0 & 1 & 0 \\ 3 & 0 & 1 \\ 2 & 0 & 0 \end{pmatrix} \]

Again the Frobenius eigenvalue is 2 and the normalized solution of
\[ \alpha J_2 = 2\alpha \]
is
\[ \alpha = \left(1, \frac{1}{2}, \frac{1}{4}\right). \]

\( J_2 \) has eigenvalues 2, \(-1, -1 \). With \( e_1, e_2 \) as before, \( J_2 \) leaves the subspace spanned by \( e_1 \) and \( e_2 \) invariant, and the matrix of the restriction is
\[ \begin{pmatrix} -2 & 1 \\ -1 & 0 \end{pmatrix}. \]
The determinant is 1, and one computes that
\[ e_1 + e_2 = \begin{pmatrix} 1 \\ -1 \\ -2 \end{pmatrix} \]
is the unique eigenvector with eigenvalue \(-1 \). Using
\[ f_1 = e_1 + e_2 = \begin{pmatrix} 1 \\ -1 \\ -2 \end{pmatrix} \]
and
\[ f_2 = e_2 = \begin{pmatrix} 0 \\ 1 \\ -2 \end{pmatrix} \]
as basis instead, one computes that the matrix is
\[ \begin{pmatrix} -1 & 1 \\ 0 & -1 \end{pmatrix} \]
and hence
\[ \begin{pmatrix} -1 & 1 \\ 0 & -1 \end{pmatrix}^{-n} = (-1)^n \begin{pmatrix} 1 & n \\ 0 & 1 \end{pmatrix} \]
for \( n = 0, 1, 2, \ldots \). The right eigenvector of \( J_2 \) with eigenvalue 2 is
\[ f_0 = \begin{pmatrix} 1 \\ 2 \\ 1 \end{pmatrix}. \]
Thus, if
\[ \Delta = (f_0 \ f_1 \ f_2) = \begin{pmatrix} 1 & 1 & 0 \\ 2 & -1 & 1 \\ 1 & -2 & -2 \end{pmatrix}, \]
then
\[ \Delta^{-1} J_2 \Delta = \begin{pmatrix} 2 & 0 & 0 \\ 0 & -1 & 1 \\ 0 & 0 & -1 \end{pmatrix}. \]
and
\[ \Delta^{-1} J_2^{-n} \Delta = (\Delta^{-1} J_2 \Delta)^{-n} = \begin{pmatrix} 2^{-n} & 0 & 0 \\ 0 & (-1)^n & 0 \\ 0 & 0 & (-1)^n \end{pmatrix}. \]

Thus
\[ J_2^{-n} = \Delta \begin{pmatrix} 2^{-n} & 0 & 0 \\ 0 & (-1)^n & 0 \\ 0 & 0 & (-1)^n \end{pmatrix} \Delta^{-1}. \]

We have
\[ \Delta^{-1} = \frac{1}{9} \begin{pmatrix} 4 & 2 & 1 \\ 5 & -2 & -1 \\ -3 & 3 & -3 \end{pmatrix}. \]

Thus the dimension group as a subgroup of \( \mathbb{R}^3 \) is
\[ \bigcup_{n=0}^{\infty} \frac{1}{9} \begin{pmatrix} 1 & 1 & 0 \\ 2 & -1 & 1 \\ 1 & -2 & -2 \end{pmatrix} \begin{pmatrix} 2^{-n} & 0 & 0 \\ 0 & (-1)^n & 0 \\ 0 & 0 & (-1)^n \end{pmatrix} \begin{pmatrix} 4 & 2 & 1 \\ 5 & -2 & -1 \\ -3 & 3 & -3 \end{pmatrix} \mathbb{Z}^3. \]

The range of the trace is \( \alpha = (1, \frac{1}{2}, \frac{1}{4}) \) applied to this set, which is
\[ \bigcup_{n=0}^{\infty} \frac{1}{4} \begin{pmatrix} 1 & 0 & 0 \\ * & * & * \\ * & * & * \end{pmatrix} \begin{pmatrix} 2^{-n} & 0 & 0 \\ * & * & * \\ * & * & * \end{pmatrix} \mathbb{Z}^3 = \bigcup_{n=0}^{\infty} (2^{-n} 2^{-n+1} 2^{-n+2}) \mathbb{Z}^3, \]

which is not unexpectedly the set of dyadic rationals. Since the determinant of the matrix \( \begin{pmatrix} -1 & -1 \\ 0 & 1 \end{pmatrix} \) (or \( \begin{pmatrix} -1 & 0 \\ 1 & 1 \end{pmatrix} \)) is 1, this matrix defines a 1–1 map on the infinitesimal elements, so the group of infinitesimal elements is isomorphic to \( \mathbb{Z}^2 \). Thus \( K_0(\mathfrak{A}_L) \) is an extension
\[ 0 \longrightarrow \mathbb{Z}^2 \longrightarrow K_0(\mathfrak{A}_L) \overset{T}{\longrightarrow} \mathbb{Z} \left[ \frac{1}{2} \right] \longrightarrow 0. \]

We see that the dimension groups of the two examples 18.1 and 18.2 are non-isomorphic, so the algebras are non-isomorphic.
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  - Description: special polynomial
  - Page Numbers: 65

- **$r_{m}(x) = \sum_{k=1}^{D} R_{k}x^{k-1}$**
  - Description: rank of an abelian group
  - Page Numbers: 107, 109

- **$s_{i}$**
  - Description: residue polynomial
  - Page Numbers: 65, 66

- **generators of $\mathcal{O}_{d}$**
  - Description: generators of $\mathcal{O}_{d}$
  - Page Numbers: viii
\[ s_a = s_{a_1} s_{a_2} \cdots s_{a_n} \]

\[ S_d \]

\[ S_i \]

\[ S_i^* \]

\[ S_a = S_{a_1} S_{a_2} \cdots S_{a_n} \]

\[ T^d \]

\[ U = \sum_{i=1}^d S_i T_i^* = \int_\Omega^d U(x) \, d\mu(x) \]

\[ UHF_\infty \cong \bigotimes \infty_1 M_d \]

\[ v = \begin{pmatrix} 1 \\ \lambda - m_1 \\ \lambda^2 - m_1 \lambda - m_2 \\ \lambda^3 - m_1 \lambda^2 - m_2 \lambda - m_3 \\ \vdots \\ \lambda^{N-1} - \cdots - m_{N-2} \lambda - m_{N-1} \end{pmatrix} \]

\[ \mathcal{V}_N := \{ f(x) \in \mathbb{Z}[x] \mid \text{deg} f \leq N - 1 \} \cong \mathbb{Z}_N^N \]

\[ x_i = g_i \mod \mathbb{Z}^N \]

\[ \mathbb{Z} \left[ \frac{1}{\lambda} \right] \]

\[ \mathbb{Z}_d = \{ 1, \ldots, d \} \]

\[ \mathbb{Z}^N \]

\[ \alpha = (a_1 a_2 \ldots a_n) \]

\[ \alpha = (1, a, a^2, \ldots, a^{N-1}) = (1, e^{-\beta}, e^{-2\beta}, \ldots, e^{-(N-1)\beta}) \]

\[ \beta = (a, a^2, \ldots, a^{N-1}) = \left( \frac{1}{\lambda}, \frac{1}{\lambda^2}, \ldots, \frac{1}{\lambda^{N-1}} \right) \]

\[ \lambda \]

\[ \Lambda = \left( \begin{array}{cccc} \theta \left( \frac{1}{0} \right) & \theta \left( \frac{0}{1} \right) & \cdots & \theta \left( \frac{0}{i} \right) \\ \vdots & \vdots & \cdots & \vdots \\ 0 & 0 & \cdots & 0 \end{array} \right) \]

monomial in \( O_d \) \hspace{1cm} \text{9, 23}

free semigroup \hspace{1cm} \text{15}

operators representing \( s_i \) \hspace{1cm} \text{5, 13}

adjoint operators of \( S_i \) \hspace{1cm} \text{5}

monomial of operators \hspace{1cm} \text{9, 13}

the \( d \)-torus \hspace{1cm} \text{19}

intertwining unitary \hspace{1cm} \text{10, 11}

having decomposition \hspace{1cm} \text{13}

uniformly hyperfinite \hspace{1cm} \text{13}

\( C^* \)-algebra \hspace{1cm} \text{13}

Perron–Frobenius right eigenvector: \( Jv = \lambda v \) \hspace{1cm} \text{ix, 41, 92, 130, 144}

representation of special elements of \( G \) \hspace{1cm} \text{64, 64}

generators of the group \( F_j := G_f / \mathbb{Z}_N^d \) \hspace{1cm} \text{83, 106, 111}

ring generated by 1 and \( \frac{1}{\lambda} \) \hspace{1cm} \text{123, 143}

set of \( d \) elements \hspace{1cm} \text{vii}

rank-\( N \) integer lattice \hspace{1cm} \text{64}

multi-index \hspace{1cm} \text{9}

Perron–Frobenius left eigenvector: \( \langle \alpha \mid J = \lambda \langle \alpha \rangle \) \hspace{1cm} \text{ix, 48, 49, 52, 64, 92, 147, 149}

foreshortened vector \hspace{1cm} \text{147, 149}

Perron–Frobenius \hspace{1cm} \text{viii, 30, 41, 60}

eigenvalue of \( J \) \hspace{1cm} \text{63}

matrix implementing isomorphism \( \theta \) between dimension groups: \( \theta(g) = \Lambda g \) \hspace{1cm} \text{99, 100, 145, 155}
LIST OF TERMS AND SYMBOLS

\[ \xi : \Lambda \nu = \xi \nu' \]

\[ \sigma \]

\[ \sigma_i \]

\[ \sigma_i^\nu = \exp (itL_i) \sigma = \sigma \left( e^{itL_1}, \ldots, e^{itL_d} \right) \]

\((\sigma^L, \beta)\)-KMS state

\(\tau \)

\[ \tau (g) = (\alpha | g) \]

\[ \tau (v) = (\alpha | v) \]

\[ \omega = \omega_p \]

\[ \omega (s_\gamma s_\gamma^* \cdots s_\gamma^* s_\gamma) = \delta_{\alpha \gamma} e^{-\beta \sum_{k=1}^{n} L_{x_k}} \]

\[ \Omega = \prod_{i=1}^{\infty} \mathbb{Z}_d \]

\[ \Omega_i = \sigma_i (\Omega) \]

\[ \Omega_0 \]

...element of \( \mathbb{Z} \left[ \frac{1}{2} \right] \) with multiplicative inverse right shift on \( \Omega \) sections of \( \sigma \) one-parameter group \( \sigma^L \) \((\sigma^L, \beta)\)-automorphisms of \( \mathcal{O}_d \) also \( \beta \)-KMS state trace on \( K_0 (\mathfrak{A}_L) \) or on \( \mathfrak{A}_L \) inner product of left and right Perron–Frobenius vectors state given by \( p \) (see \( p_j \)) KMS state product space partition of the product space \( \Omega \) into clopen sets cyclic vector