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1 Introduction

The theory of infinite tensor products of Hilbert spaces started with the seminal paper by von Neumann [19]. Later on, Guichardet [14, 15] approached this matter from a slightly different point of view and developed a unified framework for treating several related concepts involving operators, algebras and functionals. The notion of infinite tensor product has been mainly used in this form in operator algebras and quantum field theory over the last three decades (see e.g. [11] for a recent overview).

The existence of some infinite tensor product of representations of a group has been established and used in some recent works. For example, it was shown in [1] that a locally compact group is $\sigma$-amenable if and only if there exists an infinite tensor power of its regular representation. Such an infinite tensor power construction was then a useful tool for studying covariance of certain (induced) product-type representations of generalized Cuntz algebras with respect to natural product-type actions. This circle of ideas has been generalized and thoroughly investigated in [6]. In another direction, the infinite tensor product of certain unitary representations of some group of diffeomorphisms was shown to exist under suitable assumptions in [16], and a relation between such representations and some unitary representations of (infinite) permutation groups was obtained and used to characterize their irreducibility.

In this paper we start a discussion of infinite tensor products of projective unitary representations of a group. To avoid technicalities, we stick to the case of a discrete group, although it could be of interest in the future to consider a locally compact (or even just a topological) group and strongly continuous projective unitary representations of such a group. Now it is quite easy to realize that it is impossible to form the infinite tensor power of a single projective unitary representation unless the associated 2-cocycle vanishes. However one still has the possibility to form the infinite tensor product of different projective unitary representations. Somewhat surprisingly, this idea (which is due to the second author) leads to some potentially interesting results which we present below.

Our analysis, which uses standard techniques in representation theory and infinite tensor products, elucidates on quite general grounds the crucial points on which the whole construction relies. Besides its intrinsic interest, this new generality has also the potential advantage to allow for extensions of the analysis given in [1, 6] to a broader class of product-type actions on the $0^\#-$degree part of extended Cuntz algebras. It is also relevant when studying extensions of product-type actions from the algebraic to the von Neumann algebra level. Moreover many familiar (nuclear) $C^*$-algebras like the noncommutative tori may be presented as twisted group $C^*$-algebras of amenable groups. Our treatment can be successfully employed to obtain new faithful representations of such algebras on infinite tensor product spaces. We illustrate this for noncommutative tori.

The paper is organized as follows. Section 2 is devoted to some preliminaries on projective unitary representations, product sequences of 2-cocycles
and infinite tensor products. Section 3 contains our main results concerning necessary conditions and sufficient conditions for the existence of infinite tensor products of projective unitary representations. We especially display some sufficient conditions for countable amenable groups in the case of projective regular representations and in the case of projective representations associated with CCR-representations of bilinear maps. In order to illustrate our work with some concrete examples we present in section 4 some explicit computations concerning finitely generated free abelian groups. The next section deals with some applications to the existence problem for infinite tensor products of actions of a group $G$ on von Neumann algebras. One of our result exhibits an obstruction for extending some algebraic tensor power action of $G$ to the weak closure that lies in the second cohomology group $H^2(G, \mathbb{T})$. In another result, the obstruction lies in the non-amenability of $G$. In the final section we collect some related remarks about projective unitary representations of restricted direct products of groups and associated operator algebras.

2 Preliminaries

Throughout this note $G$ denotes a non-trivial discrete group, with neutral element $e$, while $\lambda$ denotes the (left) regular representation of $G$ acting on $L^2(G)$.

A 2-cocycle (or multiplier) on $G$ with values in the circle group $\mathbb{T}$ is a map $u : G \times G \to \mathbb{T}$ such that

$$u(x, y)u(xy, z) = u(y, z)u(x, yz) \quad (x, y, z \in G),$$

see e.g. [7, Chapter IV]. We will consider only normalized 2-cocycles, satisfying

$$u(x, e) = u(e, x) = 1 \quad (x \in G).$$

The set of all such 2-cocycles, which is denoted by $Z^2(G, \mathbb{T})$, becomes an abelian group under pointwise product. We equip $Z^2(G, \mathbb{T})$ with the topology of pointwise convergence.

A 2-cocycle $v$ on $G$ is called a coboundary whenever $v(x, y) = \rho(x)\rho(y)\rho(xy)$ for some $\rho : G \to \mathbb{T}$, $\rho(e) = 1$, in which case we write $v = d\rho$ (such a $\rho$ is uniquely determined up to multiplication by a character). The set of all coboundaries, which is denoted by $B^2(G, \mathbb{T})$, is a subgroup of $Z^2(G, \mathbb{T})$, which is easily seen to be closed (using Tychonov's theorem). The quotient group $H^2(G, \mathbb{T}) := Z^2(G, \mathbb{T})/B^2(G, \mathbb{T})$ is called the second cohomology group of $G$ with values in $\mathbb{T}$. We denote elements in $H^2(G, \mathbb{T})$ by $[u]$ and write $v \sim u$ when $[v] = [u]$ $(u, v \in Z^2(G, \mathbb{T}))$. We also write $v \sim_\rho u$ when we have $v = (d\rho)u$ for some coboundary $d\rho$.

We shall be interested in product sequences in $Z^2(G, \mathbb{T})$: we call a sequence $(u_i)$ in $Z^2(G, \mathbb{T})$ for a product sequence whenever the (pointwise) infinite product $u = \prod_i u_i$ exists on $G \times G$ (u being then obviously a 2-cocycle itself). Such a product sequence will occasionally be called 1-free if $u_i \neq 1$ for every $i$. Notice that 1-free product sequences are easily seen to exist since we allow
the $u_i$’s to be coboundaries (and $G$ is assumed to be non-trivial). One could also consider product sequences satisfying the stronger requirement that all $u_i$’s are cohomologically non-trivial, but this would then be meaningful only when $H^2(G, \mathbb{T})$ is non-trivial, and in fact only when $H^2(G, \mathbb{T})$ is infinite (as may be deduced from the closeness of $B^2(G, \mathbb{T})$). However we have chosen not to make any cohomological assumption on $G$ in this paper.

Another cohomological problem concerning product sequences is that perturbing a product sequence (by a coboundary in each component) does not necessarily lead to a product sequence, as may be illustrated by taking all $u_i$’s to be 1 and perturbing by the same coboundary $v \neq 1$ in each component. (One possible way to avoid this problem could be to allow only for perturbation in finitely many components). The following lemma somewhat clarifies this problem.

**Lemma 2.1.** Let $(u_i)$ and $(v_i)$ be two sequences in $Z^2(G, \mathbb{T})$ satisfying $v_i \sim_{\rho_i} u_i$ for every $i$.

1. Assume that $\rho := \Pi_i \rho_i$ exists. Then $(v_i)$ is a product sequence if and only if $(u_i)$ is a product sequence, in which case we have $\Pi_i v_i \sim_{\rho} \Pi_i u_i$.

2. Assume that $(u_i)$ and $(v_i)$ are both product sequences. Then $\Pi_i v_i \sim \Pi_i u_i$ (even if $\Pi_i \rho_i$ does not necessarily exist).

**Proof.** As i) is straightforward, we only show ii). So we assume that $u = \Pi_i u_i$ and $v = \Pi_i v_i$ both exist. Then $w := \Pi_i d\rho_i = \Pi_i u_i v_i$ also exists and is the limit of a net of 2-coboundaries. As $B^2(G, \mathbb{T})$ is closed, this implies that $w \in B^2(G, \mathbb{T})$. Since $v = wu$, this shows that $v \sim u$, as asserted. □

A projective unitary representation $U$ of $G$ on a Hilbert space $\mathcal{H}$ associated with some $u \in Z^2(G, \mathbb{T})$ is a map from $G$ into the group of unitaries on $\mathcal{H}$ such that

$$U(x)U(y) = u(x, y)U(xy) \quad (x, y \in G).$$

If we pick a $\rho : G \to \mathbb{T}$ satisfying $\rho(1) = 1$ and set $V = \rho U$, then $V$ is also a projective unitary representation of $G$ on $\mathcal{H}$ associated with a 2-cocycle $v$ satisfying $v \sim_{\rho} u$. Such a $V$ is called a perturbation of $U$.

To each $u \in Z^2(G, \mathbb{T})$ one may associate the (left) $u$-regular projective unitary representation $\lambda_u$ of $G$ on $L^2(G)$ defined by

$$(\lambda_u(x)f)(y) = u(y^{-1}, x)f(x^{-1}y) \quad (f \in L^2(G), \ x, y \in G).$$

The (twisted) reduced group C*-algebra $C^*_r(G, u)$ (resp. group von Neumann algebra $VN(G, u)$) is then defined as the C*-algebra (resp. von Neumann algebra) acting on $L^2(G)$ generated by $\lambda_u(G)$. It is well known (and easy to see) that if $v \sim_{\rho} u$, then $\lambda_v$ is unitarily equivalent to $\rho \lambda_u$. This implies that $C^*_r(G, v)$ (resp. $VN(G, v)$) is (spatially) isomorphic to $C^*_r(G, u)$ (resp. $VN(G, u)$) whenever $v \sim_{\rho} u$. One can also define the (twisted) full group C*-algebra $C^*(G, u)$. In the case where $G$ is amenable ([10, 12, 22, 23]) it is known that $C^*(G, u)$ and $C^*_r(G, u)$ are (canonically) isomorphic, see [27].
For $i = 1, 2$, let $U_i$ be a projective unitary representation of $G$ on a Hilbert space $H_i$ associated with $u_i \in Z^2(G, T)$. Then the naturally defined tensor product representation $U_1 \otimes U_2$ is easily seen to be a projective unitary representation of $G$ on the Hilbert space $H_1 \otimes H_2$ associated with the product cocycle $u_1 u_2$. In the case of ordinary unitary representations of a group, it is a classical result of Fell (cf. [10], 13.11.3) that the (left) regular representation acts in an absorbing way with respect to tensoring (up to multiplicity and equivalence). In the projective case we have the following analogue.

**Proposition 2.2.** Let $u, v$ be elements in $Z^2(G, T)$ and let $V$ be any projective unitary representation of $G$ on a Hilbert space $H$ associated with $v$. Then the tensor product representation $\lambda_u \otimes V$ is unitarily equivalent to $\lambda_{uv} \otimes I_H$, i.e. to $(\dim V) \cdot \lambda_{uv}$.

**Proof.** We leave to the reader to check that the same unitary operator $W$ as in the non-projective case (which is determined on $L^2(G) \otimes H$ ($= L^2(G, H)$) by $W(f \otimes \psi)(x) = f(x) V(x^{-1}) \psi$) implements the asserted equivalence. \hfill \Box

We conclude this section by recalling a few facts and some notation concerning infinite tensor products.

Let $H = \{H_i\}$ denote a sequence of Hilbert spaces and $\phi = \{\phi_i\}$ be a sequence of unit vectors where $\phi_i \in H_i$ for each $i \geq 1$. We denote by $H^\phi$ or by $\bigotimes^\phi H_i$ the associated infinite tensor product Hilbert space of the $H_i$’s along the sequence $\phi$ (sometimes called the incomplete direct product space determined by $\phi$), whose construction goes back to von Neumann [19]. We will follow the slightly different approach given by Guichardet in [14, 15]. We give here only a short account, and the reader should consult these papers for full details on this matter.

For any sequence $\psi_i \in H_i$ such that
\[ \sum_i |1 - \|\psi_i\|| < \infty \quad \text{and} \quad \sum_i |1 - (\psi_i, \phi_i)| < \infty \]
there corresponds a so-called decomposable vector
\[ \otimes_i \psi_i = \lim_n \psi_1 \otimes \ldots \otimes \psi_n \otimes \phi_{n+1} \otimes \phi_{n+2} \otimes \ldots \in H^\phi \]
depending linearly on each $\psi_i$ (in fact one gets here convergence over the net consisting of nonempty finite subsets of $N$ ordered by inclusion, cf. [15, Part II, Proposition 5]). If $\otimes_i \xi_i$ is another decomposable vector in $H^\phi$, then
\[ (\otimes_i \psi_i, \otimes_i \xi_i) = \prod_i (\psi_i, \xi_i) \]
(where the infinite product above is convergent in the unordered sense, cf. [19, §2]). Each finite tensor product $H_1 \otimes \ldots \otimes H_k$ is embedded in $H^\phi$ by extending the map identifying a simple tensor of the form $\psi_1 \otimes \ldots \psi_k$ with the elementary
decomposable vector $\psi_1 \otimes \ldots \otimes \psi_k \otimes \phi_{k+1} \otimes \phi_{k+2} \otimes \ldots \in \mathcal{H}^\phi$. The set of all elementary decomposable vectors in $\mathcal{H}^\phi$ obtained by letting $k$ vary in $N$ is total in $\mathcal{H}^\phi$.

Let $T_0, T_1, \ldots$ be a sequence of bounded linear operators where each $T_i$ acts on $\mathcal{H}_i$. For each fixed $n \in N$ there exists a unique bounded linear operator $\tilde{T}_n$ acting on $\mathcal{H}^\phi$ which is determined by

$$
\tilde{T}_n(\otimes_i \psi_i) = T_0 \psi_1 \otimes \ldots \otimes T_n \psi_n \otimes \psi_{n+1} \otimes \psi_{n+2} \otimes \ldots
$$

for each decomposable vector $\otimes_i \psi_i$. Similarly, one may define $\tilde{T}_J$ for each (nonempty) finite $J \subset N$. Under certain assumptions, the net $\{\tilde{T}_J\}$ converges in the strong operator topology to a bounded linear operator on $\mathcal{H}^\phi$ which is then denoted by $\otimes_i T_i$.

By [15, Part II, Proposition 6]), a sufficient condition for $\otimes_i T_i$ to exist is that

$$
\prod_i ||T_i|| < \infty \text{ and } \sum_i |1 - ||T_i\psi_i||| < \infty,
$$

in which case we have $(\otimes_i T_i) (\otimes_i \psi_i) = \otimes_i T_i \psi_i$ for all elementary decomposable vectors $\otimes_i \psi_i$.

When all $T_i$'s are unitaries (which is the case of interest in this paper) we have the following useful result will be used several times in the sequel.

**Proposition 2.3.** Let $(T_i)$ be a sequence of unitaries where each $T_i$ acts on $\mathcal{H}_i$. Then $\otimes_i T_i$ exists on $\mathcal{H}^\phi$ if and only if

$$
(*) \sum_i |1 - (T_i \psi_i, \phi_i)| < \infty,
$$

in which case $\otimes_i T_i$ is a unitary on $\mathcal{H}^\phi$ satisfying $(\otimes_i T_i)^* = \otimes_i T_i^*$.

**Proof.** Assume first that $(*)$ holds. It is then quite elementary to deduce from Guichardet's result mentioned above that $\otimes_i T_i$ and $\otimes_i T_i^*$ both exist. Moreover, these two operators are then isometries, being the strong limit of a net of unitaries, and they are easily seen to be the inverse of each other. So both are unitaries satisfying $(\otimes_i T_i)^* = \otimes_i T_i^*$.

Assume now that $T := \otimes_i T_i$ exists on $\mathcal{H}^\phi$. Then $T$ is non-zero (being an isometry), so there are elementary decomposable vectors $\otimes_i \psi_i$ and $\otimes_i \xi_i$ such that

$$
0 \neq c := (T \otimes_i \psi_i, \otimes_i \xi_i).
$$

Let $J$ be any finite subset of $N$ large enough so that $\psi_i = \xi_i = \phi_i$ for all $i \notin J$. Then we have

$$
(\tilde{T}_J \otimes_i \psi_i, \otimes_i \xi_i) = \prod_{i \in J} (T_i \psi_i, \xi_i).
$$

Since $T = \lim_J \tilde{T}_J$, we get $c = \lim_J \prod_{i \in J} (T_i \psi_i, \xi_i)$, i.e. $\prod_{i \in N} (T_i \psi_i, \xi_i)$ converges to a non-zero value. Thus we get $\sum_i |1 - (T_i \psi_i, \xi_i)| < \infty$ (see [19, Lemma 2.5.1]) and therefore $\sum_i |1 - (T_i \psi_i, \phi_i)| < \infty$ since $\psi_i = \xi_i = \phi_i$ for all but finitely many $i$'s.

$\blacksquare$
3 Infinite tensor products of projective unitary representations

In this section we shall discuss the following (loosely formulated) problem: If $U_i$ is a sequence of projective unitary representations of a group $G$, when is it possible to form the infinite tensor product $\otimes_i U_i$?

The most elementary case to consider consists obviously of picking just one projective unitary representation $U$ of $G$ on a Hilbert space $\mathcal{H}$ with associated 2-cocycle $\omega$ and trying to form the infinite tensor product of $U$ with itself infinitely many times, i.e. its infinite tensor power. For each $i \in \mathbb{N}$, put then $U_i = U$, $\mathcal{H}_i = \mathcal{H}$ and let $\phi = \{\phi_i\}$ be a sequence of unit vectors in $\mathcal{H}$.

Now, if we assume that $U^\otimes \infty(x) := \otimes_i U_i(x)$ exists on $\bigotimes_i^\infty \mathcal{H}_i$ for all $x \in G$, then Proposition 2.3 gives
\[ \sum_i |1 - (U(x)\phi_i, \phi_i)| < \infty, \]
and especially
\[ \lim_i (U(x)\phi_i, \phi_i) = 1 \]
for all $x \in G$. Letting then $\omega$ be any weak* limit point of the sequence $(\omega_{\phi_i})$ of vector states of $B(\mathcal{H})$, we have $\omega(U(x)) = 1$ for all $x \in G$, from which it follows (using the Cauchy-Schwarz inequality for states, as in [4]) that $\omega$ is multiplicative at each $U(x)$. This implies that
\[ 1 = \omega(U(x))\omega(U(y)) = \omega(U(x)U(y)) = \omega(u(x,y)U(xy)) = u(x,y) \]
for all $x, y \in G$, i.e. $u$ is the trivial 2-cocycle on $G$ and consequently, $U$ is an ordinary unitary representation of $G$.

Concerning infinite tensor powers of unitary representations, we refer to [1] in the case of the regular representation and [6] in the case of the adjoint representation. More generally, we have (cf. [9]):

**Proposition 3.1.** Let $U$ be a unitary representation of $G$ on $\mathcal{H}$.

1) If $U^\otimes \infty$ exists (i.e. $U^\otimes \infty(x)$ exists for all $x \in G$) on $\mathcal{H}^G = \bigotimes_i^G \mathcal{H}_i$ for some sequence $\phi = \{\phi_i\}$ of unit vectors in $\mathcal{H}$, then $1$ (= the trivial one-dimensional representation of $G$) is weakly contained in $U$ in the sense of Fell ([10]). (As usual, we denote this by $1 \prec U$).

2) If $G$ is countable and $1 \prec U$, then there exists a sequence $\phi = \{\phi_i\}$ of unit vectors in $\mathcal{H}$ such that $U^\otimes \infty$ exists on $\mathcal{H}^G$ (and $U^\otimes \infty$ is then a unitary representation of $G$).

**Proof.** For completeness, we sketch the proof.

1) When $U^\otimes \infty$ exists on $\mathcal{H}^G$, we have $\lim_i (U(x)\phi_i, \phi_i) = 1$ for all $x \in G$, so $1 \prec U$ by [10], 18.1.4.
2) Assume $G = \{g_1, g_2, \ldots\}, 1 \prec U$ and set $G_n = \{g_1, \ldots, g_n\}$. By a straightforward adaptation of the proof given by Eymard in [12, p. 48-49], to the present context, we obtain the following.

For each $n \in \mathbb{N}$, there exists a unit vector $\phi_n$ in $\mathcal{H}$ satisfying

$$|1 - (U(g)\phi_n, \phi_n)| < \frac{1}{n^2}$$

for all $g \in G_n$.

Let now $x \in G$ and choose $N \in \mathbb{N}$ such that $x \in G_N (\subseteq G_{N+1} \subseteq \ldots)$. Then we have

$$\sum_{i} |1 - (U(x)\phi_i, \phi_i)| = \sum_{i < N} |1 - (U(x)\phi_i, \phi_i)| + \sum_{i \geq N} |1 - (U(x)\phi_i, \phi_i)|$$

$$\leq \sum_{i < N} |1 - (U(x)\phi_i, \phi_i)| + \sum_{i \geq N} \frac{1}{i^2}$$

$$< \infty.$$

This proposition has some bearing on the concept of amenability for groups and on the concept of amenability of representations.

Concerning group-amenability, the celebrated Hulanicki-Reiter theorem asserts that $G$ is amenable if and only if $1 \prec \lambda$. Using the above proposition, it is not difficult to deduce that $G$ is countable and amenable if and only if $\lambda^{\otimes \infty}$ exists along some sequence of unit vectors in $\ell^2(G)$, as first shown in [1]. Moreover, the sequence of unit vectors may then be chosen in a specific way (cf. [8]) which we now review for later use.

We first introduce some terminology. A sequence $(F_i)$ of non-empty, finite subsets of $G$ will be called a $F$-sequence (resp. $\sigma F$-sequence) for $G$ whenever

$$\lim_{i} \frac{\#(F_i \cap xF_i)}{\#F_i} = 1 \text{ for all } x \in G,$$

(resp. $\sum_{i} |1 - \frac{\#(F_i \cap xF_i)}{\#F_i}| < \infty$ for all $x \in G$).

A $F$-sequence $(F_i)$ for $G$ is often called a Föllner sequence in the literature. We remark that the definition is usually phrased in a slightly different, but equivalent, way (involving the symmetric difference of sets) and that some authors also require that $F_i \subseteq F_{i+1}$ for every $i$. Anyhow, thanks to Föllner, one knows that $G$ is countable and amenable if and only if $G$ has a $F$-sequence. We will call $G$ for $\sigma$-amenable whenever $G$ is countable and amenable. Now, obviously, a $\sigma F$-sequence for $G$ is also a $F$-sequence. Moreover, when $G$ is $\sigma$-amenable, any $F$-sequence has some subsequence which is a $\sigma F$-sequence, as is easily checked. Hence we can also conclude that a $G$ is $\sigma$-amenable if and only if $G$ has a
\(\sigma F\)-sequence. Finally, when \((F_i)\) is a \(\sigma F\)-sequence for \(G\), \(\chi_{F_i}\) denotes the characteristic function of \(F_i\) and we set \(\phi_i := \chi_{F_i}/\#(F_i)^{1/2}\), then \(\lambda^{\otimes \infty}\) exists along the sequence \((\phi_i)\) of unit vectors in \(\ell^2(G)\): this readily follows from the equation

\[
(\lambda(x)\chi_F, \chi_F) = \#(F \cap xF)
\]

which holds for every \(x \in G\) and every non-empty, finite subset \(F\) of \(G\).

Concerning amenability of representations, we recall that a unitary representation \(\pi\) of \(G\) on a Hilbert space \(\mathcal{H}\) is called amenable (in the sense of Bekka, cf. [5]) whenever there exists a state \(\omega\) on \(\mathcal{B}(\mathcal{H})\) satisfying \(\omega(\pi(x)T\pi(x)^*) = \omega(T)\) for all \(x \in G\) and all \(T \in \mathcal{B}(\mathcal{H})\). It is easy to see that \(\pi\) is amenable whenever \(1 \not\prec \pi\), while the converse implication is not necessarily true. Bekka has shown that \(\pi\) is amenable if and only if \(1 \prec \pi \otimes \overline{\pi}\), and that amenability of a group is characterized by the fact that all its unitary representations are amenable (and it suffices to check this for its regular representation). However, many non-amenable groups, such as non-abelian free groups, do have amenable representations. Hence, using the above proposition, it is clear that one may produce examples of unitary representations of non-amenable groups for which the associated infinite tensor power representation exists.

The next natural step now is to try to form the infinite tensor product of a sequence of (possibly different) unitary representations of \(G\). In the simple case where \(G = \mathbb{Z}\), this boils down to the question of existence of the infinite tensor product of a sequence of unitary operators, and we have no more conceptual answer to this question than the one provided by Proposition 2.3. In the case where \(G\) is a group acting on some standard Borel space \(S\) with a quasi-invariant measure, one may construct sequences of unitary representations of \(G\) associated with suitably chosen Borel 1-cocycles on \(S \times G\) and study the existence of the resulting infinite tensor products, essentially along the same lines as in [16]. Since this would lead us too far away from our main task, we don't elaborate on this matter here. Therefore, we arrive to the final step of generality, which is to consider a sequence of projective unitary representations. Before attacking the (main) problem whether it is possible to form an infinite tensor product of such a sequence in some cases, we first show that this construction, when possible, produces a new projective unitary representation of \(G\), and also make some general observations.

**Theorem 3.2.** Let \(U_i\) be a sequence of projective unitary representations of \(G\) acting respectively on a Hilbert space \(\mathcal{H}_i\) and with associated \(u_i \in Z^2(G, \mathbb{T})\). Let \(\phi = (\phi_i)\) be a sequence of unit vectors where each \(\phi_i \in \mathcal{H}_i\). Assume that \(\otimes_i U_i(x)\) exists on \(\mathcal{H}^\phi = \otimes_i^\phi \mathcal{H}_i\) for each \(x \in G\). Then we have

i) \((u_i)\) is a product sequence in \(Z^2(G, \mathbb{T})\).

ii) The map \(x \to U^\phi(x) := \otimes_i U_i(x)\) is a projective unitary representation of \(G\) on \(\mathcal{H}^\phi\) with \(u = \prod_i u_i\) as its associated 2-cocycle.

**Proof.** We notice first that Proposition 2.3 implies that each \(U^\phi(x) := \otimes_i U_i(x)\) is a unitary.
i) Let \( g, h \in G \). We must show that \( \prod_i u_i(g, h) \) converges. Now

\[ \otimes_i U_i(gh) \]

and

\[ (\otimes_i U_i(g))(\otimes_i U_i(h)) = \otimes_i U_i(g)U_i(h) = \otimes_i u_i(g, h)U_i(gh) \]

are both unitaries. Putting \( a_i = (U_i(gh))\phi_i, \phi_i \), we deduce from Proposition 2.3 that

\[ \sum_i |1 - a_i| < \infty \quad \text{and} \quad \sum_i |1 - u_i(g, h)a_i| < \infty. \]

This implies that \( \sum_i |1 - u_i(g, h)| < \infty \), and therefore that \( \prod_i u_i(g, h) \) converges, as desired. (We use here implicitly that whenever \( z \in \mathbb{T} \) and \( a \in \mathbb{C} \), then \( |1 - z| = |1 - \bar{z}| \leq |1 - a| + |a - \bar{z}| = |1 - a| + |za - 1|).

ii) Using i) we get

\[ U^\phi(x)U^\phi(y) = \otimes_i u_i(x, y)U_i(xy) = \prod_i u_i(x, y) \otimes_i U_i(xy) = u(x, y)U^\phi(xy) \]

for all \( x, y \in G \), as asserted. \( \square \)

The following corollary is now easily deduced from Proposition 2.2:

**Corollary 3.3.** Under the same assumptions and with the same notation as in Theorem 3.2, we have:

i) If \( U_k \) is equal to \( \lambda_{u_k} \) for one \( k \), then \( U^\phi \) is unitarily equivalent to \( \lambda_u \otimes I_{\mathcal{H}^c} \), where \( \mathcal{H}^c \) denotes the infinite tensor product \( \otimes_{i\neq k}^c \mathcal{H}_i \) along the sequence \( \phi = (\phi_i)_{i \neq k} \).

ii) \( \lambda \otimes U^\phi \) is unitarily equivalent to \( \lambda_u \otimes I_{\mathcal{H}^c} \).

The case where infinitely many of the \( U_i \)'s in Theorem 3.2 are projective regular representations of \( G \) can not occur when \( G \) is uncountable or non-amenable. This follows easily from our next theorem:

**Theorem 3.4.** Let \( (u_i) \) be a sequence in \( Z^2(G, T) \) and set \( U_i = \lambda_{u_i} \) for every \( i \). Let \( \phi = (\phi_i) \) be a sequence of unit vectors in \( \ell^2(G) \). Assume that \( \otimes_i U_i(x) \) exists on \( \mathcal{H}^c = \otimes_i^c \ell^2(G) \) for each \( x \in G \). Then \( G \) is \( \sigma \)-amenable.

**Proof.** Let us first mention that if \( u_i \sim 1 \) for all but finitely many \( i \)'s, then the result is quite easily obtained by reorganizing part of the proof of Theorem 5 in [1]. Furthermore, the proof of the general case is similar and requires only that one now takes advantage of the existence of an "absolute value" in \( \ell^2(G) \), cf. [6] for this terminology. A sketch is as follows.

By hypothesis, \( \sum_i |1 - (U_i(x)\phi_i, \phi_i)| < \infty \) for every \( x \in G \). Notice that

\[ |(U_i(x)\phi_i, \phi_i)| \leq (\lambda(x)|\phi_i|, |\phi_i|) \leq 1. \]
Therefore, setting \( f_i(x) := |(U_i(x)\phi_i, \phi_i)| \geq 0 \) we have \( 0 \leq f_i \leq 1, f_i \in C_0(G) \) and \( f_i \to 1 \) pointwise. Then \( f_i^{-1}([1/2, 1]) =: H_i \) is finite, and \( G = \cup_i H_i \) is therefore countable. Moreover, we get
\[
(\lambda(x)|\phi_i, |\phi_i|) \to 1 \quad (x \in G),
\]
so \( 1 < \lambda \) and the amenability of \( G \) follows.

We now turn our attention to the problem of showing that it is possible to form the infinite tensor product of a sequence of projective unitary representations of \( G \), at least in some specific situations. Some concrete examples illustrating our results will be given in the next section.

In view of Theorem 3.4, it is quite natural to wonder whether some converse holds. So we assume that \( G \) is \( \sigma \)-amenable, let \( (u_i) \) be a product sequence in \( Z^2(G, T) \) and set \( U_i = \lambda u_i \) for every \( i \). The question is then whether it does always exist a sequence \( \phi = (\phi_i) \) of unit vectors in \( \ell^2(G) \) such that \( \otimes_i U_i \) exists on \( H^\delta = \otimes_i \ell^2(G) \), i.e. such that
\[
\sum_i |1 - (U_i(x)\phi_i, \phi_i)| < \infty \text{ for all } x \in G.
\]

It is conceivable that the answer to this question is positive and we shall provide a partial answer in this direction. Our approach is based on the following inequality:
\[
(*) \sum_i |1 - (U_i(x)\phi_i, \phi_i)| \leq \sum_i |1 - (\lambda(x)\phi_i, \phi_i)| + \sum_i |(\lambda(x) - U_i(x))\phi_i, \phi_i)|
\]
which is valid for every \( x \in G \) and every sequence \( (\phi_i) \subset \ell^2(G) \), as follows from the triangle inequality.

Now, since \( G \) is assumed to be \( \sigma \)-amenable, we can surely find some sequence \( (\phi_i) \) of unit vectors in \( \ell^2(G) \) making the first sum of the right hand side of the above inequality convergent for every \( x \in G \), and the problem is then whether \( (\phi_i) \) can also be chosen so that the second sum is convergent for every \( x \in G \). There is some flexibility of choice here and it is not difficult to see that this might be achieved if one is willing to eventually replace \( (U_i) \) by one suitably chosen subsequence if necessary. We illustrate this by showing that all \( \phi_i \)'s may then even be chosen as normalized characteristic functions associated with some \( \sigma F \)-sequence for \( G \).

We first record an easy calculation. Let \( \chi_F \) denote the characteristic function of some finite (non-empty) subset \( F \subset G \) and set \( \phi_F := \chi_F / (\#F)^{1/2} \). Let \( u \in Z^2(G, T) \). Then we have
\[
(\lambda_u(x)\phi_F, \phi_F) = \frac{1}{\#F} \sum_{y \in F \cap x_F} u(y^{-1}, x)
\]
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and therefore

\[(\lambda(x) - \lambda_u(x))\phi_F, \phi_F) = \frac{1}{\# F} \sum_{y \in F \cap xF} (1 - u(y^{-1}, x))\]

for all \(x, y \in G\).

**Theorem 3.5.** Let \((u_i)\) be a sequence in \(L^2(G, \mathbb{T})\) and assume that \(G\) (is \(\sigma\)-amenable and) has a \(\sigma F\)-sequence \((F_i)\) which satisfies

\[(1) \quad \sum_i \frac{1}{\# F_i} \sum_{y \in F_i} |1 - u_i(y^{-1}, x)| < \infty \text{ for all } x \in G,
\]

or

\[(2) \quad \sum_i \frac{1}{\# F_i} \left| \sum_{y \in F_i \cap xF_i} (1 - u_i(y^{-1}, x)) \right| < \infty \text{ for all } x \in G.
\]

Set \(U_i = \lambda_{u_i}\) and \(\phi_i := \chi_{F_i}/(\# F_i)^{1/2}\) for every \(i\).

Then \(\phi = (\phi_i)\) is a sequence of unit vectors in \(L^2(G)\) such that \(\otimes_i U_i\) exists on \(\mathcal{H}^\phi = \otimes_i^\infty L^2(G)\).

**Proof.** Since (1) clearly implies (2), we assume that (2) holds. Using the inequality (*) above, we get

\[\sum_i |1 - (U_i(x)\phi_i, \phi_i)| \leq \sum_i |1 - \frac{\#(F_i \cap xF_i)}{\# F_i}| + \sum_i \frac{1}{\# F_i} \left| \sum_{y \in F_i \cap xF_i} (1 - u_i(y^{-1}, x)) \right|
\]

for all \(x \in G\). By assumption, both sums on the right hand side of this inequality are convergent for all \(x \in G\), and we can therefore conclude that the left hand side converges for all \(x \in G\), as desired. \(\Box\)

Clearly, if \(u_i = 1\) for all but finitely many \(i\)'s, any \(\sigma F\)-sequence \((F_i)\) for \(G\) trivially satisfies (1) (and (2)). In this case, the above theorem could also have been deduced from [9] or [1].

This theorem enables us to obtain the following general existence results.

**Corollary 3.6.** Let \(G\) be \(\sigma\)-amenable and let \((v_j)\) be a product sequence in \(L^2(G, \mathbb{T})\). Then there exist a subsequence \((u_i)\) of \((v_j)\) and a sequence \(\phi = (\phi_i)\) of unit vectors in \(L^2(G)\) such that \(\otimes_i \lambda_{u_i}\) exists on \(\mathcal{H}^\phi = \otimes_i^\infty L^2(G)\).

**Proof.** First we pick a \(\sigma F\)-sequence \((F_i)\) for \(G\) and a growing sequence \((H_i)\) of non-empty finite subsets of \(G\) satisfying \(\cup_i H_i = G\). Since the (pointwise) product \(\prod_j v_j\) exists, we can choose a subsequence \((u_i)\) of \((v_j)\) satisfying

\[|1 - u_i(y^{-1}, x)| \leq 1/i^2 \text{ for all } x \in H_i, y \in F_i, i \in \mathbb{N}.
\]
Let $x \in G$ and choose $N \in \mathbb{N}$ such that $x \in H_N$. Then we get

$$\sum_i \frac{1}{\# F_i} \left| \sum_{y \in F_i} [1 - u_i(y^{-1}, x)] \right|$$

$$\leq \sum_{i < N} 2 + \sum_{i \geq N} \frac{1}{\# F_i} \sum_{y \in F_i} 1/i^2$$

$$= 2(N - 1) + \sum_{i \geq N} 1/i^2 < \infty.$$ 

This shows that $(F_i)$ satisfies (1) in Theorem 3.5, from which the result then clearly follows. 

**Corollary 3.7.** Let $G$ be $\sigma$-amenable. Then there always exist some 1-free product sequence $(u_i)$ in $Z^2(G, \mathbb{T})$ and some sequence $\phi = (\phi_i)$ of unit vectors in $\ell^2(G)$ such that $\otimes_i \lambda_{u_i}$ exists on $\mathcal{H}^\phi = \otimes_i \ell^2(G)$. If $H^2(G, \mathbb{T})$ is non-trivial and $1 \neq [u] \in H^2(G, \mathbb{T})$, then the sequence $(u_i)$ above may chosen so that $u = \prod_i u_i$.

**Proof.** Since 1-free product sequences do exist in $B^2(G, \mathbb{T})$ and 1-freeness is clearly preserved when passing to subsequences, the first assertion follows from the previous corollary. The 1-free product sequence $(u_i)$ is then in $B^2(G, \mathbb{T})$. Therefore (by closedness) $\prod_i u_i \in B^2(G, \mathbb{T})$, so we may write it as $d\rho$ for some normalized $\rho : G \to \mathbb{T}$. Assume now $H^2(G, \mathbb{T})$ is non-trivial and $1 \neq [u] \in H^2(G, \mathbb{T})$. Set $v_i = d\rho u$ and $v_{i+1} = u_{i-1}, i > 1$. Then $(v_i)$ is a 1-free product sequence satisfying $u = \prod_i v_i$. Further we can define a new sequence $\psi = (\psi_i)$ of unit vectors in $\ell^2(G)$, by setting $\psi_1 = \delta_e$ and $\psi_i = \psi_{i-1}, i > 1$. It is then obvious that $\otimes_i \lambda_{u_i}$ exists on $\mathcal{H}^\psi$, which proves the second assertion.  

**Remarks.**

1) It follows from Corollary 3.3 that representations obtained as the infinite tensor product of projective regular representations are never irreducible.

2) It is unknown to us whether the second assertion of the Corollary 3.7 may be strengthened into that all $u_i$ may be chosen to be non-trivial in cohomology if one assumes that $H^2(G, \mathbb{T})$ is infinite (the above proof ensures only that one of the $u_i$'s satisfies this requirement). We will see that this may be done in an example considered in Section 4.

3) Let $G$ be $\sigma$-amenable and let $(u_i)$ and $(v_i)$ be two sequences in $Z^2(G, \mathbb{T})$ satisfying $v_i \sim_{\rho_i} u_i$ for every $i$. Assume that $\otimes_i \lambda_{u_i}$ exists on $\mathcal{H}^\phi = \otimes_i \ell^2(G)$ for some sequence $\phi = (\phi_i)$ of unit vectors in $\ell^2(G)$. As $\prod_i v_i$ does not necessarily exist, it may happen that $\otimes_i \lambda_{v_i}$ can not be formed at all (cf. Theorem 3.2). However, it is quite clear that $\rho_1 \lambda_{v_1} \otimes \rho_2 \lambda_{v_2} \otimes \cdots$ exists on $\otimes^\infty \ell^2(G)$, where $\psi_i$ is defined by $\psi_i(x) = \rho_i(x^{-1})\phi_i(x)$, and this may be considered as a problem of gauge fixing. On the other hand, let us also assume that $\otimes_i \lambda_{v_i}$ exists on
\( \mathcal{H}^\psi = \bigotimes_i \ell^2(G) \) for some sequence \( \psi = (\psi_i) \) of unit vectors in \( \ell^2(G) \). Then we may conclude that \( \bigotimes_i \lambda_{u_i} \) is, up to unitary equivalence, just a perturbation of \( \bigotimes_i \lambda_{u_i} \).

(To prove this, we first appeal to Theorem 3.2 and obtain that both \( u = \prod_i u_i \) and \( v = \prod_i v_i \) exist. Using Lemma 2.1 we may then write \( v = \oplus \rho u \) for some normalized \( \rho : G \to \mathbb{T} \). Now, using that \( \lambda_v \simeq \rho \lambda_u \) and Corollary 3.3, we get

\[
\bigotimes_i \lambda_{u_i} \simeq \lambda_v \otimes I \simeq \rho (\lambda_u \otimes I) \simeq \rho \bigotimes_i \lambda_{u_i},
\]

where \( I \) denotes the identity representation of \( G \) on any infinite separable Hilbert space)

4) To produce examples of infinite tensor product of projective unitary representations of not necessarily amenable groups, one can proceed as follows. Let \( G \) be any countable group possessing a non-trivial amenable factor group \( K \) (one can here for instance let \( G \) be any non-perfect, non-amenable group, e. g. any non-abelian countable free group, since \( G/[G,G] \) is then non-trivial and abelian) and let \( (v_i) \) be a sequence in \( Z^2(K, \mathbb{T}) \) such that \( \bigotimes_i \lambda_{v_i} \) exists on \( \bigotimes_i \ell^2(K) \). Using the canonical homomorphism \( \pi : G \to K \), we may lift each \( v_i \) to a \( u_i \in Z^2(G, \mathbb{T}) \) in an obvious way. Now, set \( U_i(x) := \lambda_v, (\pi(x)), (x \in G) \), for each \( i \). It is then a simple matter to check that each \( U_i \) is a projective unitary representation of \( G \) on \( \ell^2(K) \) associated to \( u_i \), and that \( \bigotimes_i U_i \) exists on \( \bigotimes_i \ell^2(K) \).

We now turn to another class of examples which is in spirit related to the setting of the Stone-Mackey-von Neumann theorem, i. e. with so called CCR-representations of a locally compact group and its dual (cf. [24]). Our approach is different from the one in [17], which deals with CCR-representations of the direct sum of countably many copies of \( \mathbb{R} \) on infinite tensor product spaces.

We consider two discrete groups \( A \) and \( B \) satisfying the following weak form of duality: we assume that there exists a non-trivial bilinear map \( \sigma : A \times B \to \mathbb{T} \). This amounts to assume that the abelianized groups \( A_{ab} \), and \( B_{ab} \) satisfy the same weak form of duality, but it seems worthwhile not restricting at once to the case of abelian groups, even if this may cause some degeneracy. We just mention here one simple example where this type of weak duality is present: Let \( A = \mathbb{Z} \) and \( B \) be any group satisfying \( B_{ab} \neq \{0\} \). Then pick \( 1 \neq \gamma \in \text{Hom}(B, \mathbb{T}) \) and define \( \sigma(n, b) = \gamma(b)^n \) \( (n \in \mathbb{Z}, b \in B) \).

Going back to our general setting, we set \( G = A \times B \) and define \( u_\sigma : G \times G \to \mathbb{T} \) by

\[
u_\sigma((a_1, b_1), (a_2, b_2)) = \sigma(a_2, b_1).
\]

There is some obvious arbitrariness in this definition, and our choice is governed by what follows. First, it is an easy exercise to check that \( u_\sigma \) is a non-trivial 2-cocycle on \( G \) (in fact a bicharacter). When both \( A \) and \( B \) are abelian, then \( [u_\sigma] \neq 1 \) in \( H^2(G, \mathbb{T}) \), as follows from [18] since \( u_\sigma \) is clearly non-symmetric. Secondly, it is well known that there is a canonical way to produce a projective unitary representation \( U_\sigma \) of \( G \) on \( \ell^2(B) \) associated with \( u_\sigma \). We recall this
construction (and remark that a similar representation can be constructed on \( L^2(A) \) in an analogous way):

For each \( a \in A, b \in B \) we set \( \sigma_a(b) = \sigma(a,b) \), so the map \( (a \mapsto \sigma_a) \) belongs to \( \text{Hom}(A, \hat{B}) \) where \( \hat{B} := \text{Hom}(B, T) \). Let then \( V_\sigma(a) \) denote the multiplication operator by the function \( \sigma_a \) on \( L^2(B) \) and \( \lambda_B \) be the left regular representation of \( B \) on \( L^2(B) \). By computation we have

\[
V_\sigma(a) \lambda_B(b) = \sigma(a,b) \lambda_B(b) V_\sigma(a)
\]

for all \( a \in A, b \in B \). If we now put \( U_\sigma(a,b) := V_\sigma(a) \lambda_B(b) \) for all \( (a,b) \in G \), then \( U_\sigma \) is as desired. The triple \( \{V_\sigma, \lambda_B, L^2(B)\} \) is a CCR-representation of \( \sigma \) if we agree to call a triple \( \{V, W, \mathcal{H}\} \) for a CCR-representation of \( \sigma \) whenever \( V \) and \( W \) are unitary representations of respectively \( A \) and \( B \) on \( \mathcal{H} \) which satisfy the CCR-relation

\[
V(a)W(b) = \sigma(a,b) W(b)V(a)
\]

for all \( a \in A, b \in B \). There is an obvious 1-1 correspondence between CCR-representations of \( \sigma \), projective unitary representations of \( \hat{G} \) associated with \( u_\sigma \) and nondegenerate representations of \( C^*(G, u_\sigma) \). For the sake of completeness, we mention that the \( C^* \)-algebra \( C^*(G, u_\sigma) \) may be decomposed as the ordinary crossed product \( C^*(B) \rtimes_\alpha A \) where \( \alpha \) is the action of \( A \) on \( C^*(B) \) naturally induced by the homomorphism \( (a \mapsto \sigma_a) \) from \( A \) into \( \hat{B} \) (and analogously as the crossed product of \( C^*(A) \) by the induced action of \( B \)).

Assume now that \( (\sigma_i) \) is a sequence of bilinear maps from \( A \times B \) into \( T \). (In the example mentioned earlier, this is achieved by first picking a sequence in \( \text{Hom}(B, T) \)). Then we set \( U_i := U_{\sigma_i} \), and consider the question: when is it possible to form \( \bigotimes_i U_i \) on \( \bigotimes_i L^2(B) \) for some sequence \( \phi = (\phi_i) \) of unit vectors in \( L^2(B) \)? Or, equivalently, when is it possible to form the infinite tensor product of the CCR-representations associated with the \( \sigma_i \)'s? In the case of a positive answer \( \prod_i u_{\sigma_i} \) will exist (as a consequence of Theorem 3.2), so \( \prod_i \sigma_i \) will then exist too and the infinite tensor product of the CCR-representations associated with the \( \sigma_i \)'s will be a CCR-representation of this product map.

Since \( U_i(e,b) = \lambda_B(b) \), we must at least require that \( B \) is \( \sigma \)-amenable and \( \phi \) is chosen so that \( \bigotimes_i \lambda_B \) exists on \( \bigotimes_i L^2(B) \), in accordance with Theorem 3.4. The question reduces then clearly to whether \( \phi \) can also be chosen so that \( \bigotimes_i V_{\sigma_i} \) exist on \( \bigotimes_i L^2(B) \), i. e. whether

\[
\sum_i |1 - (V_{\sigma_i}(a) \phi_i, \phi_i)| = \sum_i |1 - (\sigma_i)_a \phi_i, \phi_i)| < \infty
\]

holds for every \( a \in A \). Remark that our first requirement on \( \phi \) prevents us from choosing \( \phi_i = \delta_i \) for every \( i \), which would have made all these sums convergent in a trivial way. Choosing \( \phi \) to be associated with a \( \sigma \)-sequence for \( B \) leads to the following:
Theorem 3.8. Let notation be as introduced above. Assume that $B$ is $\sigma$-amenable and let $(F_i)$ be a $\sigma F$-sequence for $B$. Set $\phi = (\phi_i)$ where $\phi_i := \chi_{F_i} / \#(F_i)^{1/2}$. Then $\otimes_i U_i$ exists (as a representation of $G = A \times B$) on $\otimes_i \ell^2(B)$ whenever

$$\sum_i \frac{1}{\#(F_i)} \sum_{b \in F_i} (1 - \sigma_i(a,b)) < \infty$$

for every $a \in A$.

Proof. As we have

$$|1 - (\sigma_i(a) \phi_i, \phi_i)| = \frac{1}{\#(F_i)} \sum_{b \in F_i} (1 - \sigma_i(a,b))$$

for every $a \in A$, this is just a consequence of the above discussion. \qed

4 The case of free abelian groups

The purpose of this section is to exhibit concrete situations where our results in the previous section apply. We consider only the simple but instructive case where $G$ is a finitely generated free abelian group, although it could be interesting to consider other groups for which the second cohomology group has been computed, e.g., the 3-dimensional integer Heisenberg group (see [20]).

We let $N \in \mathbb{N}$ and set $G = \mathbb{Z}^N$. When $x = (x_1, \ldots, x_N) \in G$, we set

$$|x|_1 = \sum_{j=1}^N |x_j| \quad \text{and} \quad |x|_\infty = \max\{|x_i|, i = 1, \ldots, N\}.$$ 

When $m \in \mathbb{N}$, we define $K_m \subset G$ by

$$K_m = \{x \in G \mid |x|_\infty \leq m\} (= \{0, 1, \ldots, m\}^N).$$

To each $N \times N$ real matrix $A$, one may associate $u_A \in Z^2(G, \mathbb{T})$ by

$$u_A(x, y) = e^{i\pi (Ax)}.$$ 

Obviously, one may assume without loss of generality that $A \in M_N((-\pi, \pi])$, i.e., all of $A$'s coefficients belong to $(-\pi, \pi]$. It is quite easy to see that $u_A \in B^2(G, \mathbb{T})$ if and only if $A$ is symmetric. In fact, we have $[u_A] = [u_B]$ where $B$ denotes the skew-symmetric part of $A$, i.e., $B = (A - A^t)/2$. Thus every element in $H^2(G, \mathbb{T})$ may be written as $[u_A]$ for some skew-symmetric $A \in M_N((-\pi, \pi])$. We refer to [2, 3] for proofs of these facts. Twisted group $C^*$-algebras of the form $C^*(G, u_A)$ are often called noncommutative N-tori (since $C^*(G, u_A)$ is isomorphic to the continuous functions on the N-torus in the case where $A$ is symmetric).
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It will be convenient for us to use the following norm on $M_N(\mathbb{R})$: when $A = [a_{ij}] \in M_N(\mathbb{R})$, we set $|A|_\infty = \max\{|a_{ij}|, 1 \leq i, j \leq N\}$.

We first record a technical lemma.

**Lemma 4.1.** Let $A \in M_N((\pi, \pi])$, $x, y \in G$ and $m \in \mathbb{N}$. Then

1. $|1 - u_A(x, y)| \leq |A|_\infty |x|_1 |y|_1$
2. $\sum_{x \in K_m} |x|_1 = \frac{N m(m+1)^N}{2}$
3. $1 - \frac{\#(x+K_m) \cap K_m}{\# K_m} \leq \frac{|x|_1}{m+1}$

**Proof.** 1) follows from $|1 - e^{ix \cdot (A y)}| \leq |x \cdot (A y)| \leq |A|_\infty |x|_1 |y|_1$.
2) $\sum_{x \in K_m} |x|_1 = \sum_{j=1}^N \sum_{x \in K_m} |x_j| = N (m+1)^N - (\sum_{k=0}^n k) = \frac{N m(m+1)^N}{2}$.
3) $1 - \frac{\#(x+K_m) \cap K_m}{\# K_m} \leq \frac{(m+1)^N - 1}{(m+1)^N} - |x|_1 = \frac{|x|_1}{m+1}$.

**Proposition 4.2.** Let $(A_i)$ be a sequence in $M_N((\pi, \pi])$ and $(m_i)$ be a sequence in $\mathbb{N}$. For each $i \in \mathbb{N}$, we set

$F_i = K_{m_i} \subset G$, 

$\phi_i = \frac{1}{(\# F_i)^{1/2}} \chi_{F_i} \in \ell^2(G)$,

$u_i = u_{A_i} \in Z^2(G, \mathbb{T})$.

Then we have:

1) $(F_i)$ is a $F$-sequence for $G$ if and only if $m_i \rightarrow +\infty$.

2) $(F_i)$ is a $\sigma F$-sequence for $G$ if and only if $\sum_{i=1}^\infty \frac{1}{m_i} < \infty$.

3) $\prod_i u_i$ exists $\Leftrightarrow \sum_i |A_i|_\infty < \infty$.

4) The projective unitary representation $\otimes_i \lambda_{u_i}$ of $G$ exists on $\ell^2(G)$ whenever

$$\sum_{i=1}^\infty \frac{1}{m_i} < \infty \text{ and } \sum_{i=1}^\infty m_i |A_i|_\infty < \infty$$

(and then $\prod_i u_i$ is the associated 2-cocycle).
Proof. The nontrivial parts of (1) and (2) are consequences of Lemma 4.1, part (3).

Assertion (3) relies on the inequality $2|\theta|/\pi \leq |1 - e^{i\theta}| \leq |\theta|$ which holds when $|\theta| \leq \pi$.

Concerning (4) let $x, y \in G$. Then we have

\[
\frac{1}{\#F_i} \sum_{y \in F_i} |1 - u_i(-y, x)| \leq \frac{1}{(m_i + 1)^N} \left( \sum_{y \in F_i} |A_i|_{1\infty} |x|_1 |y|_1 \right) \quad \text{(by Lemma 4.1, (1))}
\]

\[
= \frac{|x|_1 |A_i|_{1\infty}}{(m_i + 1)^N} \sum_{y \in F_i} |y|_1
\]

\[
= \frac{|x|_1 |A_i|_{1\infty} Nm_i(m_i + 1)^N}{2} \quad \text{(by Lemma 4.1, (2))}
\]

\[
= \frac{N|x|_1}{2} m_i |A_i|_{1\infty}
\]

for every $i \in \mathbb{N}$. Hence we have

\[
\sum_i \frac{1}{\#F_i} \sum_{y \in F_i} |1 - u_i(-y, x)| \leq \frac{N|x|_1}{2} \sum_i m_i |A_i|_{1\infty}.
\]

Now if we assume that $\sum_{i=1}^{\infty} \frac{1}{m_i} < \infty$ and $\sum_{i=1}^{\infty} m_i |A_i|_{1\infty} < \infty$, then $\{F_i\}$ is a $\sigma F$-sequence for $G$ (by (2)) and $\sum_i \frac{1}{\#F_i} \sum_{y \in F_i} |1 - u_i(-y, x)| < \infty$ for all $x \in G$, and the conclusion follows from Theorem 3.5 (since condition (1) in this theorem is satisfied).

Example. Let $A \in M_N([-\pi, \pi])$ and set $A_i = 2^{-i} A$ and $u_i = u_{A_i} (i \in \mathbb{N})$. Then clearly $u_A = \prod_i u_{A_i}$. Further, if we let $m_i = i^2$, then $\sum_i 1/m_i < \infty$ and $\sum_i m_i |A_i|_{1\infty} = |A|_{1\infty} \sum_i i^2/2^i < \infty$ so (4) in the above Proposition applies. Corollary 3.3 then gives

\[
\lambda_{u_A} \otimes I \cong \otimes_i \lambda_{u_i},
\]

thus producing an infinite tensor product decomposition of the amplification of $\lambda_{u_A}$. Using this we may clearly obtain a faithful representation of the noncommutative $\mathbb{N}$-torus $C^*(G, u_A) \cong C^*_r(G, u_A)$ onto the $C^*$-algebra generated by $\otimes_i \lambda_{u_i}$. Notice also that $[u_A]$ is non-trivial if and only if all $[u_i]$ are non-trivial (cf. our earlier remarks in Sections 2 and 3).

Remark. We don't know whether statement (4) in Proposition 4.2 may be strengthened to the optimal statement: $\otimes_i \lambda_{u_i}$ exists on $\otimes_i L^2(G)$ whenever $\sum 1/m_i < \infty$ and $\sum_i |A_i|_{1\infty} < \infty$. In the proof of (4), we appeal to condition (1) in Theorem 3.5. One may wonder whether this better result could be obtained by appealing to condition (2) in Theorem 3.5.

We shall now exhibit projective unitary representations arising from CCR-representations of bilinear maps on some direct product decomposition of $G$. 


Infinite tensor products and projective representations

We assume from now on that \( N \geq 2 \) and write \( G = \mathbb{Z}^N \cong \mathbb{Z}^P \times \mathbb{Z}^Q \) where \( 1 < P, Q < N \) and \( P + Q = N \).

To each \( P \times Q \) matrix \( D \) with coefficients in \( (-\pi, \pi) \), one may associate a bilinear map \( \sigma_D : \mathbb{Z}^P \times \mathbb{Z}^Q \to \mathbb{T} \) by

\[
\sigma_D(a, b) = e^{i\alpha(Db)}.
\]

Following the construction described at the end of the previous section, we obtain a CCR-representation of \( \sigma_D \) on \( \ell^2(\mathbb{Z}^Q) \), or, equivalently, a projective unitary representation \( U_D \) of \( G = \mathbb{Z}^N \) with associated 2-cocycle \( u^D \). This cocycle is easy to describe: a simple computation gives

\[
u^D(x, y) = e^{i\alpha(Dy)} \quad (x, y \in G)
\]

where \( D \) is the \( N \times N \) matrix given by

\[
\tilde{D} = \begin{pmatrix}
0 & 0 \\
-D^t & 0
\end{pmatrix}.
\]

Notice that \( u^D = u_{\tilde{D}} \) and \( [u^D] \) is non-trivial whenever \( D \neq 0 \).

**Proposition 4.3.** Let \( (D_i) \) be a sequence of \( P \times Q \) matrices with coefficients in \( (-\pi, \pi) \), and let \( (U_i) = (U_{D_i}) \) be the associated sequence of projective unitary representations of \( G \) on \( \ell^2(\mathbb{Z}^Q) \). Let \( (n_i) \) be a sequence in \( \mathbb{N} \).

Set \( H_i = \{ b \in \mathbb{Z}^Q \mid |b|_{\infty} \leq n_i \} \) and \( \psi_i = 1/(\#H_i)^{1/2} \chi_{H_i} \) \( (i \in \mathbb{N}) \).

Then \( \otimes_i U_i \) exists on \( \oplus_i \ell^2(\mathbb{Z}^Q) \) whenever \( \sum n_i < \infty \) and \( \sum n_i 1/n_i < \infty \) and \( \sum_{i} n_i |D_i|_{\infty} < \infty \).

**Proof.** This follows from Theorem 3.8. As the details are quite similar to the proof of the previous proposition, we leave these to the reader. \( \square \)

**Example.** We take \( P = Q = 1 \) so that \( G = \mathbb{Z} \times \mathbb{Z} = \mathbb{Z}^2 \), and let \( (D_j) = (\theta_j) \) be a sequence in \( (-\pi, \pi) \). This gives rise to the sequence \( (U_j) \) of representations of \( \mathbb{Z}^2 \) on \( \ell^2(\mathbb{Z}) \) with associated 2-cocycles

\[
u_j(x, y) = e^{-i\alpha_{\theta_j}x_1y_2} \quad (x, y \in \mathbb{Z}^2).
\]

By Proposition 4.3 we can then form the infinite tensor representation \( \otimes_j U_j \) whenever we can choose a sequence \( (n_j) \) in \( \mathbb{N} \) such that \( \sum j/n_j < \infty \) and \( \sum j n_j |\theta_j| < \infty \) (e.g. \( n_j = j^2 \) will do if \( \langle \theta_j \rangle \) is bounded).

A more careful analysis of this situation (still based on Theorem 3.8) involving the familiar Dirichlet sums gives that \( \otimes_j U_j \) will exist whenever we can choose \( (n_j) \) such that

\[
\sum \frac{1}{n_j} < \infty \text{ and } \sum j |1 - \frac{1}{2n_j + 1} \sin((2n_j + 1)\theta_j/2)/\sin(\theta_j/2)| < \infty.
\]

Assuming that \( \sum j |\theta_j| < \infty \) (so \( \prod U_j \) exists), it would be interesting to know whether such a choice of \( (n_j) \) can always be made.

It is well known that \( U_j \) is an irreducible projective representation of \( \mathbb{Z}^2 \) on \( \ell^2(\mathbb{Z}) \) if and only if \( \theta_j/\pi \) is irrational. A problem which ought to be investigated in the future is to find conditions (if any) ensuring that \( \otimes_j U_j \) (exists and) is irreducible.
5 Infinite products of actions

For each $i \in \mathbb{N}$ let $\mathcal{H}_i$ be a Hilbert space, $\phi_i \in \mathcal{H}_i$ a unit vector, $\mathcal{M}_i \subset B(\mathcal{H}_i)$ a von Neumann algebra and $\alpha_i : G \to \text{Aut}(\mathcal{M}_i)$ an action of $G$ on $\mathcal{M}_i$. We denote by $I_i$ the identity operator on $\mathcal{H}_i$. We can form the $*$-algebra $\varrho_i \mathcal{M}_i$ (resp. von Neumann algebra $\varphi_i(\mathcal{M}_i, \phi_i)$) acting on $\bigotimes_{i \in J}^{\phi_i} \mathcal{H}_i$ generated by operators of the form $\varrho_i T_i$ where $T_i \in \mathcal{M}_i$ and $T_i = I_i$ for all but finitely many $i$'s. At the $*$-algebraic level we can easily define an action $\varrho_i \alpha_i$ of $G$ on $\bigotimes_{i \in J}^{\phi_i} \mathcal{M}_i$ such that for every finite $J \subset \mathbb{N}$ we have

$$\bigotimes_{i \in J}^{\phi_i} \alpha_i((\otimes_{i \in J} T_i) \otimes (\otimes_{i \notin J} I_i)) = (\otimes_{i \in J} \alpha_i(T_i)) \otimes (\otimes_{i \notin J} I_i).$$

One natural question is whether $\varrho_i \alpha_i$ may be extended to an action of $G$ on the von Neumann algebra $\varphi_i(\mathcal{M}_i, \phi_i)$. As we shall see, the answer may be negative in some situations, regardless of the choice of unit vectors $\phi_i$.

We consider only the case where each $\alpha_i(g)$ is unitarily implemented, i.e. for every $i$ and $g$ we can write $\alpha_i(g) = \text{Ad}(U_i(g))$, where $U_i(g)$ is a unitary on $\mathcal{H}_i$. This assumption is automatically satisfied for many classes of von Neumann algebras (see [25], §8).

Let us first remark that the following condition:

$$(*) \quad \sum_i (1 - |(U_i(g)\phi_i, \phi_i)|) < \infty \quad (g \in G)$$

clearly holds whenever $\otimes_i U_i(g)$ exists on $\bigotimes_i^{\phi_i} \mathcal{H}_i \quad (g \in G)$. In fact, using [14, §1.2], $(*)$ is equivalent to the following condition:

$$(**) \exists \rho_i : G \to T, \rho_i(e) = 1 \text{ such that } \otimes_i \rho_i(g) U_i(g) \text{ exists on } \bigotimes_i^{\phi_i} \mathcal{H}_i \quad (g \in G).$$

**Theorem 5.1.** With the assumptions and notation introduced above we have:

1) If condition $(*)$ holds, then $\varrho_i \alpha_i$ extends to a unitarily implemented automorphic action $\alpha$ on $\varphi_i(\mathcal{M}_i, \phi_i)$. Moreover if $U_i(g) \in \mathcal{M}_i$ for every $i$ and $g \in G$, then every $\alpha_g$ is an inner automorphism of $\varphi_i(\mathcal{M}_i, \phi_i)$.

2) Conversely suppose that an extension $\alpha$ of $\varrho_i \alpha_i$ exists on $\varphi_i(\mathcal{M}_i, \phi_i)$ for some choice of unit vectors $\phi_i$ in such a way that $\alpha_g = \text{Ad}(U(g))$ with $U(g) \in \mathcal{U}(\bigotimes_i^{\phi_i} \mathcal{H}_i)$ for every $g \in G$. Then condition $(*)$ holds in the following two cases:

i) the $\mathcal{M}_i$ have the property that any automorphism is unitarily implemented (on $\mathcal{H}_i$), and the same is true for every tensor product $\otimes_{s \in S} \mathcal{M}_s, \phi_s$ with $S \subset \mathbb{N}$ (S possibly infinite);

ii) the $\mathcal{M}_i$ are factors, $U_i(g) \in \mathcal{M}_i$ and $U(g) \in \varphi_i(\mathcal{M}_i, \phi_i)$.

**Proof.** 1) If $(*)$ holds then $(**)$ holds and one can take $\alpha_g = \text{Ad}(U(g))$ where $U(g) = \otimes_i \rho_i(g) U_i(g)$ is well defined on $\bigotimes_i^{\phi_i} \mathcal{H}_i$. If $U_i(g) \in \mathcal{M}_i$ then we have $U(g) \in \varphi_i(\mathcal{M}_i, \phi_i)$ and $\alpha_g$ is inner for every $g \in G$.
2) Assume that an extension $\alpha$ of $\hat{\alpha}_i$ $\alpha_i$ exists on $M^0 := \otimes_i (M_{\alpha_i})$ for some choice of unit vectors $\phi_i$ in such a way that $\alpha_g = \text{Ad} (U(g))$ with $U(g) \in \mathcal{U}(\otimes_i^j \mathcal{H}_i)$ for every $g \in G$.

We assume first that we are in the situation described in case i). Let $J$ be a non-empty finite subset of $\mathbb{N}$. Then we may identify $M^0$ with $\otimes_{i \in J} (M_{\alpha_i}) \otimes_J M$ where $J M := \otimes_{i \notin J} (M_{\alpha_i}, \phi_i)$. We may then consider $J M$ as a von Neumann subalgebra of $M^0$ in the obvious way. It is easy to see that $\alpha$ restricts to an action $J \alpha$ of $G$ on $J M$ and that we then have $\alpha = (\otimes_{i \in J} \alpha_i) \otimes_J \alpha$.

For each $g \in G$, using our hypothesis, we may write $J \alpha_g = \text{Ad} U(g)$ for some $U(g) \in \mathcal{U}(\otimes_{i \notin J}^j \mathcal{H}_i)$. Set now $U_J(g) = \otimes_{i \in J} U_i(g)$ for each $g \in G$. Then $\alpha_g = \text{Ad} (U_J(g) \otimes_J U(g))$. Therefore, for each $g \in G$, there exists some $z(g) \in \mathbb{T}$ such that $U(g) = z(g) U_J(g) \otimes_J U(g)$. Since $U(g) \neq 0$ we can pick two elementary decomposable vectors $\otimes \psi_i$ and $\otimes \xi_i$ in $\otimes_i^j \mathcal{H}_i$ which do not depend on $J$ satisfying

$$0 \neq c(g) := |(U(g) \otimes \psi_i, \otimes \xi_i)| = \prod_{i \in J} |(U_i(g) \psi_i, \xi_i)| \prod_{i \notin J} |(U_J(g) \otimes_{i \notin J} \psi_i, \otimes_{i \notin J} \xi_i)|$$

for each $g \in G$. Since $|(U_J(g) \otimes_{i \notin J} \psi_i, \otimes_{i \notin J} \xi_i)| \leq 1$ we get

$$0 < c(g) \leq \prod_{i \in J} |(U_i(g) \psi_i, \xi_i)|.$$

As this holds for every $J$, one easily deduces that $\prod_{i \in \mathbb{N}} |(U_i(g) \psi_i, \xi_i)|$ converges to a non-zero number. Since $\psi_i = \xi_i = \phi_i$ for all but finitely many $i$'s, this implies that $(\ast)$ holds, as claimed.

Assume now that we are in the situation described in case ii). We define $U_J(g)$ as in i) and set $V_J(g) = (U_J(g) \otimes_J (\otimes_{i \notin J} I_i)) U(g)$. Then, using that we may write $\alpha = (\otimes_{i \in J} \alpha_i) \otimes_J \alpha$, we get

$$V_J(g) \in (\otimes_i (M_{\alpha_i})) \cap ((\otimes_{i \in J} M_{\alpha_i}) \otimes (\otimes_{i \notin J} C_{I_i}))'.$$

Using now that all $M_{\alpha_i}$ are factors, it is a simple exercise to deduce that $V_J(g) \in (\otimes_{i \in J} C_{I_i}) \otimes (\otimes_{i \notin J} (M_{\alpha_i}, \phi_i))$. We may therefore write $V_J(g) = (\otimes_{i \in J} I_i) \otimes_J V(g)$ for some unitary $V(g) \in \otimes_{i \notin J} (M_{\alpha_i}, \phi_i)$. This gives $U(g) = U_J(g) \otimes_J V(g)$ and we can clearly proceed further in the same way as above to show that $(\ast)$ holds.

The proof of the above result is nearly connected to the proof of a lemma in [26] (see also [13]).

The case of interest for us in this paper is the one where we set $M_i = \mathcal{B}(\mathcal{H}_i)$ for every $i$. As is well-known, every automorphism of a type I factor is inner.
Therefore we can then write \( \alpha_i(g) = \text{Ad} U_i(g) \) for every \( i \ (g \in G) \), where \( g \mapsto U_i(g) \) is easily seen to be a projective unitary representation of \( G \) on \( \mathcal{H}_i \).

Then we have

**Corollary 5.2.** Let \( \phi_i \in \mathcal{H}_i \) be a sequence of unit vectors. Then \( \underset{i}{\bigotimes} \alpha_i \) extends (uniquely) to an action \( \alpha := \underset{i}{\bigotimes} \alpha_i \) on \( \underset{i}{\bigotimes} (\mathcal{B}(\mathcal{H}_i), \phi_i) \cong \mathcal{B}(\underset{i}{\bigotimes}^\oplus \mathcal{H}_i) \) \cite[Proposition 1.6]{14}) if and only if \( \underset{i}{\bigotimes} \rho_i U_i \) exists on \( \underset{i}{\bigotimes}^\oplus \mathcal{H}_i \).

*Proof.* This follows from theorem 5.1, using again the fact that every automorphism a type \( I \) factor is inner. \( \square \)

In view of our positive existence results concerning infinite tensor product of projective unitary representations, it is clear that one may use the above corollary to produce examples where \( \underset{i}{\bigotimes} \alpha_i \) extends to an action on \( \underset{i}{\bigotimes} (\mathcal{B}(\mathcal{H}_i), \phi_i) \) for some suitable choice of the sequence \( (\phi_i) \). We can also use it to present two different types of obstruction for the existence of such an extension, regardless of the choice of the vectors \( \phi_i \).

**Corollary 5.3.** Let \( u_i \) be a sequence in \( Z^2(G, \mathbb{T}) \) and \( \alpha_i = \text{Ad} \lambda u_i \) be the associated sequence of actions of \( G \) on \( \mathcal{B}(\ell^2(G)) \). If \( G \) is non-\( \sigma \)-amenable group, then \( \underset{i}{\bigotimes} \alpha_i \) does not extend to an infinite tensor product action of \( G \) on \( \mathcal{B}(\ell^2(G)), \phi_i) \), regardless of the choice of the vectors \( \phi_i \).

*Proof.* According to Corollary 5.2, the existence of such an extension would imply the existence of \( \underset{i}{\bigotimes} \rho_i \lambda u_i \) on \( \underset{i}{\bigotimes}^\oplus \ell^2(G) \) for some choice of functions \( \rho_i : G \to \mathbb{T} \) with \( \rho_i(e) = 1 \). It is straightforward to see that this amounts to the existence of \( \underset{i}{\bigotimes} \lambda u_i \) on some \( \underset{i}{\bigotimes}^\oplus \ell^2(G) \) for some \( v_i \in Z^2(G, \mathbb{T}) \) with \( v_i \sim u_i \). This is impossible if \( G \) is not \( \sigma \)-amenable, as follows from Theorem 3.4. \( \square \)

**Corollary 5.4.** Let \( \alpha_i \) be a sequence of actions of \( G \) on \( \mathcal{B}(\mathcal{H}_i) \), so that \( \alpha_i = \text{Ad} U_i(g) \) where \( U_i \) are projective representations of \( G \) with associated 2-cocycles \( u_i \). Assume that \( [u_i] = [u] \) for every \( i \) and \( [u] \neq [1] \) in \( H^2(G, \mathbb{C}) \).

Then \( \underset{i}{\bigotimes} \alpha_i \) does not extend to \( \mathcal{B}(\mathcal{H}_i), \phi_i) \) for any choice of the \( \phi_i \).

*Proof.* If such an extension exists for some choice of \( \phi_i \), \( (*) \) holds and therefore \( \underset{i}{\bigotimes} \rho_i U_i \) exists on \( \underset{i}{\bigotimes}^\oplus \mathcal{H}_i \). It follows then from Theorem 3.2 that \( \prod_i (d \rho_i) u_i \) exists. Hence \( d \rho_i u_i \to 1 \) (in the pointwise topology). As each \( u_i = (d \rho_i^1) u \) for some \( \rho_i^1 \), we get that \( u \) is a limit of 2-coboundaries. Since \( \mathcal{B}^2(G, \mathbb{C}) \) is closed, this means that \( u \) is itself a coboundary, i.e. \( [u] = 1 \), which gives a contradiction. \( \square \)

The simplest example of the above situation occurs when choosing \( G = \mathbb{Z}_2 \times \mathbb{Z}_2 \). In fact, let

\[
V = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad W = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]
We have

$$VW = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} = -WV.$$

A projective (irreducible) unitary representation of $G = \mathbb{Z}_2 \times \mathbb{Z}_2$ on $\mathbb{C}^2$ is defined by setting $U((a, b)) = V^a W^b (a, b \in \mathbb{Z}_2)$. Since $V^a W^b = \sigma(a, b) W^b V^a$ where $\sigma(a, b) = -1$ if $a = b = 1$ and $1$ otherwise, the associated cocycle is easily computed to be $c((a_1, b_1), (a_2, b_2)) = (-1)^{a_2b_1}$ and its class is not trivial in cohomology. Remark that $U$ is nothing but the projective representation associated to the CCR representation of $\sigma$ on $\mathbb{C}^2 = l^2(\mathbb{Z}_2)$ determined by $V$ and $W$. Consider the action $\alpha$ of $G$ on $M_2(\mathbb{C})$ given by $\alpha_{(a, b)}(U((a, b)))$. Then, according to the above result, the infinite tensor product of $\alpha$ does not make sense as an action on the type $I$ factor $\otimes_1(M_2(\mathbb{C}), \phi_1)$. Of course, the normalized trace of $A = M_2(\mathbb{C})$ is $\alpha$-invariant. Therefore $\otimes_1\alpha$, considered as a product action on the UHF algebra of type $2^\infty$, still extends to the weak closure in the GNS representation given by the (unique) tracial state (= the infinite tensor product of the trace states), which is the well known unique hyperfinite factor of type $II_1$.

If $G$ is a non amenable group and we consider the action $\alpha = \text{Ad} \lambda$ on $B(l^2(G))$, then there are no $\alpha$-invariant states (see e. g. [5]). Therefore the invariance argument sketched above to extend the algebraic tensor power of $\alpha$ is not available. It is conceivable that it is impossible to extend this algebraic tensor power action to $\otimes_i(B(l^2(G)), \rho_i)$ regardless of the choice of normal states $\rho_i$ on $B(l^2(G))$ (here we are using the same notation as in [20]).

6 Further comments

For the sake of completeness we include in this section some comments on projective unitary representations of restricted direct product of groups and their associated $C^*$-algebras. Our discussion is based on [14], where Guichardet deals with the non-projective case.

Let $(G_i)_{i \in I}$ be a family of discrete groups, $e_i \in G_i$ their neutral elements, $U_i : G_i \to U(H_i)$ a family of projective representations with associated 2-cocycles $\phi_i \in H_i$ any family of unit vectors, and consider the restricted product $\otimes_i G_i(C \times G_i)$. Then

$$\otimes_i G_i \ni g = (g_i) \mapsto U(g) = \otimes_i U_i(g_i) \in U(\otimes^\phi H_i)$$

(notation: $U \equiv \otimes^\phi U_i$) is a projective representation of $\otimes_i G_i$ on $\otimes^\phi H_i$ with 2-cocycle

$$u(g, h) := \prod_i u_i(g_i, h_i), \quad g, h \in \otimes_i G_i, \quad g = (g_i), h = (h_i).$$

Moreover $U(\otimes_i G_i)'' = \otimes^\phi U_i(G_i)''$. 
A natural example of this situation is as follows. If \( \mathcal{H}_i = \ell^2(G_i) \), \( \phi_i = \delta_{e_i} \), \( U_i = (\lambda_{G_i})_{u_i} \) with \( u_i \in Z^2(G_i, \mathbb{T}) \) then we have \( \otimes_i^* \mathcal{H}_i \cong \ell^2(\oplus_i G_i) \) via the unitary transformation \( T \) defined by
\[
\otimes_i f_i \mapsto (\oplus_i G_i \ni g = (g_i) \mapsto \prod_i f_i(g_i))
\]
(where \( f_i = \phi_i \) for all but finitely many indices) [14, Corollary 1.2]. In fact, using \( T \) as intertwiner, one easily checks that
\[
\otimes^\phi U_i \cong (\lambda_{\oplus_i G_i})_u
\]
with \( u \) as above (cf. [14, Proposition 1.7] for the non-projective case). Thus we get the natural identification \( \otimes^K_i VN(G_i, u_i) \cong VN(\oplus_i G_i, u) \), and also \( \otimes_i^\text{min} C^*_r(G_i, u_i) \cong C^*_r(\oplus_i G_i, u) \) by appealing to [15, part II, Proposition 14].

Recall now that if all the \( C^* \)-algebras \( A_i \) are nuclear then the natural surjection \( \otimes_i^\text{max} A_i \to \otimes_i^\text{min} A_i \) is in fact an isomorphism. This is proved in [14, Proposition 2.3] in the special case where all the \( A_i \) are GCR ( = type I), but the proof goes through in the general case. Moreover there is a natural identification \( \otimes_i^\text{max} C^*_r(G_i) \cong C^*_r(\oplus_i G_i) \), [14, Corollary 2.3]. In a similar vein, it is possible to show the existence of an isomorphism
\[
\otimes_i^\text{max} C^*_r(G_i, u_i) \to C^*_r(\oplus_i G_i, u).
\]
In fact this follows by setting \( A_i = C \) in the more general statement
\[
\otimes_i^\text{max} (A_i \times_{\alpha_i, u_i} G_i) \cong (\otimes_i^\text{max} A_i) \times_{\alpha, u} (\oplus_i G_i)
\]
(cf. [14, Proposition 2.13]) obtained by exploiting the relevant universal properties. Here \( \times \) refers to the twisted crossed product construction [21] and \( \alpha \) and \( u \) are naturally defined in terms of the \( \alpha_i \)'s and the \( u_i \)'s.

Assume that all \( G_i \)'s are amenable. Then \( \oplus_i G_i \) is amenable as well, and \( \otimes_i^\text{max} C^*_r(G_i) \cong \otimes_i^\text{min} C^*_r(G_i) \) [14, Corollary 2.4]. The obvious twisted version of this statement, namely
\[
\otimes_i^\text{max} C^*_r(G_i, u_i) \cong \otimes_i^\text{min} C^*_r(G_i, u_i),
\]
follows then immediately from the nuclearity of \( C^*_r(G_i, u_i) \), cf. [21, Corollary 3.9].

Going back to our situation in the previous sections, we may consider the case where all \( G_i \)'s coincide with a given group \( G \). Our results can be obviously strengthened to get (projective) unitary representations of the subgroup generated by \( \oplus_i G_i \) and the diagonal copy of \( G \) embedded in the unrestricted direct product \( \times_i G_i \), acting on \( \otimes^\phi \mathcal{H}_i \) for suitably chosen vectors \( \phi_i \) (which can definitely not be chosen as some Dirac delta functions). We will not address the apparently complicated problem of representing the whole unrestricted direct product or any other subgroup of it containing the diagonal.
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Abstract

We initiate a study of infinite tensor products of projective unitary representations of a discrete group $G$. Special attention is given to regular representations twisted by 2-cocycles and to projective representations associated with CCR-representations of bilinear maps. Detailed computations are presented in the case where $G$ is a finitely generated free abelian group. We also apply our results to discuss an extension problem about product type actions of $G$, where the projective representation theory of $G$ plays a central role.
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and infinite tensor products. Section 3 contains our main results concerning necessary conditions and sufficient conditions for the existence of infinite tensor products of projective unitary representations. We especially display some sufficient conditions for countable amenable groups in the case of projective regular representations and in the case of projective representations associated with CCR-representations of bilinear maps. In order to illustrate our work with some concrete examples we present in section 4 some explicit computations concerning finitely generated free abelian groups. The next section deals with some applications to the existence problem for infinite tensor products of actions of a group $G$ on von Neumann algebras. One of our result exhibits an obstruction for extending some algebraic tensor power action of $G$ to the weak closure that lies in the second cohomology group $H^2(G, \mathbb{T})$. In another result, the obstruction lies in the non-amenability of $G$. In the final section we collect some related remarks about projective unitary representations of restricted direct products of groups and associated operator algebras.

2 Preliminaries

Throughout this note $G$ denotes a non-trivial discrete group, with neutral element $e$, while $\lambda$ denotes the (left) regular representation of $G$ acting on $\ell^2(G)$.

A 2-cocycle (or multiplier) on $G$ with values in the circle group $\mathbb{T}$ is a map $u : G \times G \to \mathbb{T}$ such that

$$u(x, y)u(xy, z) = u(y, z)u(x, yz) \quad (x, y, z \in G),$$

see e.g. [7, Chapter IV]. We will consider only normalized 2-cocycles, satisfying

$$u(x, e) = u(e, x) = 1 \quad (x \in G).$$

The set of all such 2-cocycles, which is denoted by $Z^2(G, \mathbb{T})$, becomes an abelian group under pointwise product. We equip $Z^2(G, \mathbb{T})$ with the topology of pointwise convergence.

A 2-cocycle $v$ on $G$ is called a coboundary whenever $v(x, y) = \rho(x)\rho(y)\rho(xy)$ $(x, y \in G)$ for some $\rho : G \to \mathbb{T}$, $\rho(e) = 1$, in which case we write $v = d\rho$ (such a $\rho$ is uniquely determined up to multiplication by a character). The set of all coboundaries, which is denoted by $B^2(G, \mathbb{T})$, is a subgroup of $Z^2(G, \mathbb{T})$, which is easily seen to be closed (using Tychonov’s theorem). The quotient group $H^2(G, \mathbb{T}) := Z^2(G, \mathbb{T})/B^2(G, \mathbb{T})$ is called the second cohomology group of $G$ with values in $\mathbb{T}$. We denote elements in $H^2(G, \mathbb{T})$ by $[u]$ and write $v \sim u$ when $[v] = [u]$ $(u, v \in Z^2(G, \mathbb{T}))$. We also write $v \sim_\rho u$ when we have $v = (d\rho)u$ for some coboundary $d\rho$.

We shall be interested in product sequences in $Z^2(G, \mathbb{T})$: we call a sequence $(u_i)$ in $Z^2(G, \mathbb{T})$ for a product sequence whenever the (pointwise) infinite product $u = \prod_i u_i$ exists on $G \times G$ (u being then obviously a 2-cocycle itself). Such a product sequence will occasionally be called 1-free if $u_i \neq 1$ for every $i$. Notice that 1-free product sequences are easily seen to exist since we allow
For $i = 1, 2$, let $U_i$ be a projective unitary representation of $G$ on a Hilbert space $H_i$ associated with $u_i \in Z^2(G, \mathbb{T})$. Then the naturally defined tensor product representation $U_1 \otimes U_2$ is easily seen to be a projective unitary representation of $G$ on the Hilbert space $H_1 \otimes H_2$ associated with the product cocycle $u_1 u_2$. In the case of ordinary unitary representations of a group, it is a classical result of Fell (cf. [10], 13.11.3) that the (left) regular representation acts in an absorbing way with respect to tensoring (up to multiplicity and equivalence). In the projective case we have the following analogue.

**Proposition 2.2.** Let $u, v$ be elements in $Z^2(G, \mathbb{T})$ and let $V$ be any projective unitary representation of $G$ on a Hilbert space $H$ associated with $v$. Then the tensor product representation $\lambda_u \otimes V$ is unitarily equivalent to $\lambda_{uv} \otimes I_H$, i.e. to $(\dim V) \cdot \lambda_{uv}$.

**Proof.** We leave to the reader to check that the same unitary operator $W$ as in the non-projective case (which is determined on $L^2(G) \otimes H$ (resp. $L^2(G, H)$) by $(W(f \otimes \psi))(x) = f(x) V(x^{-1}) \psi$) implements the asserted equivalence. □

We conclude this section by recalling a few facts and some notation concerning infinite tensor products.

Let $H = \{H_i\}$ denote a sequence of Hilbert spaces and $\phi = \{\phi_i\}$ be a sequence of unit vectors where $\phi_i \in H_i$ for each $i \geq 1$. We denote by $H^\phi$ or by $\bigotimes_i^\phi H_i$ the associated infinite tensor product Hilbert space of the $H_i$'s along the sequence $\phi$ (sometimes called the incomplete direct product space determined by $\phi$), whose construction goes back to von Neumann [19]. We will follow the slightly different approach given by Guichardet in [14, 15]. We give here only a short account, and the reader should consult these papers for full details on this matter.

For any sequence $\psi_i \in H_i$ such that

$$\sum_i |1 - ||\psi_i||| < \infty \text{ and } \sum_i |1 - (\psi_i, \phi_i)| < \infty$$

there corresponds a so-called decomposable vector

$$\bigotimes_i \psi_i = \lim_n \psi_1 \otimes \ldots \otimes \psi_n \otimes \phi_{n+1} \otimes \phi_{n+2} \otimes \ldots \in H^\phi$$

depending linearly on each $\psi_i$ (in fact one gets here convergence over the net consisting of nonempty finite subsets of $\mathbb{N}$ ordered by inclusion, cf. [15, Part II, Proposition 5]). If $\bigotimes_i \xi_i$ is another decomposable vector in $H^\phi$, then

$$(\bigotimes_i \psi_i, \bigotimes_i \xi_i) = \prod_i (\psi_i, \xi_i)$$

(where the infinite product above is convergent in the unordered sense, cf. [19, §2]). Each finite tensor product $H_1 \otimes \ldots \otimes H_k$ is embedded in $H^\phi$ by extending the map identifying a simple tensor of the form $\psi_1 \otimes \ldots \otimes \psi_k$ with the elementary
3 Infinite tensor products of projective unitary representations

In this section we shall discuss the following (loosely formulated) problem: If $U_i$ is a sequence of projective unitary representations of a group $G$, when is it possible to form the infinite tensor product $\otimes_i U_i$?

The most elementary case to consider consists obviously of picking just one projective unitary representation $U$ of $G$ on a Hilbert space $\mathcal{H}$ with associated 2-cocycle $u$ and trying to form the infinite tensor product of $U$ with itself infinitely many times, i.e. its infinite tensor power. For each $i \in \mathbb{N}$, put then $U_i = U$, $\mathcal{H}_i = \mathcal{H}$ and let $\phi = \{\phi_i\}$ be a sequence of unit vectors in $\mathcal{H}$.

Now, if we assume that $U^{\otimes \infty}(x) := \otimes_i U_i(x)$ exists on $\otimes_i \mathcal{H}_i$ for all $x \in G$, then Proposition 2.3 gives

$$\sum_i |1 - (U(x)\phi_i, \phi_i)| < \infty,$$

and especially

$$\lim_i (U(x)\phi_i, \phi_i) = 1$$

for all $x \in G$. Letting then $\omega$ be any weak* limit point of the sequence $(\omega_{\phi_i})$ of vector states of $B(\mathcal{H})$, we have $\omega(U(x)) = 1$ for all $x \in G$, from which it follows (using the Cauchy-Schwarz inequality for states, as in [4]) that $\omega$ is multiplicative at each $U(x)$. This implies that

$$1 = \omega(U(x)\omega(U(y)) = \omega(U(x)U(y)) = \omega(u(x,y)U(xy)) = u(x,y \omega(U(xy)) = u(x,y)$$

for all $x, y \in G$, i.e. $u$ is the trivial 2-cocycle on $G$ and consequently, $U$ is an ordinary unitary representation of $G$.

Concerning infinite tensor powers of unitary representations, we refer to [1] in the case of the regular representation and [6] in the case of the adjoint representation. More generally, we have (cf. [9]):

Proposition 3.1. Let $U$ be a unitary representation of $G$ on $\mathcal{H}$.

1) If $U^{\otimes \infty}$ exists (i.e. $U^{\otimes \infty}(x)$ exists for all $x \in G$) on $\mathcal{H}^\phi = \otimes_i \mathcal{H}_i$ for some sequence $\phi = \{\phi_i\}$ of unit vectors in $\mathcal{H}$, then $1 = (\text{the trivial one-dimensional representation of } G)$ is weakly contained in $U$ in the sense of Fell ([10]). (As usual, we denote this by $1 \prec U$).

2) If $G$ is countable and $1 \prec U$, then there exists a sequence $\phi = \{\phi_i\}$ of unit vectors in $\mathcal{H}$ such that $U^{\otimes \infty}$ exists on $\mathcal{H}^\phi$ (and $U^{\otimes \infty}$ is then a unitary representation of $G$).

Proof. For completeness, we sketch the proof.

1) When $U^{\otimes \infty}$ exists on $\mathcal{H}^\phi$, we have $\lim_i (U(x)\phi_i, \phi_i) = 1$ for all $x \in G$, so $1 \prec U$ by [10], 18.1.4.
\(\sigma F\)-sequence. Finally, when \((F_i)\) is a \(\sigma F\)-sequence for \(G\), \(\chi_{F_i}\) denotes the characteristic function of \(F_i\), and we set \(\phi_i := \chi_{F_i}/(\#(F_i))^{1/2}\), then \(\lambda^{\otimes \infty}\) exists along the sequence \((\phi_i)\) of unit vectors in \(L^2(G)\): this readily follows from the equation

\[
(\lambda(x)\chi_{F_i}, \chi_{F_i}) = \#(F \cap xF)
\]

which holds for every \(x \in G\) and every non-empty, finite subset \(F\) of \(G\).

Concerning amenability of representations, we recall that a unitary representation \(\pi\) of \(G\) on a Hilbert space \(\mathcal{H}\) is called amenable (in the sense of Bekka, cf. [5]) whenever there exists a state \(\omega\) on \(\mathcal{B}(\mathcal{H})\) satisfying \(\omega(\pi(x)T\pi(x)^*) = \omega(T)\) for all \(x \in G\) and all \(T \in \mathcal{B}(\mathcal{H})\). It is easy to see that \(\pi\) is amenable whenever \(1 < \pi\), while the converse implication is not necessarily true. Bekka has shown that \(\pi\) is amenable if and only if \(1 < \pi \otimes \pi\), and that amenability of a group is characterized by the fact that all its unitary representations are amenable (and it suffices to check this for its regular representation). However, many non-amenable groups, such as non-abelian free groups, do have amenable representations. Hence, using the above proposition, it is clear that one may produce examples of unitary representations of non-amenable groups for which the associated infinite tensor power representation exists.

The next natural step now is to try to form the infinite tensor product of a sequence of (possibly) different unitary representations of \(G\). In the simple case where \(G = \mathbb{Z}\), this boils down to the question of existence of the infinite tensor product of a sequence of unitary operators, and we have no more conceptual answer to this question than the one provided by Proposition 2.3. In the case where \(G\) is a group acting on some standard Borel space \(S\) with a quasi-invariant measure, one may construct sequences of unitary representations of \(G\) associated with suitably chosen Borel 1-cocycles on \(S \times G\) and study the existence of the resulting infinite tensor products, essentially along the same lines as in [16]. Since this would lead us too far away from our main task, we don't elaborate on this matter here. Therefore, we arrive to the final step of generality, which is to consider a sequence of projective unitary representations. Before attacking the (main) problem whether it is possible to form an infinite tensor product of such a sequence in some cases, we first show that this construction, when possible, produces a new projective unitary representation of \(G\), and also make some general observations.

**Theorem 3.2.** Let \(U_i\) be a sequence of projective unitary representations of \(G\) acting respectively on a Hilbert space \(\mathcal{H}_i\) and with associated \(u_i \in Z^2(G, \mathcal{T})\). Let \(\phi = (\phi_i)\) be a sequence of unit vectors where each \(\phi_i \in \mathcal{H}_i\). Assume that \(\otimes \mathcal{U}_i(x)\exists\) on \(\mathcal{H}^\phi = \otimes \mathcal{H}_i\) for each \(x \in G\). Then we have

i) \((u_i)\) is a product sequence in \(Z^2(G, \mathcal{T})\).

ii) The map \(x \mapsto U^\phi(x) := \otimes \mathcal{U}_i(x)\) is a projective unitary representation of \(G\) on \(\mathcal{H}^\phi\) with \(u = \prod_i u_i\) as its associated \(2\)-cocycle.

**Proof.** We notice first that Proposition 2.3 implies that each \(U^\phi(x) := \otimes \mathcal{U}_i(x)\) is a unitary.
Therefore, setting \( f_i(x) := \|(U_i(x)\phi_i, \phi_i)\| \geq 0 \) we have \( 0 \leq f_i \leq 1 \), \( f_i \in C_0(G) \) and \( f_i \to 1 \) pointwise. Then \( f_i^{-1}([1/2, 1]) =: H_i \) is finite, and \( G = \bigcup_i H_i \) is therefore countable. Moreover, we get
\[
(\lambda(x)|\phi_i\rangle, |\phi_i\rangle) \to 1 \quad (x \in G),
\]
so \( 1 < \lambda \) and the amenability of \( G \) follows. \( \square \)

We now turn our attention to the problem of showing that it is possible to form the infinite tensor product of a sequence of projective unitary representations of \( G \), at least in some specific situations. Some concrete examples illustrating our results will be given in the next section.

In view of Theorem 3.4, it is quite natural to wonder whether some converse holds. So we assume that \( G \) is \( \sigma \)-amenable, let \( (u_i) \) be a product sequence in \( Z^2(G, \mathbb{T}) \) and set \( U_i = \lambda_{u_i} \) for every \( i \). The question is then whether it does \textit{always} exist a sequence \( \phi = (\phi_i) \) of unit vectors in \( \ell^2(G) \) such that \( \bigotimes_i U_i \) exists on \( H^\phi = \bigotimes_i \ell^2(G) \), i. e. such that
\[
\sum_i |1 - (U_i(x)\phi_i, \phi_i)| < \infty \quad \text{for all } x \in G.
\]
It is conceivable that the answer to this question is positive and we shall provide a partial answer in this direction. Our approach is based on the following inequality:
\[
(*) \quad \sum_i |1 - (U_i(x)\phi_i, \phi_i)| \leq \sum_i |1 - (\lambda(x)\phi_i, \phi_i)| + \sum_i |(|\lambda(x) - U_i(x)|\phi_i, \phi_i)|
\]
which is valid for every \( x \in G \) and every sequence \( (\phi_i) \subset \ell^2(G) \), as follows from the triangle inequality.

Now, since \( G \) is assumed to be \( \sigma \)-amenable, we can surely find some sequence \( (\phi_i) \) of unit vectors in \( \ell^2(G) \) making the first sum of the right hand side of the above inequality convergent for every \( x \in G \), and the problem is then whether \( (\phi_i) \) can also be chosen so that the second sum is convergent for every \( x \in G \). There is some flexibility of choice here and it is not difficult to see that this might be achieved if one is willing to eventually replace \( (U_i) \) by one suitably chosen subsequence if necessary. We illustrate this by showing that all \( \phi_i \)'s may then even be chosen as normalized characteristic functions associated with some \( \sigma F \)-sequence for \( G \).

We first record an easy calculation. Let \( \chi_F \) denote the characteristic function of some finite (non-empty) subset \( F \subset G \) and set \( \phi_F := \chi_F/(\# F)^{1/2} \). Let \( u \in Z^2(G, \mathbb{T}) \). Then we have
\[
(\lambda_u(x)\phi_F, \phi_F) = \frac{1}{\# F} \sum_{y \in F \cap x^{-1} F} u(y^{-1}, x)
\]
Let $x \in G$ and choose $N \in \mathbb{N}$ such that $x \in H_N$. Then we get
\[
\sum_i \frac{1}{\# F_i} \sum_{y \in F_i} |1 - u_i(y^{-1}, x)| \\
\leq \sum_{i < N} 2 + \sum_{i \geq N} \frac{1}{\# F_i} \sum_{y \in F_i} 1/i^2 \\
= 2(N - 1) + \sum_{i \geq N} 1/i^2 < \infty.
\]
This shows that $(F_i)$ satisfies (1) in Theorem 3.5, from which the result then clearly follows.

**Corollary 3.7.** Let $G$ be $\sigma$-amenable. Then there always exist some 1-free product sequence $(u_i)$ in $Z^2(G, \mathbb{T})$ and some sequence $\phi = (\phi_i)$ of unit vectors in $\ell^2(G)$ such that $\otimes_i \lambda_{u_i}$ exists on $H^\phi = \otimes_i^\phi \ell^2(G)$. If $H^2(G, \mathbb{T})$ is non-trivial and $1 \neq [u] \in H^2(G, \mathbb{T})$, then the sequence $(u_i)$ above may chosen so that $u = \prod_i u_i$.

**Proof.** Since 1-free product sequences do exist in $B^2(G, \mathbb{T})$ and 1-freeness is clearly preserved when passing to subsequences, the first assertion follows from the previous corollary. The 1-free product sequence $(u_i)$ is then in $B^2(G, \mathbb{T})$. Therefore (by closedness) $\prod_i u_i \in B^2(G, \mathbb{T})$, so we may write it as $d\rho$ for some normalized $\rho : G \to \mathbb{T}$. Assume now $H^2(G, \mathbb{T})$ is non-trivial and $1 \neq [u] \in H^2(G, \mathbb{T})$. Set $v_1 = d\rho u$ and $v_i = u_{i-1}, i > 1$. Then $(v_i)$ is a 1-free product sequence satisfying $u = \prod_i v_i$. Further we can define a new sequence $\psi = (\psi_i)$ of unit vectors in $\ell^2(G)$, by setting $\psi_1 = \delta_e$ and $\psi_i = \psi_{i-1}, i > 1$. It is then obvious that $\otimes_i \lambda_{v_i}$ exists on $H^\psi$, which proves the second assertion.

**Remarks.**

1) It follows from Corollary 3.3 that representations obtained as the infinite tensor product of projective regular representations are never irreducible.

2) It is unknown to us whether the second assertion of the Corollary 3.7 may be strengthened into that all $u_i$ may be chosen to be non-trivial in cohomology if one assumes that $H^2(G, \mathbb{T})$ is infinite (the above proof ensures only that one of the $u_i$'s satisfies this requirement). We will see that this may be done in an example considered in Section 4.

3) Let $G$ be $\sigma$-amenable and let $(u_i)$ and $(v_i)$ be two sequences in $Z^2(G, \mathbb{T})$ satisfying $v_i \sim \rho_i u_i$ for every $i$. Assume that $\otimes_i \lambda_{u_i}$ exists on $H^\phi = \otimes_i^\phi \ell^2(G)$ for some sequence $\phi = (\phi_i)$ of unit vectors in $\ell^2(G)$. As $\prod_i v_i$ does not necessarily exist, it may happen that $\otimes_i \lambda_{v_i}$ can not be formed at all (cf. Theorem 3.2). However, it is quite clear that $\rho_1 \lambda_{v_1} \otimes \rho_2 \lambda_{v_2} \otimes \cdots$ exists on $\otimes^\infty \ell^2(G)$, where $\psi_i$ is defined by $\psi_i(x) = \rho_i(x^{-1})\phi_i(x)$, and this may be considered as a problem of gauge fixing. On the other hand, let us also assume that $\otimes_i \lambda_{v_i}$ exists on
construction (and remark that a similar representation can be constructed on $\ell^2(A)$ in an analogous way):

For each $a \in A, b \in B$ we set $\sigma_a(b) = \sigma(a, b)$, so the map $(a \mapsto \sigma_a)$ belongs to $\text{Hom}(A, \hat{B})$ where $\hat{B} := \text{Hom}(B, \mathbb{T})$. Let then $V_\sigma(a)$ denote the multiplication operator by the function $\sigma_a$ on $\ell^2(B)$ and $\lambda_B$ be the left regular representation of $B$ on $\ell^2(B)$. By computation we have

$$V_\sigma(a)\lambda_B(b) = \sigma(a, b)\lambda_B(b)V_\sigma(a)$$

for all $a \in A, b \in B$. If we now put $U_\sigma(a, b) := V_\sigma(a)\lambda_B(b)$ for all $(a, b) \in G$, then $U_\sigma$ is as desired. The triple $(V_\sigma, \lambda_B, \ell^2(B))$ is a CCR-representation of $\sigma$ if we agree to call a triple $(V, W, \mathcal{H})$ for a CCR-representation of $\sigma$ whenever $V$ and $W$ are unitary representations of respectively $A$ and $B$ on $\mathcal{H}$ which satisfy the CCR-relation

$$V(a)W(b) = \sigma(a, b)W(b)V(a)$$

for all $a \in A, b \in B$. There is an obvious 1-1 correspondence between CCR-representations of $\sigma$, projective unitary representations of $G$ associated with $u_\sigma$ and nondegenerate representations of $C^*(G, u_\sigma)$. For the sake of completeness, we mention that the $C^*$-algebra $C^*(G, u_\sigma)$ may be decomposed as the ordinary crossed product $C^*(B) \times_\alpha A$ where $\alpha$ is the action of $A$ on $C^*(B)$ naturally induced by the homomorphism $(a \mapsto \sigma_a)$ from $A$ into $\hat{B}$ (and analogously for the crossed product of $C^*(A)$ by the induced action of $B$).

Assume now that $(\sigma_i)$ is a sequence of bilinear maps from $A \times B$ into $\mathbb{T}$. (In the example mentioned earlier, this is achieved by first picking a sequence in $\text{Hom}(B, \mathbb{T})$). Then we set $U_i := U_{\sigma_i}$ and consider the question: when is it possible to form $\otimes_i U_i$ on $\otimes_i^\sigma \ell^2(B)$ for some sequence $\phi_i = (\phi_i)$ of unit vectors in $\ell^2(B)$? Or, equivalently, when is it possible to form the infinite tensor product of the CCR-representations associated with the $\sigma_i$’s? In the case of a positive answer $\prod_i u_{\sigma_i}$ will exist (as a consequence of Theorem 3.2), so $\prod_i \sigma_i$ will then exist too and the infinite tensor product of the CCR-representations associated with the $\sigma_i$’s will be a CCR-representation of this product map.

Since $U_i(e, b) = \lambda_B(b)$, we must at least require that $B$ is $\sigma$-amenable and $\phi$ is chosen so that $\otimes_i \lambda_B$ exists on $\otimes_i^\sigma \ell^2(B)$, in accordance with Theorem 3.4. The question reduces then clearly to whether $\phi$ can also be chosen so that $\otimes_i V_{\sigma_i}$ exist on $\otimes_i^\sigma \ell^2(B)$, i.e. whether

$$\sum_i |1 - (V_{\sigma_i}(a)\phi_i, \phi_i)| = \sum_i |1 - ((\sigma_i)_a \phi_i, \phi_i)| < \infty$$

holds for every $a \in A$. Remark that our first requirement on $\phi$ prevents us from choosing $\phi_i = \delta_e$ for every $i$, which would have made all these sums convergent in a trivial way. Choosing $\phi$ to be associated with a $\sigma F$-sequence for $B$ leads to the following:
It will be convenient for us to use the following norm on \( M_N(\mathbb{R}) \): when \( A = [a_{ij}] \in M_N(\mathbb{R}) \), we set \( |A|_\infty = \max\{|a_{ij}|, 1 \leq i, j \leq N\} \).

We first record a technical lemma.

**Lemma 4.1.** Let \( A \in M_N((-\pi, \pi]) \), \( x, y \in G \) and \( m \in \mathbb{N} \). Then

1. \( |1 - u_A(x, y)| \leq |A|_\infty |x|_1 |y|_1 \)
2. \( \sum_{x \in K_m} |x|_1 = \frac{Nm(m+1)^N}{2} \)
3. \( 1 - \frac{\#((x+K_m) \cap K_m)}{\#K_m} \leq \frac{|x|_1}{m+1} \).

**Proof.** 1) follows from \( |1 - e^{ix \cdot (Ay)}| \leq |x \cdot (Ay)| \leq |A|_\infty |x|_1 |y|_1 \).

2) \( \sum_{x \in K_m} |x|_1 = \sum_{j=1}^N \sum_{x \in K_m} |x_j| = N(m+1)^N \sum_{k=0}^{m+1} k = \frac{Nm(m+1)^N}{2} \).

3) \( 1 - \frac{\#((x+K_m) \cap K_m)}{\#K_m} = \frac{\#(K_m \setminus (x+K_m))}{\#K_m} \leq \frac{(m+1)^N - 1}{(m+1)^N} |x|_1 = \frac{|x|_1}{m+1} \).

**Proposition 4.2.** Let \( (A_i) \) be a sequence in \( M_N((-\pi, \pi]) \) and \( (m_i) \) be a sequence in \( \mathbb{N} \). For each \( i \in \mathbb{N} \), we set

\[ F_i = K_{m_i} \subset G, \]
\[ \phi_i = \frac{1}{(\#F_i)^{1/2}} \chi_{F_i} \in \ell^2(G), \]
\[ u_i = u_{A_i} \in Z^2(G, T). \]

Then we have:

1. \( (F_i) \) is a \( F \)-sequence for \( G \) if and only if \( m_i \to +\infty \).
2. \( (F_i) \) is a \( \sigma F \)-sequence for \( G \) if and only if \( \sum_{i=1}^{\infty} \frac{1}{m_i} < \infty \).
3. \( \prod_i u_i \) exists \( \iff \sum_i |A_i|_\infty < \infty \).
4. The projective unitary representation \( \otimes_A \lambda_u \) of \( G \) exists on \( \otimes_A \ell^2(G) \) whenever

\[ \sum_{i=1}^{\infty} \frac{1}{m_i} < \infty \text{ and } \sum_{i=1}^{\infty} m_i |A_i|_\infty < \infty \]

(and then \( \prod_i u_i \) is the associated 2-cocycle).
We assume from now on that \( N \geq 2 \) and write \( G = \mathbb{Z}^N \cong \mathbb{Z}^P \times \mathbb{Z}^Q \) where \( 1 < P, Q < N \) and \( P + Q = N \).

To each \( P \times Q \) matrix \( D \) with coefficients in \((-\pi, \pi]\), one may associate a bilinear map \( \sigma_D : \mathbb{Z}^P \times \mathbb{Z}^Q \to \mathbb{T} \) by
\[
\sigma_D(a, b) = e^{i a \cdot \langle D b \rangle}.
\]
Following the construction described at the end of the previous section, we obtain a CCR-representation of \( \sigma_D \) on \( \ell^2(\mathbb{Z}^Q) \), or, equivalently, a projective unitary representation \( U_D \) of \( G = \mathbb{Z}^N \) with associated 2-cocycles \( u^D \). This cocycle is easy to describe: a simple computation gives
\[
u^D(x, y) = e^{i x \cdot \langle D y \rangle} \quad (x, y \in G)
\]
where \( D \) is the \( N \times N \) matrix given by
\[
D = \begin{pmatrix}
0 & 0 \\
-D^t & 0
\end{pmatrix}.
\]

Notice that \( u^D = u_D \) and \([u^D]\) is non-trivial whenever \( D \neq 0 \).

**Proposition 4.3.** Let \( (D_i) \) be a sequence of \( P \times Q \) matrices with coefficients in \((-\pi, \pi]\) and let \( (U_i) = (U_{D_i}) \) be the associated sequence of projective unitary representations of \( G \) on \( \ell^2(\mathbb{Z}^Q) \). Let \( (n_i) \) be a sequence in \( \mathbb{N} \).

Set \( H_i = \{ b \in \mathbb{Z}^Q \mid |b|_\infty \leq n_i \} \) and \( \psi_i = 1/(\#H_i)^{3/2} \chi_{H_i} \) (\( i \in \mathbb{N} \)).

Then \( \vartheta_i U_i \) exists on \( \otimes_i^{\mathbb{N}} \ell^2(\mathbb{Z}^Q) \) whenever \( \sum_i 1/n_i < \infty \) and \( \sum_i n_i |D_i|_\infty < \infty \).

**Proof.** This follows from Theorem 3.8. As the details are quite similar to the proof of the previous proposition, we leave these to the reader.

**Example.** We take \( P = Q = 1 \) so that \( G = \mathbb{Z} \times \mathbb{Z} = \mathbb{Z}^2 \), and let \( (D_j) = (\theta_j) \) be a sequence in \((-\pi, \pi]\). This gives rise to the sequence \( (U_j) \) of representations of \( \mathbb{Z}^2 \) on \( \ell^2(\mathbb{Z}) \) with associated 2-cocycles
\[
u_j(x, y) = e^{-i \theta_j \cdot x \cdot y} \quad (x, y \in \mathbb{Z}^2).
\]

By Proposition 4.3 we can then form the infinite tensor representation \( \otimes_j U_j \) whenever we can choose a sequence \( (n_j) \) in \( \mathbb{N} \) such that \( \sum_j 1/n_j < \infty \) and \( \sum_j n_j |\theta_j| < \infty \) (e.g. \( n_j = j^2 \) will do if \( j^4 |\theta_j| \) is bounded).

A more careful analysis of this situation (still based on Theorem 3.8) involving the familiar Dirichlet sums gives that \( \otimes_j U_j \) will exist whenever we can choose \( (n_j) \) such that
\[
\sum_j \frac{1}{n_j} < \infty \quad \text{and} \quad \sum_j \left| 1 - \frac{1}{2n_j + 1} \frac{\sin((2n_j + 1)\theta_j/2)}{\sin(\theta_j/2)} \right| < \infty.
\]

Assuming that \( \sum_j |\theta_j| < \infty \) (so \( \prod_j u_j \) exists), it would be interesting to know whether such a choice of \( (n_j) \) can always be made.

It is well known that \( U_j \) is an irreducible projective representation of \( \mathbb{Z}^2 \) on \( \ell^2(\mathbb{Z}) \) if and only if \( \theta_j/\pi \) is irrational. A problem which ought to be investigated in the future is to find conditions (if any) ensuring that \( \otimes_j U_j \) (exists and) is irreducible.
2) Assume that an extension $\alpha$ of $\bar{\alpha}_i$, $\alpha_i$, exists on $\mathcal{M}^\phi := \otimes_i (\mathcal{M}_i, \phi_i)$ for some choice of unit vectors $\phi_i$ in such a way that $\alpha_g = \text{Ad}(U(g))$ with $U(g) \in \mathcal{U}(\otimes_i^\phi \mathcal{H}_i)$ for every $g \in G$.

We assume first that we are in the situation described in case i). Let $J$ be a non-empty finite subset of $\mathbb{N}$. Then we may identify $\mathcal{M}^\phi$ with $(\otimes_{i \in J} \mathcal{M}_i) \otimes J \mathcal{M}$ where $J \mathcal{M} := \otimes_{i \in J} (\mathcal{M}_i, \phi_i)$. We may then consider $J \mathcal{M}$ as a von Neumann subalgebra of $\mathcal{M}^\phi$ in the obvious way. It is easy to see that $\alpha$ restricts to an action $J \alpha$ of $G$ on $J \mathcal{M}$ and that we then have $\alpha = (\otimes_{i \in J} \alpha_i) \otimes J \alpha$.

For each $g \in G$, using our hypothesis, we may write $J \alpha_g = \text{Ad} J U(g)$ for some $J U(g) \in \mathcal{U}(\otimes_{i \in J}^\phi \mathcal{H}_i)$. Set now $U_J(g) = \otimes_{i \in J} U_i(g)$ for each $g \in G$. Then $\alpha_g = \text{Ad} (U_J(g) \otimes J U(g))$. Therefore, for each $g \in G$, there exists some $z(g) \in T$ such that $U(g) = z(g) U_J(g) \otimes J U(g)$. Since $U(g) \neq 0$ we can pick two elementary decomposable vectors $\otimes \psi_i$ and $\otimes \xi_i$ in $\otimes_i^\phi \mathcal{H}_i$ which do not depend on $J$ satisfying

$$0 \neq c(g) := |(U(g) \otimes \psi_i, \otimes \xi_i)| = \prod_{i \in J} |(U_i(g) \psi_i, \xi_i)| = |(J U(g) \otimes_{i \in J} \psi_i, \otimes_{i \in J} \xi_i)|$$

for each $g \in G$. Since $|(J U(g) \otimes_{i \in J} \psi_i, \otimes_{i \in J} \xi_i)| \leq 1$ we get

$$0 < c(g) \leq \prod_{i \in J} |(U_i(g) \psi_i, \xi_i)|.$$

As this holds for every $J$, one easily deduces that $\prod_{i \in \mathbb{N}} |(U_i(g) \psi_i, \xi_i)|$ converges to a non-zero number. Since $\psi_i = \xi_i = \phi_i$ for all but finitely many $i$'s, this implies that $(\ast)$ holds, as claimed.

Assume now that we are in the situation described in case ii). We define $U_J(g)$ as in i) and set $V_J(g) = (U_J(g) \otimes (\otimes_{i \in J} I_i))^* U(g)$. Then, using that we may write $\alpha = (\otimes_{i \in J} \alpha_i) \otimes J \alpha$, we get

$$V_J(g) \in (\otimes_i (\mathcal{M}_i, \phi_i)) \cap ((\otimes_{i \in J} \mathcal{M}_i) \otimes (\otimes_{i \in J} C I_i))'.$$

Using now that all $\mathcal{M}_i$ are factors, it is a simple exercise to deduce that $V_J(g) \in (\otimes_{i \in J} C I_i) \otimes (\otimes_{i \in J} (\mathcal{M}_i, \phi_i))$. We may therefore write $V_J(g) = (\otimes_{i \in J} I_i) \otimes J V(g)$ for some unitary $J V(g) \in \otimes_{i \in J} (\mathcal{M}_i, \phi_i)$. This gives $U(g) = U_J(g) \otimes J V(g)$ and we can clearly proceed further in the same way as above to show that $(\ast)$ holds.

The proof of the above result is nearly connected to the proof of a lemma in [26] (see also [13]).

The case of interest for us in this paper is the one where we set $\mathcal{M}_i = B(\mathcal{H}_i)$ for every $i$. As is well-known, every automorphism of a type I factor is inner.
We have

\[
VW = \begin{pmatrix}
0 & -1 \\
1 & 0
\end{pmatrix} = -WV.
\]

A projective (irreducible) unitary representation of \( G = \mathbb{Z}_2 \times \mathbb{Z}_2 \) on \( \mathbb{C}^2 \) is defined by setting \( U((a,b)) = V^a W^b \) (\( a, b \in \mathbb{Z}_2 \)). Since \( V^a W^b = \sigma(a,b) W^b V^a \) where \( \sigma(a,b) = -1 \) if \( a = b = 1 \) and 1 otherwise, the associated cocycle is easily computed to be \( u((a_1,b_1),(a_2,b_2)) = (-1)^{a_2b_1} \) and its class is not trivial in cohomology. Remark that \( U \) is nothing but the projective representation associated to the CCR representation of \( \sigma \) on \( \mathbb{C}^2 = \ell^2(\mathbb{Z}_2) \) determined by \( V \) and \( W \). Consider the action \( \alpha \) of \( G \) on \( M_2(\mathbb{C}) \) given by \( \alpha_{(a,b)} = \text{Ad}(U((a,b))) \). Then, according to the above result, the infinite tensor product of \( \alpha \) does not make sense as an action on the type I factor \( \otimes_i (M_2(\mathbb{C}), \phi_i) \). Of course, the normalized trace of \( \mathcal{A} = M_2(\mathbb{C}) \) is \( \alpha \)-invariant. Therefore \( \otimes \alpha \), considered as a product action on the UHF algebra of type \( 2^\infty \), still extends to the weak closure in the GNS representation given by the (unique) tracial state (= the infinite tensor product of the trace states), which is the well known unique hyperfinite factor of type \( II_1 \).

If \( G \) is a non amenable group and we consider the action \( \alpha = \text{Ad} \lambda \) on \( \mathcal{B}(\ell^2(G)) \), then there are no \( \alpha \)-invariant states (see e. g. [5]). Therefore the invariance argument sketched above to extend the algebraic tensor power of \( \alpha \) is not available. It is conceivable that it is impossible to extend this algebraic tensor power action to \( \otimes_i (\mathcal{B}(\ell^2(G)), \rho_i) \) regardless of the choice of normal states \( \rho_i \) on \( \mathcal{B}(\ell^2(G)) \) (here we are using the same notation as in [20]).

### 6 Further comments

For the sake of completeness we include in this section some comments on projective unitary representations of restricted direct product of groups and their associated C*-algebras. Our discussion is based on [14], where Guichardet deals with the non-projective case.

Let \( (G_i)_{i \in I} \) be a family of discrete groups, \( e_i \in G_i \) their neutral elements, \( U_i : G_i \to \mathcal{U}(H_i) \) a family of projective representations with associated 2-cocycles \( u_i, \phi_i \in H_i \) any family of unit vectors, and consider the restricted product \( \otimes_i G_i (\subset \times G_i) \). Then

\[
\otimes_i G_i \ni g = (g_i) \mapsto U(g) = \otimes_i U_i(g_i) \in \mathcal{U}(\otimes^\phi H_i)
\]

(notation: \( U \equiv \otimes^\phi U_i \)) is a projective representation of \( \otimes_i G_i \) on \( \otimes^\phi H_i \) with 2-cocycle

\[
u(g,h) := \prod_i u_i(g_i, h_i), \quad g, h \in \otimes_i G_i, \quad g = (g_i), h = (h_i).
\]

Moreover \( U(\otimes_i G_i)' = \otimes^\phi U_i(G_i)' \).
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